
Ann. Appl. Math.
doi: 10.4208/aam.OA-2022-0006

Vol. 38, No. 3, pp. 296-355
August 2022

Mesh-Free Interpolant Observables for

Continuous Data Assimilation

Animikh Biswas1, Kenneth R. Brown2 and Vincent R. Martinez3,4,∗

1 Department of Mathematics & Statistics, University of Maryland–Baltimore
County, 1000 Hilltop Circle, Baltimore, MD 21250, USA
2 Department of Mathematics, University of California–Davis, One Shields
Avenue, Davis, CA 95616, USA
3 Department of Mathematics & Statistics, CUNY Hunter College, 695
Park Ave, New York, NY 10065, USA
4 Department of Mathematics, CUNY Graduate Center, 365 5th Ave, New
York, NY 10016, USA

Received 26 January 2022; Accepted (in revised version) 20 April 2022

Abstract. This paper is dedicated to the expansion of the framework of general
interpolant observables introduced by Azouani, Olson, and Titi for continuous
data assimilation of nonlinear partial differential equations. The main feature of
this expanded framework is its mesh-free aspect, which allows the observational
data itself to dictate the subdivision of the domain via partition of unity in
the spirit of the so-called Partition of Unity Method by Babuska and Melenk.
As an application of this framework, we consider a nudging-based scheme for
data assimilation applied to the context of the two-dimensional Navier-Stokes
equations as a paradigmatic example and establish convergence to the reference
solution in all higher-order Sobolev topologies in a periodic, mean-free setting.
The convergence analysis also makes use of absorbing ball bounds in higher-
order Sobolev norms, for which explicit bounds appear to be available in the
literature only up to H2; such bounds are additionally proved for all integer
levels of Sobolev regularity above H2.
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1 Introduction

In recent years, several efforts have been made to develop a first-principles under-
standing of Data Assimilation (DA), where the underlying model dynamics are given
by partial differential equations (PDEs) [2,6,8,11,13,20,39,40,54,56,57], as well to
provide rigorous analytical and computational justification for its application and
support for common practices therein, especially in the context of numerical weather
prediction [1,3–5,24–30,32,36,38,41,42,50–52,55]. A common representative model
in these studies is the forced, two-dimensional (2D) Navier-Stokes equations (NSE)
of an incompressible fluid, which contains the difficulty of high-dimensionality by
virtue of being an infinite-dimensional, chaotic dynamical system, but whose long-
time dynamics is nevertheless finite-dimensional, manifested, for instance, in the
existence of a finite-dimensional global attractor [16,31,59]. Given a domain Ω⊂R2,
the 2D NSE is given by

∂tu+(u·∇)u=−∇p+ν∆u+f, ∇·u=0, (1.1)

supplemented with appropriate boundary conditions, where u represents the velocity
vector field, ν denotes the kinematic viscosity, f is a time-independent, external
driving force, p represents the scalar pressure field. The underlying ideas in the
works above, though originally motivated in large part by the classical problem
of DA, that is, of reconstructing the underlying reference signal, has since been
extended to the problem of parameter estimation; we refer the readers to the recent
works [17,18,53] for this novel application.

Central to the investigations of this paper is a certain algorithm for DA which
synchronizes the approximating signal produced by the algorithm with the true sig-
nal corresponding to the observations. The algorithm of interest in this paper is
a nudging-based scheme in which observational data of the signal is appropriately
extended to the phase space of the system representing the truth, (1.1). The interpo-
lated data is then inserted into the system as an exogeneous term and is subsequently
balanced through a feedback control term that serves to drive the approximating
signal towards the observations. In particular, we consider the approximating signal
to be given as a solution to the system

∂tv+(v ·∇)v=−∇q+ν∆v+f−µ(Ihv−Ihu), ∇·v=0, (1.2)
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where u represents a solution of (1.1) whose initialization is unknown, Ihu represents
observed values of the signal u, appropriately interpolated to belong the same phase
space of solutions to (1.1), h quantifies the spatial density of the observations, and
µ is a tuning parameter, often referred to as the “nudging” parameter. The algo-
rithm then consists of initializing (1.2) arbitrarily and integrating it forward. The
remarkable property of (1.2) is that although the feedback control −µ(Ihv−Ihu)
only enforces synchronization towards the observations, full synchronization of the
signals v and u is nevertheless asymptotically ensured. Indeed, this property is
conferred through a nonlinear mechanism, referred to as a Foias-Prodi property of
determining values in the context of the 2D NSE, that is inherent to the system it-
self [19,33,34,44,45]; this mechanism asymptotically enslaves the small scale features
of the solution to its large scale features in the sense that knowledge of the asymp-
totic convergence of the large scale features of the difference of two solutions auto-
matically imply asymptotic convergence of its small scale features as well. Morally
speaking, any system which possess this property “asymptotic enslavement” of small
scales to large scales would guarantee the success of the nudging-based algorithm.

The “nudging algorithm” was originally introduced by Hoke and Anthes in [37]
in 1976, for finite-dimensional systems of ordinary differential equations. In a sem-
inal paper of Azouani, Olson, and Titi [2], this nudging scheme was appropriately
extended to the case of partial differential equations via the introduction of the “in-
terpolant observable operator,” denoted by Ih above. There, it was shown that for
µ,h>0 chosen appropriately, that v and u asymptotically synchronize in the topol-
ogy of H1(Ω), that is, in the topology of square-integrable functions with square-
integrable spatial derivatives. On the other hand, it was observed in the computa-
tional work of Gesho, Olson, and Titi [36] the convergence, in fact, appeared to be
occurring in stronger topologies, for instance in the uniform topology of L∞(Ω). This
phenomenon was analytically confirmed in [10] in the setting of periodic boundary
conditions, where the observational data was given in the form of Fourier modes. In
this setting, it was furthermore shown that synchronization occurs in a far stronger
topology, that of the analytic Gevrey topology, which is characterized by a norm
in which Fourier modes are exponentially weighted in wave-number, provided that
sufficiently many Fourier modes are observed. A distinguished property of this norm
is that its finiteness identifies a length scale below which the function experiences an
exponential cut-off in wave-number, and thus, can be reasonably ignored by numer-
ical computation. In the context of turbulent flows, this length scale is known as the
dissipation length scale and is directly related to the radius of spatial analyticity of
the corresponding flow [7,31,35,49]. Hence, the result in [10] rigorously established
that the nudging-based algorithm synchronizes the corresponding signals all the way
down to this length scale.
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The case of other forms of observations, e.g., volume element, nodal values, etc.,
was not, however, treated in [10]. One of the central motivations of this paper is
to therefore address these remaining cases. In order to do so, we develop a mod-
est, general analytical framework in the spirit of [2] that ultimately allows one to
demonstrate higher-order synchronization for the nudging-based algorithm, namely,
beyond the H1–topology, and in particular, any L2–based Sobolev topology. This
framework accommodates a significantly richer class of interpolant observable opera-
tors based on the notion of a local interpolant observable operator, which effectively
allows one to use any mode of observation within any local region of the domain.
These local interpolants are then made global by introducing a smooth partition of
unity that allows one to patch the various observations across the domain and inter-
polate them appropriately into the phase space of the system. Although partitions
of unity were already considered in several previous works for the nudging-based
algorithm [2, 13, 41, 42], the partitions of unity used there were fixed and explicit,
while in this work, we directly introduce the partition of unity as an additional pa-
rameter. Indeed, the most attractive feature allowed by the framework developed
here is that it liberates the observations from the situation conceived in [2] of be-
ing constrained by a given distribution of measurement devices across the domain.
Moreover, the possibility of having different spatial densities of measurements across
the domain is also accommodated by this framework. This, of course, corresponds
to the situation where more spatial measurements are simply available in one region
of the domain compared to others. We note that this construction is akin to the
“Partition Finite Element Method” introduced by Babuska and Melenk [9], where
finite element spaces were generalized to be “mesh-free” in an analogous way via
partition of unity, thus imbuing them with a greater flexibility. We also refer the
reader to the recent results [5] and [43]. In the former work, the efficacy of the
nudging-based algorithm in the situation of having observations available only in
a fixed subdomain is assessed. The latter work studies higher-order interpolation
using finite-element interpolants over bounded domains and the solution produced
by the subsequent nudging-based algorithm is compared to solutions obtained by
direct-numerical simulation from a semi-discrete scheme.

In Section 2, we introduce the functional setting in which we will work through-
out the paper. Note that we will work exclusively in the periodic setting; the case
of other boundary conditions will be treated in a future work. In Section 3, we
introduce the notion of “local interpolant observable operators” and construct a
“globalization” of them via partition of unity. Their approximation properties are
subsequently developed and several nontrivial examples are provided (see Section
3.1). We point out that due to the amount of flexibility allowed by this construction,
a significant portion of this work is dedicated to organizing its salient properties and
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ultimately identifying the combinations of interpolating operators that ultimately
ensure well-posedness of the nudging-based algorithm and the important synchro-
nization property described above. Rigorous statements of the main results of the
paper are then provided in Section 4 followed by several remarks. In order to clar-
ify the detailed relation between the structure of the interpolant operators and the
system, we introduce hyperdissipation into the system. Of course, all of our results
contain the original, non-hyperdissipative case. In fact, a key feature of the results is
that synchronization in higher-order Sobolev spaces can be guaranteed under essen-
tially the same assumptions on µ, h as were made in [2], i.e., the assumptions exhibit
the same scaling in µ, h. In Section 4, we further identify alternative structural as-
sumptions one can make on the interpolation operators that allow one to consider
different families of operators that ultimately lead to the synchronization property
(see Section 3.2). The proofs of the main statements are provided in Section 5. We
point out that in order to properly quantify the assumptions on µ, h required by
the analysis to guarantee higher-order convergence, it is crucial to identify absorb-
ing ball estimates with respect to the corresponding higher-order norms. This is
captured in Section 4.1, which properly generalizes the bounds obtained in [21] for
the radius of the absorbing ball of (1.1) with respect to the H2–topology. Finally,
various technical details related to well-posedness (see Appendix 5.2) or regarding
the various aforementioned examples introduced in Section 3.1 (see Appendix 5.2
and Appendix 5.2) are relegated to the appendices.

2 Mathematical preliminaries

The functional setting throughout this paper will be the space of periodic, mean-
free, divergence-free functions over T2 =[0,2π]2. More precisely, let Bper(T2) denote
the Borel measureable functions over T2, which are 2π-periodic a.e. in each direction
x,y. We define the space of 2π-periodic, square-integrable functions over T2 by

L2(T2) :={φ∈Bper(T2) :‖φ‖L2<∞}, ‖φ‖2
L2 :=

∫
T2

|φ(x)|2dx. (2.1)

For each k>0, we define the inhomogeneous Sobolev space, Hk(T2) by

Hk(T2) :={φ∈L2(T2) :‖φ‖Hk<∞}, ‖φ‖2
Hk :=

∑
|α|≤k

‖∂αφ‖2
L2 . (2.2)

The homogeneous Sobolev space is defined as

Ḣk(T2) :={φ∈L2(T2) :‖φ‖Ḣk<∞}, ‖φ‖2
Ḣk :=

∑
|α|=k

‖∂αφ‖2
L2 . (2.3)
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By the Poincaré inequality, the topologies induced by (2.2) and (2.3) are equivalent.
In particular, we have

c−1‖φ‖Hk≤‖φ‖Ḣk≤‖φ‖Hk (2.4)

for some universal constant c>0. Also observe that when k=0, we have

L2(T2)=H0(T2)=Ḣ0(T2).

Lastly, let us recall the elementary fact that each element in the homogeneous
Sobolev space can be identified with a mean-free function belonging to the inho-
mogeneous Sobolev space (see [12]). We will henceforth assume that each element
of Ḣk(T2) is mean-free over T2.

We additionally incorporate the divergence-free condition by defining, for each
k≥0, the solenoidal Sobolev spaces. Note that due to (2.4), it will suffice to consider
only the homogeneous counterpart. In particular, let us define

Ḣk
σ(T2)2 :={v∈Ḣk(T)2 :∇·v=0}. (2.5)

Throughout the paper, we will often drop the notation, T2, for the domain when
referring to the spaces L2(T2), Hk(T2), or Ḣk(T2). Also, since the solenoidal dis-
tinction, σ, always refers to planar vector fields, we will simply write Ḣk

σ instead of
(Ḣk

σ)2.
To analytically study (1.1), it is customary to project (1.1) onto divergence-free

vector fields and consider Ḣk
σ as the phase space of the resulting system. To do

so, we introduce the Leray projection, Pσ : (L2)2→ (L2
σ)2, where (L2

σ)2 denotes the
space of L2–vector fields, v, such that ∇·v=0 in the distributional sense, through
its Fourier transform by

P̂σv(k)=
2∑
j=1

[
1

2
v̂(k)− k

|k|2
kj v̂

j(k)

]
, k∈Z2\{0}, (2.6)

and P̂σv(0)=0. We will consider a “hyperdissipative” perturbation of (1.1), which,
for p≥0 and γ>0, is given by

∂tu−ν∆u+γ(−∆)p+1u+Pσ(u·∇)u=Pσf, Pσu=u, (2.7)

where (−∆)q denotes the operator defined by

̂(−∆)qφ(k)= |k|2qφ̂(k),
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whenever k /∈Z2 and q≥ 0. We point out that while this modification of Navier-
Stokes is not physical, it is common practice to consider γ,p> 0 in order to help
stabilize numerical simulations. We consider this form of the dissipation in order to
highlight the role of the dissipation in establishing the synchronization property of
the nudging-based scheme at higher levels of Sobolev regularity. The corresponding
nudged system is then given by

∂tv−ν∆v+γ(−∆)p+1v+Pσ(v ·∇)v=Pσf−µPσIh(v−u), Pσv=v. (2.8)

Given a solution u of (2.7) or solution v of (2.8), the pressure field may then be re-
constructed up to an additive constant [16,60]. For the remainder of the manuscript,
we will consider the study of the coupled system (2.7), (2.8). Note that, as with the
Sobolev spaces, we will also abuse notation by writing (L2

σ)2 simply as L2
σ.

The global well-posedness of (2.7) in Ḣk and the existence of an absorbing ball
in the corresponding topology are classical results and can be found, for instance,
in [16,31,60]. When k=2, the sharpest estimate for the radius of the absorbing ball
is established in [21, Theorem 3.1]. To state them, let us also recall the Grashof
number, G, corresponding to a given time-independent external forcing, f , which is
defined by

G :=
‖Pσf‖L2

ν2λ1

, (2.9)

where λ1 is the smallest eigenvalue of −∆. Since the side-length of the spatial
domain has been normalized to have length 2π, we see that λ1 =1. In particular, G
is a non-dimensional quantity. Let us also define the following shape factors of the
forcing. For k≥0, We define the k–th order shape function of f by

σk :=
‖Pσf‖Ḣk

‖Pσf‖L2

. (2.10)

Observe that σk≥1.

Proposition 2.1. Let γ,p≥0. Given k≥1, let f ∈Ḣk−1
σ and u0∈Ḣk

σ . There exists
a unique u satisfying (2.7) such that for all T >0, u∈C([0,T ];Ḣk

σ)∩L2(0,T ;Ḣk+1)
and du

dt
∈L2(0,T ;Ḣk−1

σ ). Moreover, there exists t0 = t0(u0,f) such that

‖u(t)‖H1

ν
≤2G (2.11)

for all t≥ t0. Moreover, if k≥2, then

‖∆u(t)‖L2

ν
≤c2(σ

1/2
1 +G)G (2.12)

for some universal constant c2>0.
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Lastly, let us recall the result proved in [2], where synchronization in the Ḣ1–
topology is shown for general interpolant observable operators, Ih, satisfying certain
boundedness and approximation properties. For this, let us denote the Ḣ1–absorbing
ball for (2.7) by

B1 =
{
v∈Ḣ1

σ :‖v‖Ḣ1≤
√

2G
}
. (2.13)

Moreover, assume that Ih is finite-rank, linear, and satisfies either

‖φ−Ihφ‖2
L2≤c1h

2‖φ‖2
Ḣ1 +c2h

4‖φ‖2
Ḣ2 (2.14)

or

‖φ−Ihφ‖L2≤c‖φ‖Ḣ1 . (2.15)

Although it was only proved for the unperturbed case, γ=0, i.e., without hypervis-
cosity, we point out that the analysis of [2] still applies to the γ 6=0 case without any
difficulty whatsoever.

Theorem 2.1. Given γ,p≥0, f ∈L2, and u0∈B1, let u denote the unique solution
corresponding u0, f guaranteed by Proposition 2.1. Given v0 ∈ Ḣ1

σ, there exists a
unique, v, satisfying (2.8) such that for all T > 0, v ∈C([0,T ];Ḣ1

σ)∩L2(0,T ;Ḣ2)∩
L2(0,T ;Ḣ2+p) and ∂tv∈L2(0,T ;L2) provided that µ, h satisfy

c0
µh2

ν
≤1 (2.16)

for some universal constant c0>0. Moreover, one has

‖v(t)−u(t)‖Ḣ1≤e−(µ/2)t‖v0−u0‖Ḣ1 , (2.17)

provided that µ additionally satisfies

µ≥c′0ν(1+log(1+G))G (2.18)

for some universal constant c′0>0.

In the next section, we expand upon the framework of general interpolation
observable operators considered in [2] in order to accommodate approximation in
higher-order Sobolev topologies. The specific examples of piecewise constant in-
terpolation, volume element interpolation, and spectral interpolation constitute the
original inspiration for the identification of properties (2.14) and (2.15). The frame-
work developed here introduces an additional degree of flexibility for interpolating
the data that not only realizes these three examples as special cases, but generates
a wealth of new examples that were not treated in [2].
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Remark 2.1. Note that we choose to work in the dimensionless domain, T2, rather
than [0,L]2, for the sake of convenience. Because of this choice, derivatives and
domains are ultimately dimensionless. In particular, throughout the paper velocities
and viscosities carry only the physical units of (time)−1. One may, of course, re-scale
variables accordingly to introduce a length scale commensurate with the linear size
of the spatial domain. In doing so, all physical quantities will then recover their
appropriate dimensions.

3 Local interpolant operators and

globalizability

In [2], a general class of interpolant operators was introduced that could be used
to define the nudging-based equation (2.8) and ultimately establish asymptotic con-
vergence of its solution to the corresponding solution of (2.7) in the topology of L2

or H1. One of the main contributions of the present article is to identify a very
general class of interpolant operators that allows one to ensure convergence in a
stronger topology. In particular, we introduce a class of interpolant operators that
generalizes the class introduced in [2] in such a way that accommodates higher-order
interpolants by introducing an additional layer of flexibility in their design. When
a collection of them are defined locally, subordinate to some open covering of the
domain, and they satisfy suitable approximation properties, the family can then be
patched together to form a global interpolant; this is one of the main constructions
in this paper and is very much akin to the so-called Partition of Unity Method
introduced by Babuska and Melenk in [9].

In what follows, we develop basic properties of this more general class of inter-
polating operators. Firstly, we introduce the notion of a local interpolant operator
corresponding to a given subdomain of a given order and level. We then demon-
strate how to “globalize” the construction to the entire domain via partition of unity
subordinate to a given covering by subdomains. The main difficulties that arise in
doing so are due to the fact that at each subdomain, different interpolant operators
can be specified, namely, ones that correspond to different orders and levels. We
must therefore systematically develop terminology that distills their salient proper-
ties and ultimately allows one to differentiate among the various possibilities of the
construction. Then in the local-to-global analysis, the structure of the constants
associated to each local interpolation operator must be carefully tracked.

We begin by introducing the notion of a “Q-local interpolation observable opera-
tor,” (I.O.O.) where Q represents a given subdomain of T2. Note that in the follow-
ing definition, Hk(Q) or Ḣk(Q) need not subsume any boundary conditions as it did
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in the case Q=T2 that we defined earlier; to distinguish between periodic boundary
conditions, we will make use of the notation Hk

per(Q). When Q=T2, we maintain the
convention of dropping the dependence on the domain, e.g., Hk=Hk(T2). Through-
out this section, we will refer to any subset of Q⊂T2 that is bounded, open, and
connected as a subdomain of T2.

Definition 3.1. Let m≥ 0 and k≥m+1 be integers. Let Q⊂T2 be a subdomain
and denote h=diam(Q). We say that IQ is a Q–local I.O.O. of order m at level k
if IQ is defined on Hk(Q), linear, finite-rank, and whose complement, Id−IQ, for
all 0≤`≤m, satisfies

‖φ−IQφ‖2
Ḣ`(Q)

≤
k−∑̀
j=1

ε`,j(I
Q)2h2j‖φ‖2

Ḣ`+j(Q)
(3.1)

for some non-negative constants ε`,j(I
Q). We will refer to the constants given by

{ε`,j(IQ)} as the constants associated to IQ. We say that IQ interpolates optimally
at level k over Q if IQ is also a Q-local I.O.O. of order k′−1 at level k′, for all
1≤k′≤k. In this case, for all 0≤`≤k′−1, we have

‖φ−IQφ‖2
Ḣ`(Q)

≤ε`,k′(IQ)2h2(k′−`)‖φ‖2
Ḣk′ (Q)

(3.2)

for all 1≤k′≤k. We say that IQ is a Q–local I.O.O. of order m at all levels if (3.1)
holds for all k≥m+1; in this case, we also say at level k=∞.

Given a bounded, open, connected set, Q, with finite diameter, h=diam(Q)>0,
we recall [15, Lemma 4.5.3] that since Q–local I.O.O.’s have finite rank, the following
inverse inequality always holds for all such operators of order m at level k:

‖IQφ‖Ḣ`(Q)≤ch
`′−`‖IQφ‖Ḣ`′ (Q) for all 0≤`′≤`≤m, (3.3)

whenever φ∈Hk(Q), for some constant c>0, depending on `, k, but independent of
h.

Remark 3.1. Observe that if IQ is an m–th order local I.O.O. at level k, then it
is also a local I.O.O. of order m at level k′, for all k′>k, as well as a local I.O.O.
of order m′ at level k, for all m′<m. Indeed, one can simply “de-alias” the matrix
induced by the associated constants by setting the additional associated constants to
simply be zero. On the other hand, one can also identify a canonical representative
for a Q–local I.O.O. by letting m0 be the largest integer m such that

sup
j
εm,j(Q)>0
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and k0 be the smallest integer k such that

sup
`
ε`,k′=0

for all k′>k. In this case, we may set IQ=IQm0,k0
without any ambiguity. It will be

convenient to exploit the flexibility in the terminology later on (see Lemma 3.4).

Remark 3.2. We will always associate an I.O.O. to a subdomain Q. It will thus be
more convenient to denote the associated constants of IQ simply by ε`,j(Q), rather
than ε`,j(I

Q). This convention will be enforced after Definition 3.3 below.

A key object in this paper is the patching together of a family of local interpolant
operators to form a global one. This is done via partition of unity. Given k≥2 and
a covering Q= {Qq} by subdomains Qq ⊂ T2, let us fix any family of functions
Ψ={ψq}q⊂Ck satisfying

(P1) for each q, ψq|Qq = 1 and suppψq⊂ Q̃q, for all q, where Q̃q =Qq+B(0,δq) for
some δq∈(0,2π);

(P2) there exists an integer π0>0 such that for all q, Q̃q∩Q̃q′ 6=∅ for at most π0

many q′;

(P3)
∑

qψq(x)=1, for all x∈Ω;

(P4) for all 0≤`≤k, there exists c`>0 such that

sup
|α|=`
‖∂αψq‖L∞≤c`h−`q ,

where hq=diam(Q̃q);

(P5) there exists δ>0 such that whenever

suppψq∩suppψq′ 6=∅,

one has δ−1hq≤hq′≤δhq.

We refer to (P5) as the δ–adic condition. Indeed, this condition implies that all
“neighbors,” Qq′ , of Qq have diameters equivalent to Qq up to the fixed multiplicative
factors δ,δ−1. We will refer to Ψ as a δ–adic, Ck–partition of unity subordinate to Q.
If Ψ additionally satisfies Ψ⊂C∞(Ω) and (P4) holding for all k, then Ψ is a δ–adic,
C∞–partition of unity. For the majority of the manuscript, it will be assumed that
Ψ satisfies (P1)–(P5), so we will simply refer to Ψ as a partition of unity. Lastly,
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it will also be useful to have additional control on the diameters in the covering.
For this, we say that Q is a uniform cover at scale h if there exists h>0 such that
δh≤hq≤δ−1h for all q.

Before proceeding to define a global interpolant operator, let us establish two
useful facts which are consequences of the various partition of unity assumptions.
In particular, for the moment, we do not necessarily assume that Ψ satisfies every
property (P1)–(P5).

Lemma 3.1. Let {fq}q ⊂L2(Ω). Suppose that {ψq}q ⊂L∞(Ω) satisfies (P2) and
(P5), and ‖ψq‖L∞ ≤ λ(hq) for all q, for some monotonic, homogeneous function
λ : [0,∞)→ [0,∞) of degree ρ. Then

∫
Ω

(∑
q

ψq(x)fq(x)

)2

dx≤N(max{δ,δ−1})ρ
∑
q

λ(hq)
2‖fq‖2

L2(suppψq)
. (3.4)

Proof. By the Cauchy-Schwarz inequality, it follows that

∫
Ω

(∑
q

ψq(x)fq(x)

)2

≤

(∑
q,q′

∫
Ω

|ψq(x)||ψq′(x)|fq(x)2dx

)1/2(∑
q,q′

∫
Ω

|ψq(x)||ψq′(x)|fq′(x)2dx

)1/2

≤
∑
q

 ∑
suppφq∩suppψq′ 6=∅

‖ψq′‖L∞

‖|ψq|1/2fq‖2
L2(Ω)

≤N(max{δ,δ−1})ρ
∑
q

λ(hq)
2‖fq‖2

L2(suppψq)
,

where we applied (P2), (P5), and the boundedness hypothesis of the ψq in obtaining
the final two inequalities.

Lemma 3.2. Let φ∈L1(Ω) such that φ≥0. Suppose that Ψ satisfies (P1)–(P3).
Then

1

π0

∑
q

∫
Q̃q

φ(x)dx≤
∫

Ω

φ(x)dx≤
∑
q

∫
Q̃q

φ(x)dx, (3.5)

where π0 is the constant from (P2).
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Proof. Let Nq denote the set of indices, q′, such that Q̃q′∩Qq 6=∅. Observe that
since Qq′⊂ Q̃q′ , we have from (P2) that #(Nq)≤N for all q. Since Q is a cover of
Ω, it follows that Q̃q⊂

⋃
q′∈NqQq. Since ψq′=1 on Qq′ by (P1), we deduce

∑
q

∫
Q̃q

φ(x)dx≤
∑
q

∑
q′∈Nq

∫
Qq′∩Q̃q

φ(x)dx≤
∑
q′

(∑
q

χNq(q
′)

)∫
Qq′

ψq′(x)φ(x)dx.

Since ∑
q

χNq(q
′)≤#(Nq′)≤π0

for each q′, we may conclude from (P3) that∑
q

∫
Q̃q

φ(x)dx≤π0

∫
Ω

φ(x)dx.

On the other hand, since Q is a cover of Ω and Qq⊂Q̃q by (P1), it follows that∫
Ω

φ(x)dx≤
∑
q

∫
Qq

φ(x)dx≤
∑
q

∫
Q̃q

φ(x)dx,

which completes the proof.

Remark 3.3. Partitions of unity satisfying (P1)–(P5) were constructed in [2, 13,
41]. There, a collection of augmented squares overlapped in a regular manner to
cover the domain multiple times; one may refer to this property as having “finite
partition multiplicity.” In general, the collection of open sets to which a partition of
unity is subordinate, need not satisfy this property. Indeed, let us formally introduce
this notion as follows:

Definition 3.2. Let Q= {Qq}q be a covering of Ω by bounded, open, connected
subsets. We say that Q has partition multiplicity, M>0, if there exists an integer,
M>0, and subcollections Q1,··· ,QM⊂Q such that

M⋃
j=1

Qj =Q,
⋃
Q∈Qj

Q̄=Ω and |Q̄∩Q̄′|=0

for all Q,Q′∈Qj, for all j=1,··· ,M , where Q̄ denotes the closure of Q.

Lemma 3.3. Suppose Q is a covering of Ω with partition multiplicity M . Then

1

M

∑
Q

∫
Q

φ(x)dx≤
∫

Ω

φ(x)dx≤
∑
Q∈Qj

∫
Q

φ(x)dx (3.6)

for all φ∈L1(Ω) such that φ≥0, and for all j=1,···M .
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Proof. Let Q1,··· ,QM denote the M subcollections of Q that each cover Ω and each
of whose respective elements can overlap only on sets of zero Lebesgue measure.
Observe that for all j=1,··· ,M , we have∫

Ω

φ(x)dx=
∑
Q∈Qj

∫
Q

φ(x)dx,

which implies the upper bound. Now, upon averaging in j and applying Fubini’s
theorem, we arrive at∫

Ω

φ(x)dx=
1

M

M∑
j=1

∑
Q∈Qj

∫
Q

φ(x)dx=
1

M

∑
Q

∫
Q

φ(x)dx
M∑
j=1

χQj(Q).

Since φ≥0 and
∑M

j=1χQj(Q)≥1, it follows that∫
Ω

φ(x)dx≥ 1

M

∑
Q

∫
Q

φ(x)dx,

which produces the lower bound, as desired.

We therefore see that the first inequality of Lemma 3.2 already follows from the
assumptions (P1)–(P5) (see Lemma 3.2). Indeed, property (P2) basically asserts
a type of “local multiplicity,” whereas a cover with finite partition multiplicity is a
form of “global multiplicity.” In contrast, the assumptions on Ψ allow for the possi-
bility of having an infinite open covering in the case of a general bounded domain,
i.e., bounded, open, connected subset of the plane. Indeed, if Ω is a disk centered
at the origin, then the open covering given by a small disk centered at the origin
followed by consecutively overlapping concentric open annuli with geometrically de-
creasing length, appropriately proportional to the radius of the disk, provides such
an example.

Let us now define a global interpolant operator. For convenience, whenever we
refer to a partition of unity, we will specifically consider ones of the type described
above, that is, satisfying (P1)–(P5).

Definition 3.3. Given a covering, Q= {Qq}q, of Ω by bounded, open, connected
subsets with hq =diam(Qq), we say that the family, I={I(q)}q, of local I.O.O.’s is
subordinate to Q if for each q, I(q) is an mq–th order Qq–local I.O.O. at level kq,
for some integers mq ≥ 0 and kq ≥mq+1. We furthermore say that the family is
Q–uniform if the associated constants of each I(q)∈I satisfy

sup
q

sup
`≤j≤kq−1

ε`,j(Qq)<∞ for each `.
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We say that I is an (m,k)–generic family if there exist m≥0 and ∞≥k≥m+1 such
that m=mq and k=kq, for all q.

Given m≥0 and m+1≤k≤∞, we say an operator Im,k is a (I,Ψ)Q–subordinate
global I.O.O. of order m at level k if there exists a Q–subordinate family, I, of
I.O.O.’s, and Q–subordinate Ck–partition of unity, Ψ, such that m≤ infqmq and
k≥supqkq, and

(Im,kφ)(x) :=
∑
q

ψq(x)(I(q)φq)(x), x∈Ω, (3.7)

whenever
φ∈
⋂
q

Hkq(Ω), where φq=φ|Q̃q .

Note that when the associated partition of unity is clear, we will simply say that
Im,k is the I–subordinate global I.O.O. with associated covering Q. On the other
hand, in light of the “dealiasing” procedure described in Remark 3.1, we see that
if Im,k is an (I,Ψ)Q-subordinate global I.O.O., then each I(q)∈I is an m–th order
Qq–local I.O.O. at level k such that m≤ infqmq and k≥ supqkq. In particular, we
immediately deduce the following fact.

Lemma 3.4. Let m,k≥0 be such that k≥m+1. Every (I,Ψ)Q–subordinate global
I.O.O. of order m at level k may be realized as an (Ĩ,Ψ)Q–subordinate global I.O.O.
of order m̃ at level k̃, where Ĩ is (m̃,k̃)–generic. In particular, we may choose

m̃=inf
q
mq and k̃=sup

q
kq,

where (mq,kq) denotes the order and level associated to the canonical representative
of I(q).

Without loss of generality, we may therefore always assume that any global
I.O.O., Im,k, derives from an (m,k)–generic family I of local I.O.O.’s. Now, as a
consequence of Definition 3.1, the properties of the partition of unity, and (3.7), we
have the following.

Proposition 3.1. Let m,k≥0 be integers such that k≥m+1. Let Im,k be an (I,Ψ)Q–
subordinate global I.O.O, where I is (m,k)–generic, and Q= {Qq}q denotes the
associated covering. Then there exist constants {ε`,j(Qq)}q such that for all 0≤`≤m

‖φ−Im,kφ‖2
Ḣ`≤c

k∑
j=1

∑
q

ε`,j(Qq)
2h2(j−`)

q ‖φ‖2
Ḣj(Q̃q)

(3.8)
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for some constant c>0, independent of h, and where ε`,j can be specified as

ε`,j(Qq)
2 :=

j−1∑
i=0

εi,j−i(Qq)
2, (3.9)

where εi,j(Qq) are the constants associated to I(q) ∈I. On the other hand, if I(q)

interpolates optimally over Qq (at level k), for all q, then for all 1≤ k′ ≤ k and
0≤`≤k′−1

‖φ−Ikφ‖2
Ḣ`≤

∑
q

ε`,k′(Qq)
2h2(k′−`)

q ‖φ‖2
Ḣk′ (Q̃q)

, (3.10)

where

ε`,k′(Qq)
2 =
∑
i≤`

εi,k′−i(Qq)
2. (3.11)

Proof. Since Ψ is a partition of unity, observe that

φ(x)−Im,kφ(x)=
∑
q

ψq(x)(φ(x)−I(q)φ(x)).

Let α be a multi-index such that |α|= `, where 0≤ `≤m. It then follows from the
Leibniz rule that

∂α(φ−Im,kφ)=
∑
q

∑
β≤α

cα,β∂
α−βψq(x)∂β(φ−I(q)φ).

Upon taking absolute values, squaring both sides, integrating over Ω, summing over
|α|≤`, then applying (3.1), (P4), and Lemma 3.1 (with φq=∂α−βψq), we obtain

‖φ−Im,kφ‖2
Ḣ`≤c

∑
|β|≤|α|

cα,β
∑
q

h2(i−`)
q ‖φ−I(q)φ‖2

Ḣ|β|(Q̃q)

≤c
∑
q

∑
i≤`

k−i∑
j=1

h2(i+j−`)
q εi,j(Qq)

2‖φ‖2
Ḣi+j(Q̃q)

=c
∑
q

∑
i≤`

k∑
j=i+1

h2(j−`)
q εi,j−i(Qq)

2‖φ‖2
Ḣj(Q̃q)

, (3.12)

where we shifted indices to obtain the last inequality. Finally, changing the order of
summation yields

‖φ−Im,kφ‖2
Ḣ`≤c

k∑
j=1

∑
q

(
h2(j−`)
q ε`,j(Qq)

2‖φ‖2
Ḣj(Q̃q)

)
, (3.13)
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which is (3.8).
On the other hand, if Im,k = Ik interpolates optimally, then for 1≤ k′≤ k and

0≤ `≤ k′−1, we apply (3.2) in (3.12), then (P4) and Lemma 3.1, as before, to
obtain

‖φ−Ikφ‖2
Ḣ`≤c

∑
q

(∑
i≤`

εi,k′−i(Qq)
2

)
h2(k′−`)
q ‖φ‖2

Ḣk′ (Q̃q)
,

which is (3.10), as desired.

In light of Proposition 3.1, we may define the following terminology.

Definition 3.4. Let Im,k be an (I,Ψ)Q–subordinate global I.O.O. such that I is
(m,k)–generic. We say that Im,k is Q–uniform if I is a Q–uniform family. If Im,k
is Q–uniform and Q is a uniform cover at scale h, then we say that Im,k interpolates
uniformly at scale h. If I(q)∈I interpolates optimally over Qq at level k for all q,
then we say Im,k interpolates optimally and denote it simply as Ik.

From Definition 3.1 and (3.7), one also easily obtains as a corollary to Proposition
3.1 and Lemma 3.2, the following interpolation error estimates for various special
cases.

Corollary 3.1. Let m,k≥0 be integers such that k≥m+1. Let Im,k be an (I,Ψ)Q–
subordinate global I.O.O, where I is (m,k)–generic, and Q= {Qq}q denotes the
associated covering. If Im,k is Q–uniform, then for all 0≤`≤m

‖φ−Im,kφ‖2
Ḣ`≤c

k∑
j=1

ε2
`,j

∑
q

h2(j−`)
q ‖φ‖2

Ḣj(Q̃q)
. (3.14)

If Q is a uniform cover at scale h, then for all 0≤`≤m

‖φ−Im,kφ‖2
Ḣ`≤c

k∑
j=1

h2(j−`)
∑
q

ε`,k(Qq)
2‖φ‖2

Ḣj(Q̃q)
, (3.15)

In particular, if Im,k interpolates uniformly at scale h, then for all 0≤`≤m

‖φ−Im,kφ‖2
Ḣ`≤c

k∑
j=1

h2(j−`)‖φ‖2
Ḣj ; (3.16)

if, additionally, Im,k=Ik interpolates optimally, then for all 0≤`≤k′−1 and 1≤k′≤k

‖φ−Ik‖2
Ḣ`≤ch2(k′−`)‖φ‖2

Ḣk′ . (3.17)
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Lastly, from Proposition 3.1, we also immediately deduce the following bound-
edness property of global I.O.O.’s.

Corollary 3.2. Let m,k≥0 such that k≥m+1 and Im,k be an (I,Ψ)Q–subordinate
global I.O.O. If Im,k is Q–uniform, then there exists a constant c>0 such that

‖Im,kφ‖Ḣ`≤c‖φ‖Ḣk , `=0,1. (3.18)

If, moreover, Im,k interpolates uniformly at scale h, then

‖Im,kφ‖Ḣ`≤ch−`
{
h‖φ‖Ḣk , 2≤`≤m,
‖φ‖Ḣk , m<`≤k,

(3.19)

where c is independent of Q. In particular, if Im,k interpolates uniformly at scale h,
then Im,k :Ḣk→Ḣk, is a bounded operator for all k≥m+1, where m≥0.

Proof. Suppose 0≤`≤m. By the triangle inequality and (3.14), we have

‖Im,kφ‖2
Ḣ`≤2‖φ‖2

Ḣ`+2‖φ−Im,kφ‖2
Ḣ`

≤c‖φ‖2
Ḣ`+2

k∑
j=1

ε2
`,j

∑
q

h2(j−`)
q ‖φ‖2

Ḣj(Q̃q)
. (3.20)

In the particular case m≥` and `=0,1, we may apply the fact that 0<hq≤2π for
all q, Lemma 3.2, and Poincaré’s inequality to deduce

‖Im,kφ‖2
Ḣ`≤c

k∑
j=1

∑
q

‖φ‖2
Ḣj(Q̃q)

≤c‖φ‖2
Ḣk .

This establishes (3.18).
Now, if Im,k interpolates uniformly at scale h, then (3.20), Lemma 3.2, and

Poincaré’s inequality imply

‖Im,kφ‖2
Ḣ`≤2‖φ‖2

Ḣ`+c
k∑
j=1

h2(j−`)
∑
q

‖φ‖2
Ḣj(Q̃q)

≤ch2(1−`)‖φ‖2
Ḣk .

This establishes boundedness from Ḣk→Ḣ` for all 0≤`≤m.
Now suppose that m<`≤k and Im,k interpolates uniformly at scale h. By the

product rule, Lemma 3.1 (with φq =∂γψq, γ=α−β, |α|= `, |β|= i), and (3.1), we
deduce

‖Im,kφ‖2
Ḣ`≤c

∑
i≤`

∑
q

h2(i−`)
q ‖I(q)φ‖2

Ḣi(Q̃q)

≤ch−2`
∑
i≤m

h2i
∑
q

‖I(q)φ‖2
Ḣi(Q̃q)

+ch−2`h2m
∑
q

‖I(q)φ‖2
Ḣm(Q̃q)

. (3.21)
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For the first sum in (3.21), we apply the facts that I(q) :Ḣk(Qq)→Ḣ i(Qq) boundedly,
which was just proved, and that Q is a uniform cover at scale h. For the second, we
use the triangle inequality, (3.1), and the fact that I(q) interpolates at scale h, for
all q, to obtain

‖I(q)φ‖2
Ḣm(Q̃q)

≤2‖φ‖2
Ḣm(Q̃q)

+2‖φ−I(q)
m,kφ‖

2
˙Hm(Q̃q)

≤2‖φ‖2
Ḣm(Q̃q)

+2
k−m∑
j=1

εm,j(Qq)
2h2j‖φ‖2

Ḣm+j(Q̃q)
.

We then apply Q–uniformity, sum over q, and apply Lemma 3.2 to deduce

∑
q

‖I(q)φ‖2
Ḣm(Q̃q)

≤2‖φ‖2
Ḣm+2

k−m∑
j=1

h2j‖φ‖2
Ḣm+j .

Upon returning to the estimate of Im,kφ, combining the above considerations, we
apply Lemma 3.2 to complete the estimate of the first sum in (3.21), the fact that
h≤2π, and Poincaré’s inequality to finally arrive at

‖Im,kφ‖2
Ḣ`≤ch2(1−`)‖φ‖2

Ḣk+ch2(m−`)‖φ‖2
Ḣm+ch2(m−`)

k−m∑
j=1

h2j‖φ‖2
Ḣm+j

≤ch−`‖φ‖2
Ḣk

as desired.

Remark 3.4. The universal constants appearing in each of the above estimates in
Proposition 3.1, Corollary 3.1, and Corollary 3.2 depend additionally on `, k, m, and
Ψ through properties (P1), (P2), (P4), and (P5). In particular, they are always
independent of the diameters associated to the covering.

3.1 Examples of globalizable local interpolant observable
operators

In this section we provide examples of local I.O.O.’s in the sense of Definition 3.1,
as well as their corresponding globalized counterparts in the sense of (3.7). We only
present a small sample of examples of immediate relevence to the context of Data
Assimilation, e.g., nodal values or local averages of velocity, but remark that several
other examples exist which accommodate other forms of data, e.g., nodal values or
local averages of derivatives of the velocity, boundary flux data, etc. We refer the
reader to [14,15,23] for these additional examples.
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3.1.1 Spectral observables

Let Q= [a,b]2, where 0≤a<b≤2π such that 2πh= b−a, where 0<h≤2π. Then,
given N>0, let

IQφ(x)=
∑

k∈κhZ2

χBN (k)φ̂ke
ik·x,

where κh=2πh−1, χBN is the indicator function of the ball, BN , of radius N in Z2,
centered at the origin, and

φk =κ−1
h

∫
Q

φ(x)e−ik·xdx

denotes the Fourier coefficient of φ at wavenumber k such that φk = φ−k. Then
IQ :Hm

per(Q)→Hk
per(Q) for all k≥m≥0. In particular, for any N>0, IQ is a Q-local

I.O.O. of all orders m and at all levels k with 0≤m≤k that interpolates optimally.

3.1.2 Piecewise constant interpolation

Let Q⊂Ω be a bounded, open, connected subset of diameter h>0 such that ch2≤
|Q|≤c′h2 for some constants c,c′>0. Given φ∈H2(Q) and xQ∈Q, let T

xQ
0 φ(x)=φ(xQ)

define the constant function, where φQ=φ(xQ). It was shown in [2] that IQ0,2 =T
xQ
0

is a Q–local I.O.O. of order 0 at level 2. In particular, one has

‖φ−φ(xQ)‖2
L2(Q)≤

∑
1≤|α|≤2

cαh
2|α|‖∂αφ‖2

L2(Q). (3.22)

In light of (3.1), we see that we may take

ε0,j(Q)2 = sup
|α|=j

cαh
2(|α|+1) for j=1,2.

Similarly, for any xQ∈Q, if one defines S
xQ
0 by S

xQ
0 φ(x)=φQ, where

φQ= |Q|−1

∫
Q

φ(y)dy,

i.e., the so-called “volume elements interpolant,” then it was also shown in [2] that
IQ=S

xQ
0 is a Q-local I.O.O. of order 0 at level 1 and hence, interpolates optimally.

In particular,

‖φ−φQ‖2
L2(Q)≤ch2‖∇φ‖2

L2(Q) (3.23)

for some constant c>0, independent of h; observe that ε0,1(Q)=ch.
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3.1.3 Taylor polynomials

Let Q⊂Ω be a star-shaped bounded, open, connected subset of diameter h> 0.
Given φ∈H3(Q) and xQ∈Q such that |x−xQ|≤h, for all x∈Q, let T1φ(·;xQ) denote
the first-order Taylor polynomial of φ centered at xQ. In particular

T
xQ
1 φ(x) :=T1φ(x;xQ)=φ(xQ)+∇φ(xQ)·(x−xQ). (3.24)

Then we have

‖φ−T xQ1 φ‖2
L2(Q)≤

∑
2≤|α|≤3

cαh
2|α|‖∂αφ‖2

L2(Q). (3.25)

This is an elementary extension of the corresponding fact for constant interpolation
proved in [2,45] in dimension d=2; the details are provided in Appendix 5.2, where
it is established in the greater generality of dimension d≥2. Moreover, observe that

∇T xQ1 φ=∇φ(xQ)=T
xQ
0 ∇φ,

which implies

‖φ−T xQ1 φ‖2
Ḣ1(Q)

≤
∑

1≤|α|≤2

c′αh
2|α|‖∂αφ‖2

Ḣ1(Q)
. (3.26)

In particular, (3.25) and (3.26) implies that (3.1) holds for 0≤ `≤ 1 and k= 3, so
that IQ=T

xQ
1 is a Q-local I.O.O. or order 1 at level 3. Clearly T

xQ
1 is a higher-order

variant of the nodal value interpolant mentioned in the previous example. Indeed,
from this point of view, φ(xQ) simply represents the zeroth-order Taylor polynomial
of φ centered at xQ.

3.1.4 Sobolev polynomials

There are obvious shortcomings to using the Taylor polynomial as a means to in-
terpolate nodal observations in the context of data assimilation, specifically since
it requires one to make observations on derivatives of φ at given nodes. One may
slightly relax this requirement by replacing nodal values of the derivatives with their
spatial averages. This was done in the zeroth order case in Section 3.1.2, above, by
replacing φ(xQ) by |Q|−1

∫
Q
φ(x)dx. The study of such polynomials of any order

is classical and was introduced by Sobolev in [58]. We recall their properties here
following the treatment in [15]. The reader is also referred to [22].

Let Q⊂Ω be a ball of radius h with center xQ∈Ω. For k≥1, denote the Taylor
polynomial of order k centered at xQ of φ∈Ck(Ω) by Tkφ(·;xQ), so that

T
xQ
k φ(x) :=Tkφ(x;xQ)=

∑
|α|≤k

∂αφ(xQ)

α!
(x−xQ)α, (3.27)
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where α∈π2
0 is a multi-index. Fix ψ̃∈C∞(Ω) to be a radial, non-negative function

such that ψ̃(x) = 1 when |x|< 1/2, ψ̃(x) = 0 for |x| ≥ 1, and ‖ψ̃‖L1(R2) = 1. Then

{ψ̃h}h>0 is a standard mollifier, where ψ̃h(x) =h−2ψ̃(xh−1). For φ∈Hk+1(Q), the
corresponding ψ̃h–averaged Taylor polynomial about xQ is then given by

S
xQ
k φ(x) :=Skφ(x;xQ)=

∑
|α|≤k

1

α!

∫
Ω

∂αφ(y)(x−y)αψ̃h(y−xQ)dy. (3.28)

Then (see [15, Lemma 4.3.8]) for all 0≤`≤k

‖φ−SxQk φ‖Ḣ`(Q)≤c`,kh
k+1−`‖φ‖Ḣk+1(Q) (3.29)

for some absolute constant c`,k. Hence, IQ=S
xQ
k is Q–local I.O.O. of order k at level

k+1.

3.1.5 Lagrange polynomial

In the context of data assimilation for the 2D NSE where it is preferable and more
reasonable that velocity measurements at nodal points are collected rather than
(spatial) derivatives of velocity. A class of interpolants that leverage nodal values
of a function to reconstruct higher-order features of the function are Lagrange poly-
nomials. We define them here in a configuration that fits our setting suitably, but
point out that more flexibility is allowed in general, for instance, in the arrangement
of the prescribed nodes. We refer the reader to [15] for additional details.

Let Q⊂Ω be an open square such that |Q|=h2. For k≥1, let Γk={0,··· ,k}2 and
NQ={zγ}γ∈Γk , where the points, zγ =(zγ1 ,z

γ
2 ), are equally spaced nodes in Q. Let

Pk :={p|Q :p=
∑
j

pj(x1)qj(x2) polynomial, degpj,degqj≤k}. (3.30a)

Σk :={σγ∈(C0(Q))′ :σγ(f)=f(zγ), zγ∈NQ}. (3.30b)

Note that Σk represents the dual basis of Pk and that

dimPk= |Σk|= |NQ|=(k+1)2.

Let Θk denote the basis of Pk and represent its elements, θγ, by tensor products of
one-dimensional polynomials as

θγ(x)=
∏
γ′∈Γk
γ1 6=γ′1
γ2 6=γ′2

(x1−zγ
′

1 )(x2−zγ
′

2 )

(zγ1−z
γ′

1 )(zγ1−z
γ′

2 )
. (3.31)
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Finally, we define the operator LQk :Hk+1(Q)→Pk by

LQk φ(x)=
∑
γ∈Γn

θγ(x)σγ(φ). (3.32)

Then (see [15, Theorem 4.6.11]) for all 0≤ `≤ k′−1 and 1≤ k′≤ k, there exists a
constant c`,k>0, independent of φ and h, such that

‖φ−LQk φ‖H`(Q)≤c`,k′hk
′+1−`‖∇φ‖Ḣk′ (Q). (3.33)

Hence IQ=LQk defines a Q-local I.O.O. of order k′ at level k′+1 for all 0≤k′≤k. In
fact, LQk interpolates optimally.

3.1.6 Volume element polynomials

Spatial averages of the velocity field constitute another class of physical observations.
This type of data is used in the finite volume method to approximate true solutions
with piecewise constant functions in the L2-topology. They may also be used to
construct higher-order polynomial approximations with similar error bounds to the
Lagrange polynomial interpolants in higher-order Sobolev topologies.

Let Q⊂Ω, Γk, NQ, Pk be as in Section 3.1.5. We define functionals given by
integration on square patches within Q as follows. Let

Sk,Q :=

{
Qγ =zγ+

[
0,
h

k

]2

:zγ∈NQ
}
,

Πk :=

{
πγ∈(L1

loc(Q))′ :πγ(f)= |Qγ|−1

∫
Qγ
f(x)dx, zγ∈NQ

}
.

In Appendix 5.2, we establish that Πk determines basis for the dual space of Pk
and subsequently describe an explicit construction of the corresponding basis of
Pk, which we denote by Ξk = {ξγ}γ∈Γk . Using this pair of bases we may define a

projection operator V Q
k :Hk+1(Q)→Pk by

V Q
k φ(x)=

∑
γ∈Γk

ξγ(x)πγ(φ).

The unisolvence of the polynomial space with respect to the functionals, along with
a similar argument to that for (3.33) (see, for instance, [15, Theorem 4.4.4]) gives
the following bound: for all 0≤`≤k′−1 and 1≤k′≤k, there exists a constant c`,k′>0,
independent of φ and h, such that

‖φ−V Q
k φ‖Ḣ`(Q)≤c`,k′h

k′+1−`‖∇φ‖Ḣk′ (Q). (3.34)

Then IQ=V Q
k defines a Q-local I.O.O. of order k′ at level k′+1, for all 0≤k′≤k. In

particular, V Q
k interpolates optimally.
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3.1.7 Hybrid interpolation

Let Q={Qq}q be a covering of Ω by bounded, open, connected subsets such that
hq=diam(Qq). Given any (I,Ψ)Q–subordinate family, Proposition 3.1 ensures that
an estimate of the form (3.8) holds. In particular, I may be any family comprising
of any combination of the operators from above. Four possible categories of such
combinations are given by the following.

• Repeated-type, Uniform. The I(q) are all of the same type of interpolating
operator, e.g., all Taylor, all Sobolev, all Lagrange, etc., and there exist m=mq

and k=kq for all q. The examples of operators considered in [2] belong strictly
to this class;

• Repeated-type, Non-uniform. The I(q) are all of the same type, but mq,
kq are allowed to vary. In this case, the induced global I.O.O. would be given
by Im,k, where m=infqmq and k=supqkq (see Remark 3.1);

• Hybrid-type, Uniform. The I(q) consists of different types, but mq, kq are
constant in q;

• Hybrid-type, Non-uniform. The I(q) consist of different types, but mq, kq
are allowed to vary in q.

4 Statements of main results

We formally state our main results here. The first of the three main theorems
provides estimates for the radius of the absorbing ball in Hk for k≥2. In particular,
we properly generalize the bounds in Proposition 2.1 to all higher orders of Sobolev
regularity. Indeed, to establish the desired higher-order convergence between the
nudged solution and true solution, we will make crucial use of the a priori bounds
available for the true solution when initialized in the absorbing ball with respect to
a Sobolev topology of arbitrary positive degree.

Theorem 4.1. Let γ,p≥0. Given f ∈ Ḣk−1
σ for some k≥2, let σk denote its k–th

shape factor defined in (2.10). Let u denote the unique, global strong solution of
(2.7) corresponding to a bounded set of initial data u0∈Ḣk

σ . Then

‖u(t)‖Ḣk

ν
≤ck

(
σ

1/k
k−1+G

)k−1

G (4.1)

holds for some universal constant ck>0 for all t≥ t0 for some t0 sufficiently large,
depending only on the diameter of the bounded set.
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Remark 4.1. Note that by interpolation, one may immediately obtain absorbing
ball bounds in Hs for all s>1.

For the remainder of the manuscript for each k≥ 0, we will denote the Hk–
absorbing ball of (2.7) by Bk so that

Bk=

{
v∈Ḣk

σ :‖v‖Ḣk≤ck
(
σ

1/k
k−1+G

)k−1

G

}
. (4.2)

Our second theorem establishes well-posedness of the nudging-based equation in
the higher-order Sobolev spaces Ḣk

σ , where k≥2, under various structural assump-
tions on the operator Im,k that detail the interplay between the system and features
of the interpolation operator.

Theorem 4.2. Let p,γ ≥ 0 be given such that p= 0 if γ = 0. Let m,k be non-
negative integers such that 1+m≤k≤2+p and suppose that Im,k is an (m,k)–generic
(I,Ψ)Q–subordinate global I.O.O. Let f∈Ḣk−1

σ , u0∈Bm, and u be the unique, global
solution of (2.7) corresponding to u0, f . Given any v0∈ Ḣk

σ , there exists a unique
v∈C([0,T ];Ḣk

σ)∩L2(0,T ;Ḣk+1) and ∂tv∈L2(0,T ;Ḣk−1
σ ), which holds for all T > 0

and satisfies (2.8) provided that

csup
q

µh2
q

ν

ε0,1(Qq)+ε0,2(Qq)+χ(0,∞)(γ)

(
ν

γ

)(
µh2

q

ν

) [p]∑
j=1

ε0,j(Qq)
2h2(j−2)

q


≤ 1

10π0

, (4.3)

where c>0 is a universal constant, π0 is the constant from (P2), εi,j(Qq) are the
constants associated to Im,k, and where [p] denotes the greatest integer ≤p. Moreover,
if Im,k interpolates uniformly at scale h, then it suffices to instead assume

c
µh2

ν

1+χ(0,∞)(γ)

(
ν

γ

)(
µh2

ν

) [p]∑
j=1

h2(j−2)

≤ 1

10
, (4.4)

in place of (4.3). Note that we use the convention that

χ(0,∞)(γ)

(
ν

γ

)
≡0,

when γ=0.
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Since the analysis performed in [2, Theorem 6] in the periodic setting can be
easily extended to prove Theorem 4.2, we relegate the proof of this theorem to
Appendix 5.2.

Remark 4.2. We note that since Ω=T2 is a compact manifold without boundary,
property (P2) implies that Q is finite. For general bounded domains, however, Q
may be infinite. We refer the reader to Remark 3.3 and Remark 4.4 for further
comments.

The third main result provides sufficient conditions on the nudging parameter,
µ and the density of data, determined by h, in terms of the system parameters, ν,f ,
alone that ensure convergence of the approximating signal, as determined by the
nudging-based system, to the true signal, as represented by a solution to (2.7), in
higher-order Sobolev topologies, provided that the observables are interpolated in
a suitable manner. In particular, we assume that the observables are interpolated
using a sufficiently nice global I.O.O. in the sense of (3.7).

Theorem 4.3. Let p,γ≥ 0 be given such that p= 0 if γ= 0. Let m≥ 0, k≥ 2 be
integers such that 1+m≤k≤2+p. Let Im,k be an (m,k)–generic (I,Ψ)Q–subordinate
global I.O.O. Let f ∈ Ḣk−1

σ , u0∈Bm, and u be the unique, global solution of (2.7)
corresponding to u0, f . Suppose that µ, h satisfy (2.16) and let v denote the unique,
global solution of (2.8) corresponding to v0 ∈ Ḣm

σ . Then there exists a constant
0<c0<1 such that

‖v(t)−u(t)‖Ḣm≤O(e−(µ/2)t), (4.5)

where [p] denotes the greatest integer ≤p, provided that µ, h additionally satisfy

c sup
0≤i≤m

sup
q

µh2
q

ν

εi,1(Qq)+εi,2(Qq)+χ(0,∞)(γ)

(
µ

γ

) [p]∑
j=1

εi,j(Qq)
2h2(j−1)

q


≤ 1

10π0

, (4.6)

where π0 is the constant from (P2). Moreover, if Im,k interpolates uniformly at scale
h, then it suffices for µ, h to instead satisfy

c
µh2

ν

1+χ(0,∞)(γ)

(
µ

γ

) [p]∑
j=1

h2(j−1)

≤ 1

10
(4.7)
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in place of (4.6). Note that we use the convention that

χ(0,∞)(γ)

(
µ

γ

)
≡0,

when γ=0.

Under stronger assumptions on Im,k, one can obtain convergence up to the reg-
ularity level of the solution from which the data derives.

Theorem 4.4. Let γ,p≥0. Let k≥1 and suppose that Ik+1 is a (I,Ψ)Q–subordinate
global I.O.O. that interpolates optimally. Let f ∈ Ḣk−1

σ , u0 ∈Bk, and let u be the
unique, global solution of (2.7) corresponding to u0, f . Suppose that µ, h satisfy
(2.16) and let v denote the unique, global solution of (2.8) corresponding to v0∈Ḣk

σ .
Then there exists a constant c>0 such that

‖v(t)−u(t)‖Ḣk≤O(e−(µ/2)t) (4.8)

provided that µ,h additionally satisfy

c
∑
q

εk,k+1(Qq)
2

(
µh2

q

ν

)
≤ 1

10π0

, (4.9)

where π0 is the constant from (P2). Moreover, if Ik+1 is uniformly interpolating at
scale h, then it suffices for µ, h to instead satisfy

c
µh2

ν
≤ 1

10
(4.10)

in place of (4.9).

Remark 4.3. In [10], it was proved that convergence with respect to the analytic
Gevrey norm was ensured under slightly more stringent conditions than (2.16) in
the particular case when only spectral observations are used.

Remark 4.4. In [2], the case of Dirichlet boundary conditions was also treated,
where convergence in L2 was obtained for a wide class of observable quantities,
including nodal value observations. In light of these results and Theorem 4.3, it
remains an interesting issue to investigate whether one can show higher-order con-
vergence in the setting of Dirichlet boundary conditions or others, when data is
particularly given by nodal values. Moreover, in light of Remark 4.2, the framework
we establish here may accommodate the case where infinitely many I.O.O.’s are
used across the domain in the Dirichlet setting. We leave the study of this case to
a future work.
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Remark 4.5. From Corollary 3.1, we may immediately deduce from Theorem 4.3
that convergence in H2 can be ensured in the case of nodal observables by using ei-
ther Taylor polynomials of degree 1 or quadratic Lagrange polynomial as the method
of interpolation. Since H2 embeds into L∞, this provides rigorous confirmation of
the observation from the numerical simulations carried out in [36] that the approxi-
mating solution was in fact converging uniformly in space to the reference solution.
In particular, this also supplements the result in [10], where the synchronization
property with respect to the uniform topology, L∞, was established in the particu-
lar case of the spectral observables. In the absence of hyperdissipation, i.e., γ=0, we
note that the same assumption on µ, h is imposed in either case of nodal observables
or spectral observables, up to an absolute constant.

Remark 4.6. The case of hyperviscosity is included here in order to illustrate the
interplay between the order of dissipation and the order of interpolation. It is a
well-known fact that for p≥1/4, the corresponding system (2.7) in dimension d=3
has global unique strong solutions. We point out that the analysis developed here
applies in a straightforward manner to that setting as well. We refer the reader to
the work of [61] for the relevant details.

5 Proofs of main results

We will first prove Theorem 4.1 in Section 5.1. We will then prove Theorem 4.3
in Section 5.2. Recall that the proof of Theorem 4.2 will be supplied in Appendix
5.2. To prove these results, it will first be useful to collect various estimates for
the trilinear term that appears in the estimates. The proof of these estimates are
elementary, but we supply them here for the sake of completeness.

Lemma 5.1. Let u be a smooth, divergence-free vector field in T2, and v be any
smooth function. Then given `≥2 for any |α|=`, we have

|〈∂α(u·∇)v,∂αv〉|

≤c
( ∑

1≤l≤`−2

‖u‖
2`−2l−1

2`

Ḣ`+1 ‖u‖
2l+1
2`

Ḣ1 ‖v‖
2l+1
2`

Ḣ`+1‖v‖
2`−2l−1

2`

Ḣ1 ‖v‖Ḣ`

+‖u‖
1
2

Ḣ`+1‖u‖
1
2

Ḣ`‖v‖Ḣ1‖v‖
1
2

Ḣ`+1‖v‖
1
2

Ḣ`+‖u‖Ḣ1‖v‖Ḣ`+1‖v‖Ḣ`

)
. (5.1)
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For all β≤α, we have

|〈(∂α−βv ·∇)∂βv,∂αu〉|≤c‖u‖Ḣ`‖v‖
2`−1
`

Ḣ`+1‖∇v‖
1
`

L2 , (5.2a)

|〈(∂α−βu·∇)∂βv,∂αv〉|≤c‖u‖Ḣ`

(
‖v‖

`+2
`+1

Ḣ`+1‖∇v‖
`
`+1

L2 +‖v‖
2(`−1)
`

Ḣ`+1 ‖∇v‖
2
`

L2

)
, (5.2b)

for some constants c>0, depending on `.

Proof. By the Leibniz rule and the fact that u is divergence-free, we have

I=〈∂α(u·∇)v,∂αv〉=
∑
β<α

cβ,α〈((∂α−βu)·∇)∂βv,∂αv〉

=
∑
β<α

1≤|β|≤`−2

+
∑

|β|=0, `−1

=Ia+Ib,

where we interpret β<α as βi<αi for i=1,2. By Hölder’s inequality and interpolation
we have

|Ia|≤c
∑
β<α

1≤|β|≤`−2

‖∂α−βu‖L4‖∇∂βv‖L4‖∂αv‖L2

≤c
∑

1≤l≤`−2

‖u‖1/2

Ḣ`−l+1‖u‖
1/2

Ḣ`−l‖v‖
1/2

Ḣl+2‖v‖
1/2

Ḣl+1‖∂αv‖L2

≤c
∑

1≤l≤`−2

‖u‖
2`−2l−1

2`

Ḣ`+1 ‖u‖
2l+1
2`

Ḣ1 ‖v‖
2l+1
2`

Ḣ`+1‖v‖
2`−2l−1

2`

Ḣ1 ‖∂αv‖L2 .

On the other hand, by Hölder’s inequality and interpolation we have

|Ib|≤‖∂αu‖L4‖∇v‖L2‖∂αv‖L4 +‖∇u‖L2‖∂αv‖2
L4

≤c‖u‖1/2

Ḣ`+1‖u‖
1/2

Ḣ` ‖v‖Ḣ1‖v‖1/2

Ḣ`+1‖v‖
1/2

Ḣ` +‖u‖Ḣ1‖v‖Ḣ`+1‖v‖Ḣ` .

Combining the estimates for Ia and Ib, then summing over |α|=`, yields (5.1).
Now consider

II=
∑
β≤α

|〈(∂α−βv ·∇)∂βu,∂αv〉|=
∑
β=α

+
∑
|β|=0

+
∑
β<α
|β|6=0

=:IIa+IIb+IIc.

We treat IIa as

|IIa|=|〈(v ·∇)∂αv,∂αu〉|≤c‖v‖L∞‖∇v‖Ḣ`‖v‖Ḣ`

≤c‖v‖1/2

Ḣ2 ‖v‖
1/2

L2 ‖v‖Ḣ`+1‖u‖Ḣ`≤c‖v‖
1
`

Ḣ`‖v‖
`−1
`

L2 ‖v‖Ḣ`+1‖u‖Ḣ` .
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We treat IIb as

|IIb|≤c〈(∂αv ·∇)u,∂αv〉|≤c‖∂αv‖2
L4‖∇u‖2

L2

≤c‖v‖Ḣ`+1‖v‖Ḣ`‖∇u‖L2≤c‖v‖
`+1
`

Ḣ`+1‖∇v‖
`−1
`

L2 ‖∇u‖L2 .

Finally, we treat IIc as

|IIc|≤c
∑
β<α
|β|6=0

|〈(∂α−βv ·∇)∂αv,∂βu〉|≤c
∑
β<α
|β|6=0

‖∂α−βv‖L4‖∇v‖Ḣ`‖∂βu‖L4

≤c‖v‖Ḣ`+1

∑
β<α
|β|6=0

‖v‖1/2

Ḣ`−|β|+1‖v‖
1/2

Ḣ`−|β|‖u‖
1/2

Ḣ|β|+1‖u‖
1/2

Ḣ|β|

≤c
∑
β<α
|β|6=0

‖v‖
4`−2|β|−1

2`

Ḣ`+1 ‖∇v‖
2|β|+1

2`

L2 ‖u‖1/2

Ḣ|β|+1‖u‖
1/2

Ḣ|β|
.

Upon combining IIa, IIb, IIc and applying the Poincaré inequality, we obtain (5.2a).
Lastly, we consider

III=
∑
β<α

|〈∂α−βuj∂j∂βvi,∂αvi〉|=

∑
|β|=0

+
∑
β<α
|β|6=0

=IIIa+IIIb.

We estimate IIIa with Hölder’s inequality, interpolation, and Young’s inequality to
obtain

|IIIa|≤c‖u‖Ḣ`‖∇v‖L4‖∂αv‖L4

≤c‖u‖Ḣ`‖∇v‖1/2

Ḣ1 ‖∇v‖
1/2

L2 ‖∇v‖1/2

Ḣ` ‖v‖
1/2

Ḣ`

≤c‖u‖Ḣ`‖∇v‖
`+2
`+1

Ḣ` ‖∇v‖
`
`+1

L2 .

We treat IIIb and consider the case `=2 separately. When `=2, we apply Hölder’s
inequality and interpolation to obtain

|IIIb|≤
∑
β<α
|β|6=0

‖∂α−βu‖L4‖∂β∇v‖L2‖∂αv‖L4

≤c‖u‖1/2

Ḣ2 ‖u‖
1/2

Ḣ1 ‖v‖
3/2

Ḣ2 ‖∇v‖
1/2

Ḣ2

≤c‖u‖1/2

Ḣ2 ‖u‖
1/2

Ḣ1 ‖∇v‖
3/4

Ḣ2 ‖∇v‖
5/4

L2 .
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When `≥3, we use the divergence-free condition to write IIIb as commutator. In
particular

IIIb=−
∑
|α|=`

〈[∂α,u·∇]v,∂αv〉.

By Hölder’s inequality, a classical commutator estimate [46] and interpolation we
obtain

|IIIb|≤c‖∇u‖L∞‖∇v‖Ḣ`−1‖v‖Ḣ`+c‖u‖Ḣ`‖∇v‖L∞‖v‖Ḣ`

≤c‖∇u‖L∞‖∇v‖
2(`−1)
`

Ḣ` ‖∇v‖
2
`

L2 +c‖u‖Ḣ`‖∇v‖Ḣ`‖∇v‖L2

≤c‖u‖1/2

Ḣ3 ‖u‖
1/2

Ḣ1 ‖∇v‖
2(`−1)
`

Ḣ` ‖∇v‖
2
`

L2 +c‖u‖Ḣ`‖∇v‖Ḣ`‖∇v‖L2 .

Upon combining IIIa, IIIb, and applying the Poincaré inequality, we arrive at
(5.2b).

5.1 Higher-order absorbing ball estimates: proof of
Theorem 4.1

Let u0∈Ḣ1
σ and let u∈C([0,∞);Ḣ1

σ)∩L2
loc(0,∞;Ḣ2) be the unique strong solution of

(2.7) corresponding to initial data u0 and external forcing, f . Let us recall that the
Grashof number is defined by (2.9) and the k–th order shape factor of f is given by
(2.10).

Proof of Theorem 4.1. Let A⊂Ḣk
σ denote the global attractor of (2.7) corresponding

to forcing f . It will suffice to show that

‖u‖Ḣk

ν
≤c(σ1/k

k−1+G)k−1G

for all u∈A. Indeed, since A uniformly attracts bounded subsets of Ḣk
σ , it would

then follow that

‖u(t;u0,f)‖Ḣk≤2c(σ
1/k
k−1+G)k−1G for all t≥ t0 for some t0 = t0(u0,f).

Let u0∈A such that

‖u0‖Ḣk =max{‖v‖Ḣk :v∈A}.
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Denoting u(t)=u(t;u0,f) for all t∈R. Then, owing to the divergence-free condition,
the basic energy balance in Ḣk is given by

1

2

d

dt
‖u‖2

Ḣk+ν‖∇u‖2
Ḣk

=−
∑
|α|=k

∑
β<α

cα,β〈∂α−βuj∂j∂βu`,∂αu`〉+
∑
|α|=k

〈∂αPσf,∂αu〉

=:I+II.

In particular, by choice of u(0)=u0, observe that

d

dt
‖u(t;u0,f)‖Ḣk

∣∣∣
t=0

=0,

so that

ν‖∇u0‖2
Ḣk =I+II.

By (5.1) of Lemma 5.1, we have

|I|≤c‖∇u0‖L2‖∇u0‖Ḣk‖u0‖Ḣk . (5.3)

For II, we integrate by parts and apply Hölder’s inequality to obtain

|II|≤‖Pσf‖Ḣk−1‖∇u0‖Ḣk =ν2σk−1G‖∇u0‖Ḣk .

Upon combining the estimates for I, II, we arrive at

ν‖∇u0‖Ḣk≤c‖∇u0‖L2‖u0‖Ḣk+ν2σk−1G.

Observe that by interpolation

‖u0‖Ḣk≤c‖∇u0‖
k−1
k

Ḣk ‖∇u0‖
1
k

L2 . (5.4)

With this and Young’s inequality, we estimate

ν‖∇u0‖Ḣk≤c‖∇u0‖
k−1
k

Ḣk ‖∇u0‖
k+1
k

L2 +ν2σk−1G

≤ν
2
‖∇u0‖Ḣk+cν3

(
‖∇u0‖L2

ν

)k+1

+ν2σk−1G

≤ν
2
‖∇u0‖Ḣk+cν2Gk+1+ν2σk−1G.
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Hence

‖∇u0‖Ḣk≤cν(σ
1/k
k−1+G)kG. (5.5)

Returning to (5.4), it follows that

‖u0‖Ḣk

ν
≤c(σ1/k

k−1+G)k−1G
k−1
k

(
‖∇u0‖L2

ν

) 1
k

≤c(σ1/k
k−1+G)k−1G,

which proves (4.1), as desired.

5.2 Synchronization in higher-order Sobolev topologies

Let p≥0 and u0,v0∈B1∩Bk, where 1+m≤k≤2+p and u and v denote the corre-
sponding unique strong solutions of the following initial value problem

∂tu−ν∆u+γ(−∆)p+1u+Pσ(u·∇)u=Pσf, Pσu=0, u(0)=u0, (5.6a)

∂tv−ν∆v+γ(−∆)p+1v+Pσ(v ·∇)v

=Pσf−µPσJm,k(v−u), Pσv=0, v(0)=v0, (5.6b)

where Jm,k = Im,k−〈Im,k〉, where Im,k is an (I,Ψ)Q–subordinate global I.O.O. with
associated covering Q, and 〈Im,k〉 denotes the operator such that

〈Im,k〉φ=(2π)−2

∫
T2

Im,kφ(x)dx.

Let w :=v−u and w0 =v0−u0, so that w satisfies

∂tw−ν∆w+γ(−∆)p+1w+Pσ(w·∇)w+Pσ(w·∇)u+Pσ(u·∇)w

=−µPσJm,kw, Pσw=0, w(0)=w0. (5.7)

We will ultimately show that

lim
t→∞
‖w(t)‖Ḣ` =0.

Our approach will be to bootstrap convergence in higher-order Sobolev topologies,
starting from H1. Note that we adopt the following convention for applications of
the Cauchy-Schwarz inequality or Young’s inequality in the analysis below, which
we will invoke repeatedly:

ab≤cap+ 1

100
bp
′
, a,b≥0,

1

p
+

1

p′
=1,
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for some c> 0 depending on p, p′. There is nothing essential about the constant
1/100, except that we never add more than 50 of such terms in a given argument.
In particular, we make no attempt whatsoever to optimize such constants. This can
certainly be done by the interested reader, but in order for this to be a meaningful
exercise, one must also carefully track the constants from Lemma 5.1, which we also
neglect to do. The important feature that we care to emphasize is the manner in
which the constants from the I.O.O.’s appear in the analysis, as the development of
these operators is the main novelty of this work.

Lemma 5.2. Let m≥ 0 and 1+m≤ k≤ 2+p. Let Im,k be an (I,Ψ)Q–subordinate
global I.O.O. that is (m,k)–generic. Suppose that µ, h satisfies

c·sup
q

(
µh2

q

ν

)[
ε0,1(Qq)

2+ε0,2(Qq)
2

+χ(0,∞)(γ)

(
µh2

q

γ

) [p]∑
j=1

ε0,j+2(Qq)
2h2j

q

≤ 1

10π0

, (5.8)

where [p] denotes the greatest integer ≤p. Then for c,c′>0 sufficiently large and µ
additionally satisfying

µ≥c′ν(1+log(1+G))G, (5.9)

one has

‖∇w(t)‖2
L2≤e−

3
2
µt‖∇w0‖2

L2 and

∫ t

0

‖∇w(s)‖2
L2ds≤

‖∇w0‖2
L2

µ
. (5.10)

If, additionally, Im,k=Ik+1 interpolates optimally, then it suffices for µ, h to satisfy

csup
q
ε1,1(Qq)

2

(
µh2

q

ν

)
≤ 1

10π0

, (5.11)

where π0 is the constant from (P2).
On the other hand, if Im,k is uniformly interpolating at scale h, then we may

instead suppose that µ, h satisfies

c
µh2

ν

1+χ(0,∞)(γ)

[p]∑
j=1

h2j

≤ 1

10
(5.12)

in place of (5.8). If, additionally, Im,k=Ik+1 interpolates optimally, then it suffices
for µ, h to satisfy

c
µh2

ν
≤ 1

10
. (5.13)
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Proof. Upon taking the L2–inner product of (5.7) with −Pσ∆w, integrating by
parts, then using the fact that 〈(w·∇)w,∆w〉=0, we obtain

1

2

d

dt
‖∇w‖2

L2 +ν‖∆w‖2
L2 +µ‖∇w‖2

L2 +γ‖(−∆)1+p/2w‖2
L2

=〈w·∇u+u·∇w,∆w〉−µ〈w−Jm,kw,∆w〉=I+II.

To estimate I, we again invoke the property that 〈w·∇w,∆w〉 = 0, then apply
Hölder’s inequality, the Brézis-Gallouet inequality, and Proposition 2.1 to obtain

|I|=|〈w·∇w,∆u〉|≤‖w‖L∞‖∇w‖L2‖∆u‖L2

≤cν‖∇w‖2
L2

(
1+log

‖∆w‖2
L2

‖∇w‖2
L2

)
(σ

1/2
1 +G)G.

To estimate II, we appeal to Proposition 3.1 and invoke (5.8) and Poincaré’s in-
equality, so that

|IIA|≤c
µ2

ν

k∑
j=1

∑
q

ε0,j(Qq)
2h2j

q ‖w‖2
Ḣj(Q̃q)

+
ν

100
‖∆w‖2

L2

=cµ
∑
q

[
ε0,1(Qq)

2

(
µh2

q

ν

)
− 1

10π0

]
‖∇w‖2

L2(Q̃q)

+cν
∑
q

[
ε0,2(Qq)

2

(
µh2

q

ν

)2

− 1

10π0

]
‖∆w‖2

L2(Q̃q)

+cγ
∑
q

[p]∑
j=1

[
ε0,j+2(Qq)

2

(
µh2

q

γ

)2

h2j
q −

1

10π0

]
‖∆w‖2

Ḣj(Q̃q)

+
µ

10
‖∇w‖2

L2 +
ν

10
‖∆w‖2

L2 +
γ

10
‖(−∆)1+p/2w‖2

L2

≤ µ

10
‖∇w‖2

L2 +
ν

10
‖∆w‖2

L2 +
γ

10
‖(−∆)1+p/2w‖2

L2 .

If Im,k=Ik+1 is further assumed to interpolate optimally, we then proceed to apply
Young’s inequality, (3.10) of Proposition 3.1, and invoke (5.11), so that

|II ′A|≤cµ
∑
q

ε1,1(Qq)
2h2

q‖∆w‖2
L2(Q̃q)

+
µ

100
‖∇w‖2

L2

≤cν
∑
q

[
ε1,1(Qq)

2

(
µh2

q

ν

)
− 1

10π0

]
‖∆w‖2

L2(Q̃q)
+
ν

10
‖∆w‖2

L2 +
µ

100
‖∇w‖2

L2

≤ ν

10
‖∆w‖2

L2 +
µ

100
‖∇w‖2

L2 .
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Now let us consider the case when Im,k interpolates uniformly at scale h. To esti-
mate II, we apply the Cauchy-Schwarz inequality, Corollary 3.1, Young’s inequality,
and (5.12) to obtain

|IIB|≤µ‖w−Im,kw‖L2‖∆w‖L2≤cµ
2

ν

k∑
j=1

h2j‖w‖2
Ḣj+

ν

100
‖∆w‖2

L2

=cµ

(
µh2

ν

)
‖∇w‖2

L2 +cν

(
µh2

ν

)2

‖∆w‖2
L2 +cγ

(
ν

γ

)(
µh2

ν

)2 [p]∑
j=1

h2j‖∆w‖2
Ḣj

+
ν

100
‖∆w‖2

L2

≤ µ

10
‖∇w‖2

L2 +
ν

10
‖∆w‖2

L2 +
γ

10
‖(−∆)1+p/2∆w‖2

L2 .

If Im,k=Ik+1 is further assumed to interpolate optimally, then we integrate by parts
first to write

II ′=µ〈∇(w−Ik+1w),∇w〉,

where we have used the fact that ∇Jk+1 =∇Ik+1. If Ik+1 also interpolates uniformly
at scale h, then by (3.17) of Corollary 3.1, Young’s inequality, and (5.13), it follows
that

|II ′B|≤µ‖∇(w−Ik+1w)‖L2‖∇w‖L2≤µch‖∆w‖L2‖∇w‖L2

≤ ν

10
‖∆w‖2

L2 +
µ

10
‖∇w‖2

L2 .

Upon combining I and either IIA or II ′A or IIB or II ′B, we have

d

dt
‖∇w‖2

L2 +
3

2
γ‖(−∆)1+p/2w‖2

L2

≤−µ
{

8

5
+
ν

µ

[
‖∆w‖2

L2

‖∇w‖2
L2

−(σ
1/2
1 +G)G

(
1+log

‖∆w‖2
L2

‖∇w‖2
L2

)]}
‖∇w‖2

L2 .

Since µ additionally satisfies (5.9) (see [2, Lemma 2]), it follows that

d

dt
‖∇w‖2

L2≤−
3

2
µ‖∇w‖2

L2 ,

so that Gronwall’s inequality yields

‖∇w(t)‖2
L2≤e−

3
2
µt‖∇w0‖2

L2

as desired.
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We are now ready to prove Theorem 4.3.

Proof of Theorem 4.3. Observe that Lemma 5.2 covers the case m=0,1. It suffices
then to consider 2≤ `≤m. Let ∂α denote any partial with respect to x of order
|α|= `. Upon applying ∂α to (5.7), taking the L2–inner product of the result with
∂αw, integrating by parts, then summing over all |α|= `, we obtain the following
energy balance

1

2

d

dt
‖w‖2

Ḣ`+ν‖∇w‖2
Ḣ`+µ‖w‖2

Ḣ`+γ‖(−∆)p/2∇w‖2
Ḣ`

=−
∑
|α|=`

(〈∂α(w·∇)w+∂α(u·∇)w+∂α(w·∇)u,∂αw〉)

+µ
∑
|α|=`

〈∂α(w−Jm,kw),∂αw〉

=I+II. (5.14)

We estimate each the terms I and II. Observe that I may be expanded as

I=−〈∂α(w·∇)w,∂αw〉−
∑
|α|=`

∑
β≤α

cα,β〈∂α−βwj∂j∂βui,∂αwi〉

−
∑
|α|=`

∑
β<α

cα,β〈∂α−βuj∂j∂βwi,∂αwi〉

=Ia+Ib+Ic.

We treat Ia with (5.1) of Lemma 5.1, then apply Young’s inequality to obtain

|Ia|≤c‖∇w‖L2‖∇w‖Ḣ`‖w‖Ḣ`≤
ν

100
‖∇w‖2

Ḣ`+
c

ν
‖∇w‖2

L2‖w‖2
Ḣ` .

We treat Ib by first integrating by parts, then applying (5.2a) of Lemma 5.1 and
Young’s inequality to obtain

|Ib|≤c‖u‖Ḣ`‖w‖
2`−1
`

Ḣ`+1‖∇w‖
1
`

L2≤
ν

100
‖∇w‖2

Ḣ`+cν

(
‖u‖Ḣ`

ν

)2`

‖w‖2
Ḣ1 .

For Ic, we apply (5.2b) of Lemma 5.1 and Young’s inequality to obtain

|Ic|≤c‖u‖Ḣ`

(
‖∇w‖

`+2
`+1

Ḣ` ‖∇w‖
`
`+1

L2 +‖∇w‖
2(`−1)
`

Ḣ` ‖∇w‖
2
`

L2

)
≤cν

[(
‖u‖Ḣ`

ν

) 2(`+1)
`

+

(
‖u‖Ḣ`

ν

) 1
`

]
‖w‖2

Ḣ1 +
ν

100
‖∇w‖2

Ḣ` .
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Upon combining the estimates Ia, Ib, Ic, then applying Theorem 4.1, we obtain

|I|≤ ν

10
‖∇w‖2

Ḣ`+
c

ν
‖∇w‖2

L2‖w‖2
Ḣ`+cν

(
1+
(
σ

1/`
`−1+G

)`−1

G

)2`

‖w‖2
Ḣ1

Now we treat II. First observe that upon integrating by parts, we get

II=−µ
∑
|α|=`

∑
α′<α
|α′|=1

〈∂α−α′(w−Im,kw),∂α+α′w〉. (5.15)

Note that we used the fact that Pσ commute with derivatives and that ∂βJm,k =
∂βIm,k for any |β|> 0. then by the Cauchy-Schwarz inequality, Proposition 3.1,
Young’s inequality, and the assumptions that 1≤k≤2+p, we have

|II|≤cµ
2

ν

k∑
j=1

∑
q

ε`−1,j(Qq)
2h2(j−`+1)
q ‖w‖2

Ḣj(Q̃q)
+

ν

100
‖∇w‖2

Ḣ`

≤cµ
2

ν

`−1∑
j=1

∑
q

ε`−1,j(Qq)
2h2(j−`+1)
q ‖w‖2

Ḣj(Q̃q)
+

ν

100
‖∇w‖2

Ḣ`

+cµ
∑
q

ε`−1,`(Qq)
2

(
µh2

q

ν

)
‖w‖2

Ḣ`(Q̃q)
+cν

∑
q

ε`−1,`+1(Qq)
2

(
µh2

q

ν

)2

‖∇w‖2
Ḣ`(Q̃q)

+cγ

(
ν

γ

)
χ[2,∞)(`)

∑
q

(
µh2

q

ν

)2k−`−1∑
j=1

ε`−1,j+`+1(Qq)
2h2j
q ‖∇w‖2Ḣ`+j(Q̃q)

. (5.16)

On the other hand, if Im,k is uniformly interpolating at scale h, we estimate as above
and apply Corollary 3.1 in place of Proposition 3.1 to obtain

|II ′|≤cµ
2

ν

k∑
j=1

h2(j−`+1)‖w‖2
Ḣj+

ν

100
‖∇w‖2

Ḣ`+cµ

(
µh2

ν

)
‖w‖2

Ḣ`

+cν

(
µh2

ν

)2

‖∇w‖2
Ḣ`+cγ

(
ν

γ

)(
µh2

ν

)2
 [p]∑

j=1

h2j

‖(−∆)p/2∇w‖2
Ḣ` . (5.17)

Finally, upon returning to (5.14) and combining the estimates for I and either
II or II ′, then applying the Poincaré inequality and (4.3) or (4.4), respectively, we
see that

d

dt
‖w‖2

Ḣ`+
9

5
ν‖∇w‖2

Ḣ`+µ

(
9

5
−cν

µ

‖∇w‖2
L2

ν2

)
‖w‖2

Ḣ`+
3

2
γ‖(−∆)p/2∇w‖2

Ḣ`

≤cν
(

1+
(
σ

1/`
`−1+G

)`−1

G

)2`

‖∇w‖2
L2 +cν

(µ
ν

)2

(inf
q
hq)

2−`‖w‖2
Ḣ`−1 . (5.18)
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Lastly, we invoke the fact that u0 ∈ B`, the estimate (5.10) of Lemma 5.2, and
ultimately Gronwall’s inequality to deduce

‖w(t)‖2
Ḣ`≤e−

3
2
µt

[
‖w0‖2

Ḣ`+c
ν

µ

(
1+
(
σ

1/`
`−1+G

)`−1

G

)2`

‖∇w0‖2
L2

]
e
c
‖∇w0‖

2
L2

µ2

+cν
(µ
ν

)2

h2−`
(∫ t

0

e−µ(t−s)‖w(s)‖2
Ḣ`−1ds

)
e
c
‖∇w0‖

2
L2

µ2 , (5.19)

for all 2≤`≤m. The remainder of the proof can be completed by a basic induction
argument, where the assumption of the induction step is

‖w(s)‖2
Ḣ`−1≤O(e−µs).

Thus, we complete the proof.

Proof of Theorem 4.4. We let `=k and proceed exactly as in proof of Theorem 4.3,
except that we instead treat II without integrating by parts in (5.15) and use (3.10)
of Proposition 3.1 to obtain

|II|≤cµ‖w−Ik+1w‖Ḣk‖w‖Ḣk≤cµ‖w−Ik+1‖2
Ḣk+

µ

100
‖w‖2

Ḣk

≤cν
∑
q

εk,k+1(Qq)
2

(
µh2

q

ν

)
‖∇w‖2

Ḣk(Qq)
+

µ

100
‖w‖2

Ḣk .

Now observe that from Lemma 3.2, we have

ν‖∇w‖2
Ḣk≥

ν

π0

∑
q

‖∇w‖2
Ḣk(Qq)

.

Hence, arguing as we did in Theorem 4.3, we arrive at

d

dt
‖w‖2

Ḣ`+ν
∑
q

(
9

5π0

−εk,k+1(Qq)
2

(
µh2

q

ν

))
‖∇w‖2

Ḣ`(Qq)

+µ

(
9

5
− ν
µ

‖∇w‖2
L2

ν2

)
‖w‖2

Ḣ`

≤cν
(

1+
(
σ

1/`
`−1+G

)`−1

G

)2`

‖∇w‖2
L2 .

Upon invoking (4.9), then applying of Gronwall’s inequality and Lemma 5.2, we
obtain (4.8).
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On the other hand, if Ik+1 is also uniformly interpolating at scale h, then

|II ′|≤cν
(
µh2

ν

)
‖∇w‖2

Ḣk+
µ

100
‖w‖2

Ḣk .

Arguing we did before, we obtain

d

dt
‖w‖2

Ḣ`+ν

(
9

5
−c
(
µh2

ν

))
‖∇w‖2

Ḣ`+µ

(
9

5
− ν
µ

‖∇w‖2
L2

ν2

)
‖w‖2

Ḣ`

≤cν
(

1+
‖u‖Ḣ`

ν

)2`

‖∇w‖2
L2 ,

We then apply (4.10) and deduce (4.8) once again.

Appendix A: Well-posedness of nudging-based

equation in higher-order Sobolev spaces

We will now supply the proof of Theorem 4.2 in Ḣk
σ , where k≥2. Recall that we will

consider the system (2.7). Recall that for p>0, we denote by (−∆)p the operator
defined by

̂(−∆)pφ(k)= |k|2pφ̂(k),

whenever k /∈Z2\{0}. Given γ≥0, consider

∂tu−ν∆u+γ(−∆)p+1u+Pσ(u·∇)u=Pσf, Pσu=0, u(0)=u0, (A.1)

where u0∈ Ḣk
σ and f ∈ Ḣk−1

σ , where k≥2. We note that the analog of Proposition
2.1 still holds for (A.1), for all p>0, as well as all bounds for the γ= 0 case. For
m≥0 such that k≥m+1, let Im,k an (I,Ψ)Q–subordinate global I.O.O., let

fµ :=Pσf+µPσJm,ku, (A.2)

where Jm,k :=Im,k−〈Im,k〉, 〈Im,k〉 denotes the operator such that

〈Im,k〉φ=(2π)−2

∫
T2

Im,kφ(x)dx,

and Pσ denotes the Leray projector (see (2.6)). Let u∈C([0,∞);Ḣk
σ)∩L2

loc(0,∞;Ḣk+1)
denote the unique, global solution of (A.1) corresponding to u0∈Ḣk

σ and f guaran-
teed by Proposition 2.1. Then for v0∈Ḣk

σ , we consider the initial value problem

∂tv−ν∆v+γ(−∆)p+1v+Pσ(v ·∇v)v

=Pσf−µPσJm,k(v−u), Pσv=0, v(0)=v0. (A.3)
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We prove the existence of solutions to (2.8) via Galerkin approximation. Let PN
denote the Galerkin projection at level N>0 and let vN denote the unique solution
to the following system of ODEs

dvN
dt
−ν∆vN+γ(−∆)p+1vN+PNPσ(vN ·∇)vN

=PNfµ−µPNJm,kvN , ∇·vN =0, vN(0,x)=PNv0(x), (A.4)

where p≥0 and γ≥0. We will develop uniform bounds for vN in the appropriate
topology over the maximal interval of existence [0,TN), independent of N . This will
imply global existence for the projected system, and therefore global existence for
(A.3). Uniqueness and continuity with respect to initial data will follow along the
same lines as in [2].

To prove Theorem 4.2, we will make use of the following lemma, which controls
the growth of Jm,ku, where u is a strong solution to (2.7) evolving within an absorbing
ball.

Lemma A.1. Let m≥0 and k≥2 such that k≥m+1. Given f∈Ḣk−1, let Bk denote
the Hk–absorbing ball of (2.7). Suppose that Im,k interpolates uniformly at scale h.
Then given u0∈Bk for all 1≤`≤m, there exists a universal constant c>0 such that

sup
t≥0

(
‖Jm,ku(t)‖Ḣ`

ν

)
≤c

[
(σ

1/`
`−1+G)`−1+

k∑
j=1

hj−`(σ
1/j
j−1+G)j−1

]
G, (A.5)

where u denotes the corresponding unique strong solution of (2.7).

Proof. Since `≥ 1, by the boundedness of the Leray-projection and the triangle
inequality, observe that

‖Jm,ku‖Ḣ`≤‖Im,ku‖Ḣ`≤‖u−Im,ku‖Ḣ`+‖u‖Ḣ` .

From Corollary 3.1, Proposition 2.1 (for `=1), and Theorem 4.1 (for `≥2), it follows
that

‖u−Im,ku‖Ḣ`≤c
k∑
j=1

hj−`‖u‖Ḣj≤c
k∑
j=1

hj−`(σ
1/j
j−1+G)j−1G,

‖u‖Ḣ`≤cν(σ
1/`
`−1+G)`−1G.

Combining these estimates, then taking the supremum over t≥0 yields (A.5).
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Lemma A.2. Let µ>0 and k≥m+1 such that k≥2. Let

F1 :=

[(
ν

µ

)2

σ2
1G

2+Ũ2
1

]1/2

, (A.6a)

Ũ1 :=
supt≥0‖Im,ku(t)‖Ḣ1

ν
. (A.6b)

There exists a universal constant c>0 such that

d

dt
‖∇vN‖2

L2 +
9

5π0

∑
q

(
ν‖∆vN‖2

L2(Qq)
+2γ‖(−∆)p/2+1vN‖2

L2(Qq)
+µ‖∇vN‖2

L2(Qq)

)
≤cµν2F 2

1 +c
µ2

ν

k∑
j=1

∑
q

ε0,j(Qq)
2h2j

q ‖vN‖2
Ḣj(Q̃q)

, (A.7)

where π0 is the constant from (P2). Moreover, if Im,k interpolates uniformly at scale
h, then

d

dt
‖∇vN‖2

L2 +
9

5
ν‖∆vN‖2

L2 +2γ‖(−∆)p/2+1vN‖2
L2 +

9

5
µ‖∇vN‖2

L2

≤cµν2F 2
1 +c

µ2

ν

k∑
j=1

h2j‖vN‖2
Ḣj , (A.8)

holds for all µ>0, 0<h≤2π, and N>0.

Proof. Upon taking the L2–inner product of (A.4) with −∆vN , using the identity
〈Pσ(vN ·∇)vN ,∆vN〉=0, and integrating by parts, we obtain

1

2

d

dt
‖∇vN‖2

L2 +ν‖∆vN‖2
L2 +γ‖(−∆)p/2+1vN‖2

L2 +µ‖∇vN‖2
L2

=〈∇fµ,∇vN〉+µ〈vN−Jm,kvN ,∆vN〉
=I1+II1.

We estimate I1 by applying the Cauchy-Schwarz inequality, Young’s inequality, so
that

|I1|≤cν3

[(
ν

µ

)(
‖Pσf‖Ḣ1

ν2

)2

+
(µ
ν

)(‖Im,ku‖Ḣ1

ν

)2
]

+
µ

100
‖∇vN‖2

L2

≤cµν2

[(
ν

µ

)2

σ2
1G

2+Ũ2
1

]
+

µ

100
‖∇vN‖2

L2 .
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On the other hand, we treat II1 by applying the Cauchy-Schwarz inequality, Corol-
lary 3.1, and Young’s inequality, to obtain

|II1|≤cµ
2

ν

k∑
j=1

∑
q

ε0,j(Qq)
2h2j

q ‖vN‖2
Ḣj(Q̃q)

+
ν

100
‖∆vN‖2

L2 . (A.9)

Upon combining I1, (A.9), and Lemma 3.2, we obtain

d

dt
‖∇vN‖2

L2 +
9

5π0

∑
q

(
ν‖∆vN‖2

L2(Qq)
++2γ‖(−∆)p/2+1vN‖2

L2(Qq)
+µ‖∇vN‖2

L2(Qq)

)
≤cµν2

[(
ν

µ

)2

σ2
1G

2+Ũ2
1

]
+c

µ2

ν

k∑
j=1

∑
q

ε0,j(Qq)
2h2j

q ‖vN‖2
Ḣj(Q̃q)

.

On the other hand, if Im,k interpolates uniformly at scale h, then

|II1|≤µ‖vN−Jm,kvN‖L2‖∆vN‖L2≤cµ
2

ν
‖vN−Im,kvN‖L2‖∆vN‖L2

≤cµ
2

ν

k∑
j=1

h2j‖vN‖2
Ḣj+

ν

100
‖∆vN‖2

L2 . (A.10)

Hence, upon combining I1 and (A.10), we obtain

d

dt
‖∇vN‖2

L2 +
9

5
ν‖∆vN‖2

L2 +2γ‖(−∆)p/2+1vN‖2
L2 +

9

5
µ‖∇vN‖2

L2

≤cµν2

[(
ν

µ

)2

σ2
1G

2+Ũ2
1

]
+c

µ2

ν

k∑
j=1

h2j‖vN‖2
Ḣj .

This completes the proof.

Lemma A.3. For all `≥2, let

F` :=

[(
ν

µ

)2

σ2
`−1G

2+Ũ2
`−1

]1/2

, (A.11a)

Ũ` :=
supt≥0‖Im,ku(t)‖Ḣ`

ν
. (A.11b)
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Let m≥0, k≥2 be given such that k≥m+1. There exists a universal constant c>0
such that(
‖vN(t)‖Ḣk

ν

)2

≤exp

[
cν

(
µh1−k

ν

)2

t

][(
‖v0‖Ḣk

ν

)2

+h2(k−1)F 2
k−1

]

+cν

∫ t

0

exp

[
cν

(
µh1−k

ν

)2

(t−s)

](
‖∇vN(s)‖L2

ν

)2(k+1)

ds, (A.12)

holds for all µ>0, 0<h≤2π, and N>0.

Proof. Now, we estimate in Ḣk. By taking the L2–inner product of (A.4) with
(−1)|α|∂2αvN , where |α|=k, integrating by parts, then summing over all |α|=k, we
obtain

1

2

d

dt
‖vN‖2

Ḣk+ν‖∇vN‖2
Ḣk+γ‖(−∆)p/2∇vN‖2

Ḣk

=
∑
|α|=k

〈∂αPσfµ,∂αvN〉−µ
∑
|α|=k

〈∂αJm,kvN ,∂αvN〉−
∑
|α|=k

〈∂α((vN ·∇)vN),∂αvN〉

=:Ik+IIk+IIIk. (A.13)

We treat I` by integrating by parts, then applying the Cauchy-Schwarz inequality,
Young’s inequality, (2.9), and (2.10), to obtain

|Ik|≤cν3

[(
‖Pσf‖Ḣk−1

ν2

)2

+
(µ
ν

)2
(
‖Im,ku‖Ḣk−1

ν

)2
]

+
ν

100
‖∇vN‖2

Ḣk

≤cµ2ν

[(
ν

µ

)2

σ2
k−1G

2+Ũ2
k−1

]
+

ν

100
‖∇vN‖2

Ḣk .

Next, we treat IIk. We observe that ∂αJm,kφ= ∂αIm,kφ, then apply the Cauchy-
Schwarz inequality, (3.3), Corollary 3.1, Poincaré’s inequality, and Young’s inequal-
ity to obtain

|IIk|≤cµ‖Im,kvN‖Ḣk‖vN‖Ḣk≤cµhm−k‖Im,kvN‖Ḣm‖∇vN‖Ḣk

≤cµhm−k (‖vN‖Ḣm+‖vN−Im,kvN‖Ḣm)‖∇vN‖Ḣk

≤cµhm−k
(
‖vN‖Ḣk+

k∑
j=1

hj−m‖vN‖Ḣj

)
‖∇vN‖Ḣk

≤cµ
2

ν
h2(1−k)‖vN‖2

Ḣk+
ν

100
‖∇vN‖2

Ḣk . (A.14)
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Lastly, we estimate IIIk. Indeed, observe that due to the divergence free condi-
tion, we have

〈∂α((vN ·∇)vN),∂αvN〉=〈[∂α,vN ·∇]vN ,∂
αvN〉.

Thus, by Hölder’s inequality, a classical commutator estimate (see for instance [47,
48]), and interpolation we have

|IIIk|≤
∑
|α|=k

|〈[∂α,vN ·∇]vN ,∂
αvN〉|≤c

∑
|α|=`

‖[∂α,vN ·∇]vN‖L4/3‖∂αvN‖L4

≤c
∑
|α|=k

‖∂αvN‖2
L4‖∇vN‖L2≤c‖∇vN‖Ḣk‖vN‖Ḣk‖∇vN‖L2

≤c‖∇vN‖
2k−1
k

Ḣk ‖∇vN‖
k+1
k

L2 ≤
ν

100
‖∇vN‖2

Ḣk+cν3

(
‖∇vN‖L2

ν

)2(k+1)

.

Upon returning to (A.13) and combining Ik, IIk, and IIIk, we have that

d

dt
‖vN‖2

Ḣk+
9

5
ν‖∇vN‖2

Ḣk+2γ‖(−∆)p/2∇vN‖2
Ḣk

≤cµ2νF 2
k−1+cν3

(
‖∇vN‖L2

ν

)2(k+1)

+cν

(
µh1−k

ν

)2

‖vN‖2
Ḣk . (A.15)

Hence, by Gronwall’s inequality, it follows that

‖vN(t)‖2
Ḣk≤exp

[
cν

(
µh1−k

ν

)2

t

](
‖v0‖2

Ḣk+ν2h2(k−1)F 2
k−1

)
+cν3

∫ t

0

exp

[
cν

(
µh1−k

ν

)2

(t−s)

](
‖∇vN(s)‖L2

ν

)2(k+1)

ds, (A.16)

as desired.

Under certain assumptions on Im,k, one may then identify conditions on µ so
that the sequence {vN}N>0 is bounded uniformly in time in Ḣ1, independent of N .
Provided that the initial data belongs to an absorbing ball for the dynamics, these
bounds can then be expressed explicitly in terms of its radius.

Corollary A.1. Suppose that 1+m≤k≤2+p. Then there exists a universal constant
c>0, independent of N>0, such that if µ>0 and {hq}q satisfy

csup
q

µh2
q

ν

ε0,1(Qq)+ε0,2(Qq)+χ(0,∞)(γ)

(
ν

γ

)(
µh2

q

ν

) [p]∑
j=1

ε0,j(Qq)
2h2(j−2)

q


≤ 1

10π0

, (A.17)
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then (
‖∇vN(t)‖L2

ν

)2

≤e−
µ
π0
t

(
‖∇v0‖L2

ν

)2

+cπ0F
2
1 for all t≥0. (A.18)

On the other hand, if Im,k interpolates uniformly at scale h, then there exists a
universal constant c>0, independent of N>0, such that if µ>0 and 0<h≤2π satisfy

c
µh2

ν

1+χ(0,∞)(γ)

(
µ

γ

) [p]∑
j=1

h2(j−1)

≤ 1

10
, (A.19)

where [p] denotes the greatest integer ≤p, then(
‖∇vN(t)‖L2

ν

)2

≤e−µt
(
‖∇v0‖L2

ν

)2

+cF 2
1 for all t≥0. (A.20)

In particular, if v0∈B1 and u0∈B1∩Bk, then

sup
t≥0

(
‖∇vN(t)‖L2

ν

)2

≤c

[
1+

(
ν

µ

)2

σ1+
k∑
j=1

(σ
1/j
j−1+G)2(j−1)

]
G2 (A.21)

for all N>0.

Proof. By (A.18) and the Poincaré inequality we have

d

dt
‖∇vN‖2

L2 +γ

 18

5π0

−c µ
2

γν

2+[p]∑
j=3

ε0,j(Qq)
2h2j

q

‖(−∆)p/2+1vN‖2
L2(Qq)

≤−ν
∑
q

[
9

5π0

−c
(
µh2

q

ν

)2

ε0,2(Qq)
2

]
‖∆vN‖2

L2(Qq)

−µ
∑
q

( 9

5π0

−c
µh2

q

ν
ε0,1(Qq)

2
)
‖∇vN‖2

L2(Qq)
+cµν2F 2

1 .

Since (A.17) holds and k≤2+p, it then follows upon shifting the index and upon
applying Lemma 3.2 that

d

dt
‖∇vN‖2

L2≤−
3

2π0

µ‖∇vN‖2
L2 +cµν2F 2

1 .
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We deduce from Gronwall’s inequality that

‖∇vN(t)‖2
L2≤e−

µ
π0
t‖∇v0‖2

L2 +cMν2F 2
1 ,

as desired.
On the other hand, if Im,k interpolates uniformly at scale h, we apply Lemma

A.2, so that by (A.8) we have

d

dt
‖∇vN‖2

L2 +ν

[
9

5
−c
(
µh2

ν

)2
]
‖∆vN‖2

L2 +γ

2−c µ
2

γν

2+[p]∑
j=3

h2j

‖(−∆)p/2+1vN‖2
L2

≤−µ
(

9

5
−cµh

2

ν

)
‖∇vN‖2

L2 +cµν2F 2
1 ,

Since (A.19) holds, it follows that

d

dt
‖∇vN‖2

L2≤−
3

2
µ‖∇vN‖2

L2 +cµν2F1.

An application of Gronwall’s inequality, then yields

‖∇vN(t)‖2
L2≤e−µt‖∇v0‖2

L2 +cν2F 2
1 ,

which implies (A.20). We deduce (A.21) by applying Lemma A.1 and Proposition
2.1.

Upon combining Lemma A.3 and Corollary A.1, we obtain the following corollary.

Corollary A.2. Suppose that 1+m≤k≤2+p. If µ and {hq}q satisfy (A.17), then

sup
N>0

sup
0≤t≤T

[
‖vN(t)‖2

Ḣk+ν

∫ t

0

‖∇vN(s)‖2
Ḣk+γ

∫ t

0

‖(−∆)p/2∇vN(s)‖2
Ḣkds

]
<∞, (A.22)

holds for all T > 0. Moreover, if Im,k interpolates uniformly at scale h and µ, h
satisfy (A.19) in place of (A.17), then (A.22) still holds.

Proof. We directly apply (A.18) or (A.20) in (A.12), to deduce uniform-in-time
bounds on ‖vN‖Ḣk . Upon returning to (A.15), we integrate over [0,T ], then apply
the uniform-in-time bounds just obtained for ‖vN‖Ḣk to deduce (A.22).

Lastly, we establish bounds for the time derivative dvN
dt

.
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Lemma A.4. Under the assumptions of Corollary A.2, we have

sup
N>0

∫ T

0

∥∥∥dvN
dt

(s)
∥∥∥L22

ds<∞

for all T >0.

Proof. Observe that∥∥∥dvN
dt

∥∥∥L2≤‖vN(t)‖Ḣ2 +‖vN ·∇vN‖L2 +‖fµ‖L2 +µ‖Jm,kvN‖L2

≤I+II+III+IV.

We treat I by Poincaré’s inequality and Corollary A.2. For II, we apply Cauchy-
Schwarz inequality and interpolation to obtain

|II|≤‖vN‖L4‖∇vN‖L4≤‖vN‖L2‖vN‖Ḣ2 .

Thus, we may ultimately control II with Poincaré’s inequality and Corollary A.2.
We treat III with the Cauchy-Schwarz inequality and Lemma A.1. Lastly, we treat
IV with the Poincaré inequality, Corollary 3.2, and the fact that 1+m≤k≤2+p,
so that we have

|IV |≤µ‖Im,kvN‖Ḣ1≤cµ‖vN‖Ḣ3+p≤cµ‖(−∆)p/2∇vN‖Ḣk .

Hence, by Corollary A.2, we conclude that

sup
N>0

∫ T

0

∥∥∥dvN
dt

(s)
∥∥∥L22

ds<∞

for all T >0.

Finally, we are ready to prove Theorem 4.2.

Proof of Theorem 4.2. By Corollary A.2 and Lemma A.4, we may apply the Aubin-
Lions compactness theorem to extract a subsequence of {vN}N>0 such that vN ′→v in
L2(0,T ;Ḣk

σ), where v∈L∞(0,T ;Ḣk)∩L2(0,T ;Ḣk+1)∩L2(0,T ;Ḣk+1+p). This is suffi-
cient to pass to the limit in (2.8) and show that v indeed satisfies the equation. More-
over, by Lemma A.4, we also have dv/dt∈L2(0,T ;Ḣ−k). Hence v∈C([0,T ];Ḣk), so
that, in conjunction with v∈L∞(0,T ;Ḣk), we deduce that v∈C([0,T ];Ḣk). Unique-
ness of solutions follows in the same way as in [2]; the relevant details can be inferred
from the analysis performed above in establishing the synchronization of solutions
(see Proof of Theorem 4.3).
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Appendix B: Taylor interpolant

We prove a preliminary lemma, which is a generalization of that found in [45].

Lemma B.1. Let h>0 and d≥2. Let Q= [0,h]d and φ∈Ck(Q), where 0≤k≤d.
For each 1≤ k≤ d−1, there exist universal constants bα> 0, for each multi-index
0≤|α|≤k, depending only on d, such that

sup
y∈[0,h]d−k

‖φ(·,y)‖2
L2([0,h]k)≤

∑
0≤|α|≤k

b|α|h
−d+k+2|α|‖∂αφ‖2

L2(Q). (B.1)

Proof. Let k=d−1. For yd≤xd, we have

φ(x1,··· ,xd−1,xd)−φ(x1,··· ,xd−1,yd)=

∫ xd

yd

(∂dφ)(x1,··· ,xd−1,τ)dτ.

By applying the Cauchy-Schwarz inequality, then integrating with respect to
dx1 ···dxd over Ω, we deduce

h‖φ(·,yd)‖2
L2([0,h]d−1)≤2‖φ‖2

L2(Ω)+2h2‖∇φ‖2
L2(Ω)

for all yd∈ [0,h]. Dividing by hd−1 establishes (B.1) for k=1. Observe that it now
suffices to assume d≥3.

We argue by induction. In particular, suppose that (B.1) holds for all `=k,··· ,d−
1, for some 1<k≤d−1. We show that (B.1) holds for k−1. Let us denote by ẑ`
the projected point (z`,··· ,zd), where 1≤`≤d. Observe that z= ẑ1 =(z1,··· ,zl,ẑl+1),
for all l= 1,··· ,d−1, and ẑd = zd. Fix x∈Ω. Given any y∈Ω, we denote φ(·,ŷ`) =
φ(x1,··· ,x`−1,ŷ`), for `=1,··· ,d−1. We have

φ(·,x̂k)−φ(·,ŷk)=(φ(·,xd−1,xd)−φ(·,xd−1,ŷd))+(φ(·,xd−1,ŷd)−φ(·,yd−1,ŷd))

+···+(φ(·,xk,ŷk+1)−φ(·,yk,ŷk+1)).

It follows that

φ(·,x̂k)−φ(·,ŷk)=

∫ xd

yd

(∂dφ)(·,τ)dτ+

∫ xd−1

yd−1

(∂d−1φ)(·,τ,ŷd)dτ+···

+

∫ xk

yk

(∂kφ)(·,τ,ŷk+1)dτ. (B.2)
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Applying Cauchy-Schwarz yields

∣∣φ(·,ŷk)
∣∣2

≤(d−k+2)

[∣∣φ(x)
∣∣2+h

∫ h

0

∣∣∂dφ(·,τ)
∣∣2dτ+h

d−k−1∑
j=0

∫ h

0

∣∣∂k+jφ(·,τ,ŷk+j+1)
∣∣2 dτ]

=(d−k+2)

[∣∣φ(x)
∣∣2+h

∫ h

0

∣∣∂dφ(·,τ)
∣∣2dτ+h

d−1∑
j=k

∫ h

0

∣∣∂jφ(·,τ,ŷj+1)
∣∣2dτ].

Integrating with respect to dx1 ···dxd over Ω then gives

hd−k+1‖φ(·,ŷk)‖2
L2([0,`]k−1)

≤c

(
‖φ‖2

L2(Ω)+h
2‖∇φ‖2

L2(Ω)+
d−1∑
j=k

hd−j+3‖∇φ(·,ŷj)‖2
L2([0,h]j−1)

)
. (B.3)

It follows from the induction hypothesis that

‖∇φ(·,ŷj)‖2
L2([0,h]j−1)≤

∑
0≤|α|≤j−1

c|α|h
−d+j−1+2|α|‖∂α∇φ‖2

L2(Ω). (B.4)

Therefore, upon substituting the bounds in (B.4) into (B.3), then combining like
terms we arrive at

hd−k+1‖φ(·,ŷk)‖2
L2([0,`]d−k)≤c0‖φ‖2

L2(Ω)+
d−1∑
|α|=0

b|α|h
2+2|α|‖∂α∇φ‖2

L2(Ω).

The proof is complete upon dividing by hd−k+1.

Proposition B.1. Suppose d≥2. Let Q= [0,h]d and φ∈C1(Q). Given y∈Q, let
T1φ(·;y) denote first-order Taylor polynomial of φ centered at y. There exists an
absolute constant C>0, independent of y, such that

‖φ−T1φ(·;y)‖2
L2(Q)≤

∑
1≤|α|≤d

c|α|h
2(|α|+1)‖∂α∇φ‖2

L2(Q). (B.5)
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Proof. Let (x1,x2,(y1,y2)∈Q. Then observe that

φ(x1,x2)−T1φ(x1,x2)=φ(x1,x2)−φ(y1,y2)−∇φ(y1,y2)·(x−y1,y−y2)

=(φ(x1,x2)−φ(x,y2))+(φ(x,y2)−φ(y1,y2))−∇φ(y1,y2)·(x−y1,y−y2)

=

∫ y

y2

(∂yφ)(x,s) ds+

∫ x

y1

(∂xφ)(s,y2) ds−(∂xφ)(y1,y2)(x−y1)−(∂yφ)(y1,y2)(y−y2)

=

∫ y

y2

(∂yφ)(x,s)−(∂yφ)(x,y2) ds+[(∂yφ)(x,y2)−(∂yφ)(y1,y2)](y−y2)

+

∫ x

y1

(∂xφ)(s,y2)−(∂xφ)(y1,y2) ds

=

∫ y

y2

∫ s

y2

(∂2
2φ)(x,τ) dτds+

∫ y

y2

∫ x

y1

(∂2∂1φ)(τ,y2) dτds+

∫ x

y1

∫ s

y1

(∂2
1φ)(τ,y2) dτds.

It follows from Hölder’s inequality that

|φ(x1,x2)−T1φ(x1,x2)|

≤
∫ y

y2

∫ y

y2

|∂2
2φ(x,τ)| dτds+

∫ y

y2

∫ x

y1

|∂2∂1φ(τ,y2)| dτds+

∫ x

y1

∫ x

y1

|∂2
1φ(τ,y2)| dτds

≤|y−y2|h1/2
(
‖∂2

2φ(x,·)‖L2(0,h)+‖∂2∂1φ(·,y2)‖L2(0,h)

)
+|x−y1|h1/2‖∂2

1φ(·,y2)‖L2(0,h)

≤h3/2
(
‖∂2

2φ(x,·)‖L2(0,h)+‖∂2∂1φ(·,y2)‖L2(0,h)+‖∂2
1φ(·,y2)‖L2(0,h)

)
.

The Cauchy-Schwarz inequaliy then implies that

‖φ−T1φ‖2
L2(Q)

≤ch4‖∂2
2φ‖2

L2(Q)+ch
5
(
‖∂2∂1φ(·,y2)‖2

L2(0,h)+‖∂2
1φ(·,y2)‖2

L2(0,h)

)
. (B.6)

By Lemma B.1, we have

‖ψ(·,y2)‖2
L2(0,h)≤b0h

−1‖ψ‖2
L2(Q)+b1h‖∇ψ‖2

L2(Q).

We apply this to ψ=∂2∂1φ,∂
2
1φ, so that (B.6) becomes

‖φ−T1φ‖2
L2(Q)≤c0h

4
∑
j=1,2

‖∂i∇φ‖2
L2(Q)+c1h

6
∑
i,j=1,2

‖∂i∂j∇φ‖2
L2(Q),

as desired, which establishes the case d=2.
Now suppose d≥ 3 and let x= (x1,··· ,xd) and y2 = (y1,··· ,yd), where x,x∈Q.

For convenience, in addition to the notation ẑ` introduced in the proof of Lemma
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B.1, we define z̄`=(z1,··· ,z`), so that z=(z̄`,ẑ`+1). By the fundamental theorem of
calculus, we have

φ(x)−T1φ(x;y)=φ(x)−φ(y)−∇φ(y)·(x−y)

=(φ(x̄1,x̂2)−φ(ȳ1,x̂2))+(φ(ȳ1,x2,x̂3)−φ(ȳ1,y2,x̂3))+(φ(ȳ2,x3,x̂4)−φ(ȳ2,y3,x̂4)+···

+(φ(ȳd−2,yd−1,xd)−φ(ȳd−2,yd−1,yd))−
d∑
j=1

∂jφ(y)(xj−yj)

=

∫ x1

y1

(∂1φ(s1,x̂2)−∂1φ(y1,ŷ2))ds1+

∫ x2

y2

(∂2φ(y1,s2,x̂3)−∂2φ(y1,y2,ŷ3))ds2

+

∫ x4

y3

(∂3φ(ȳ2,s3,x̂4)−∂3φ(ȳ2,y3,ŷ4))ds3+···

+

∫ xd

yd

(∂dφ(ȳd−1,sd)−∂dφ(ȳd−1,yd))dsd. (B.7)

Let us interpret ȳ0 as an empty position and let ψ(·,ẑ`)=ψ(ȳ`−1,ẑ`) for all `=1,··· ,d.
Then for 1≤j≤d−2, we have

∂jφ(·,sj,x̂j+1)−∂jφ(·,yj,ŷj+1)

=∂jφ(·,sj,x̂j+1)−∂jφ(·,yj,x̂j+1)+(∂jφ(·,xj+1,x̂j+2)−∂jφ(·,yj+1,x̂j+2))+···
+(∂jφ(·,xd)−∂jφ(·,yd))

=

∫ sj

yj

∂2
jφ(·,s,x̂j+1)ds+

∫ xj+1

yj+1

∂j+1∂jφ(·,s,x̂j+2)ds+···+
∫ xd

yd

∂d∂jφ(·,s)ds. (B.8)

Similarly, for j=d−1,d, we have

∂d−1φ(·,sd−1,x̂d)−∂d−1φ(·,yd−1,ŷd)

=

∫ sd−1

yd−1

∂2
d−1φ(·,s,x̂d)ds+

∫ xd

yd

∂d∂d−1φ(·,s)ds∂dφ(·,sd)−∂dφ(·,yd)

=

∫ sd

yd

∂2
dφ(·,s)ds. (B.9)

Now interpret ẑd+1 as the empty position. Suppose zk∈{sk,xk} and observe that for
1≤j≤k≤d, upon applying the Cauchy-Schwarz inequality, then integrating over Q
with respect to dx1 ···dxd, we obtain∫

Q

(∫ xj

yj

∫ zk

yk

∂k∂jφ(·,s,x̂k+1)ds

)2

dx≤h3+k‖∂k∂jφ(ȳk−1,·)‖2
L2([0,h]d−k+1). (B.10)
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Upon returning to (B.7), applying (B.8), (B.9), taking the square of the result,
integrating over [0,h]d with respect to dx1 ···dxd, then applying the Cauchy-Schwarz
inequality and (B.10), we have

‖φ−T1φ‖2
L2(Q)

≤c(1,1)h
4‖∂2

1φ‖2
L2(Q)+

∑
j≤k

(i,j)6=(1,1)

c(j,k)h
3+k‖∂k∂jφ(ȳk−1,·)‖2

L2([0,h]d−k+1). (B.11)

Finally, we apply Lemma B.1 to obtain

‖φ−T1φ‖2
L2(Q)

≤c(1,1)h
4‖∂2

1φ‖2
L2(Q)+

∑
j≤k

(i,j)6=(1,1)

∑
0≤|α|≤d−k+1

c(j,k)b|α|h
4+2|α|‖∂α∂k∂jφ‖2

L2(Q). (B.12)

Switching the order of summation completes the proof.

Appendix C: Volume elements

We describe an approximation operator based on data given by integration over
subsets of each cell. In particular we construct the operator on the unit cube [0,1]d,
from which its definition on affine images in the domain follows. For this particular
section, we refer the interested reader to [14] for additional details.

First we define an index set and collection of subsets of the cube

Am :=
{
α∈{0,..,m−1}d

}
and Eα :=

1

m

(
α+[0,1]d

)
=

d∏
i=1

[αi
m
,
αi+1

m

]
.

The degrees of freedom are then given by integration on the subsets. Define the set
of functionals Σ={σα}α∈Am , where σα :L1

loc([0,1]d)→R are given by

σα(φ)=

∫
Eα

φ(x)dx.

Now let us recall that unisolvence of a function space X with respect to a col-
lection of functionals Σ is equivalent to Σ forming a basis for the dual space of X.
Unisolvence will ensure that the approximation operator constructed from the func-
tionals will act as identity on X. Prior to proving unisolvence of the tensor product
volume element in general, we begin in one dimension.
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Lemma C.1. Let m≥ 1. Then Pm−1,1 =
{∑m−1

k=0 pkx
k :pk∈R

}
is unisolvent with

respect to the functionals Σ={σk}m−1
k=0 given by

σk(f)=

∫ k+1

k

f(x)dx.

In particular, there exists a unique set Θ={θ`}m−1
`=0 ⊆Pm−1,1 such that σk(θ`)=δk` .

Proof. For each functional σk and monomial xj, where 0≤k,j≤m−1, we have

σk(x
j)=

∫ k+1

k

xjdx=
(k+1)j+1−kj+1

j+1
.

Define a matrix M by Mkj =σk−1(xj−1)

M=

(
kj−(k−1)j

j

)
kj

.

The matrix M̂=(kj−(k−1)j)kj has the same determinant as M up to a factor of j
for each row:

det(M)=

(
m∏
j=1

j

)−1

det(M̂)=
1

m!
det(M̂).

M̂ is the difference of two simpler matrices

M̂=
(
kj
)
kj
−
(
(k−1)j

)
kj
.

In particular, if we define

V =
(
kj
)
kj
, T =

(
Tkj
)
kj
, where Tkj =


1, if j=k,

−1, if j=k−1,

0, otherwise.

Then we have M̂=V T . Observe that det(T )=1. Also V is a Vandermonde matrix
whose determinant is thus given by

det(V )=
∏

1≤`<k≤m

(k−`).
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We therefore conclude that

det(M)=
1

m!
det(M̂)=

1

m!
det(V )det(T )=

1

m!

∏
1≤`<k≤m

(k−`).

Thus det(M) 6=0. Define a collection of polynomials Θ={θk}m−1
k=0 ⊆Pm−1,1 with the

coefficients of each given by the columns of the matrix M−1. In particular, let the
coefficient of xj in θk be given by the (j+1)-th entry in the (k+1)-th column of M−1

θk(x)=
m−1∑
j=0

M−1
(j+1)(k+1)x

j for 0≤k≤m−1.

Since M`j =σ`−1(xj−1) we have for 0≤`,k≤m−1,

σ`(θk)=
m−1∑
j=0

σ`(x
j)M−1

(j+1)(k+1) =
m−1∑
j=0

M(`+1)(j+1)M
−1
(j+1)(k+1) =δ`k.

We conclude that there exists a basis Θ ={θ`}m−1
`=0 of Pm−1,1 such that σk(θ`) = δk`

and therefore that the collection Σ={σk}m−1
k=0 forms a basis for P∗m−1,1.

We proceed to the case of general dimension.

Proposition C.1. Let m,d≥ 1. Then Pm−1,d =
{∑

α∈Ampαx
α
}

is unisolvent with
respect to the functionals Σ={σα}α∈Am given by

σα(φ)=

∫
Eα

φ(x)dx

and in particular there exists a unique set {θβ}β∈Am⊆Pm−1,n such that σα(θβ)=δβα.

Proof. Upon rescaling, we may apply Lemma C.1, to deduce that for m≥ 0 and
0≤k≤m−1, there exists a univariate polynomial θk∈Pm−1,1 such that∫ `+1

m

`
m

θk(x)dx=δ`k.

Let n≥1, and define for each α=(α1,··· ,αd)∈Am a polynomial θα∈Pm−1,n

θα(x1,··· ,xd)=
d∏
i=1

θαi(xi).
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We have

σβ(θα)=

∫ β1+1
m

β1
m

···
∫ βd+1

m

βd
m

d∏
i=1

θαi(xi)dxn ···dx1

=
d∏
i=1

(∫ βi+1

m

βi
m

θαi(xi)dxi

)
=

d∏
i=1

δβiαi .

Thus, given m∈N, there exists a collection of polynomials Θ={θα}α∈Am such that

σβ(θα)=δβα.

As dimPm−1,n= |Σ|, we conclude that Σ forms a basis for P∗m−1,n bi-orthogonal to
Θ as constructed.

We now define an operator Im :L1
loc→Pm−1,n given by

Imφ(x)=
∑
α∈Am

σα(φ)θα(x).

By Proposition C.1

σβ(Imφ)=

∫
Eβ

Imφ(x)dx=

∫
Eβ

∑
α∈Am

σα(φ)θα(x)dx=

∫
Eβ

σβ(φ)θβ(x)dx=σβ(φ).

Observe that Im is indeed a projection onto Pm−1,n; for any polynomial p∈Pm−1,n

and α∈Am we have σα(p) = σα(Imp), and therefore by Proposition C.1 we have
p(x)=Imp(x), as desired.
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