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Abstract. The application of the singular boundary method (SBM), a relatively new
meshless boundary collocation method, to the inverse Cauchy problem in three-
dimensional (3D) linear elasticity is investigated. The SBM involves a coupling be-
tween the non-singular boundary element method (BEM) and the method of funda-
mental solutions (MFS). The main idea is to fully inherit the dimensionality advan-
tages of the BEM and the meshless and integration-free attributes of the MFS. Due
to the boundary-only discretizations and its semi-analytical nature, the method can
be viewed as an ideal candidate for the solution of inverse problems. The resulting
ill-conditioned algebraic equations is regularized here by employing the first-order
Tikhonov regularization technique, while the optimal regularization parameter is de-
termined by the L-curve criterion. Numerical results with both smooth and piecewise
smooth geometries show that accurate and stable solution can be obtained with a com-
paratively large level of noise added into the input data.

AMS subject classifications: 62P30, 65M32, 65K05

Key words: Meshless method, singular boundary method, method of fundamental solutions,
elastostatics, inverse problem.

1 Introduction

∗Corresponding author.
Email: guyan1913@163.com (Y. Gu)

http://www.global-sci.org/aamm 1459 c©2018 Global Science Press



1460 A. X. Zhang et al. / Adv. Appl. Math. Mech., 10 (2018), pp. 1459-1477

Over the past two decades, some considerable effort was devoted to proposing novel
computational algorithms that circumvent or greatly eliminate the problems associated
with the domain and/or boundary meshing. This led to the development of various
meshless or meshfree methods [1–4]. These methods, generally, can be divided into the
domain-type or boundary-type schemes, depending on whether their basis functions sat-
isfy the governing equation of interest [5–8]. For an overview of the state of the art, we
refer interested readers to articles [9–14] for existing theoretical results, different algo-
rithms, and software packages.

The singular boundary method (SBM) [15–21] is a relatively new boundary-type
meshless method for the numerical solution of boundary value problems governed by
certain partial differential equations. The method involves a coupling between the non-
singular boundary element method (BEM) [22, 23] and the method of fundamental solu-
tions (MFS) [7,9,24–29]. The key idea of the method is to fully inherit the dimensionality
and stability advantages of the BEM and the meshless and integration-free attributes
of the MFS. The method keeps the advantage of simplicity of the MFS and meanwhile
sidesteps the troublesome fictitious boundary issue associated with the later. The key
idea of the SBM was proposed in the early 2000s by Chen and Wang [30] and were later
essentially improved and extended by many other authors [31–33]. Prior to this study,
this method has been successfully tried for two-dimensional (2D) problems in potential
and elasticity theories [15], acoustic radiation and scattering problems [18], inverse heat
conduction problems [34], thin-walled structural problems [35], as well as large-scale
modelling for 3D heat conduction problems [36].

Motivated by the rapidly growing interest in the area, this paper documents the first
attempt to extend the SBM for the solution of inverse Cauchy problems arising in 3D
elastostatics. In inverse problems, one or more of the data describing the direct prob-
lem is missing. To fully determine the process, additional data must be supplied, either
other boundary conditions on the same accessible part of boundary or measurements at
some internal points in the domain [37]. The inverse problems are, generally, difficult to
solve numerically due to the fact that they are ill-posed in the sense that small errors in
measured data may lead arbitrarily large changes in the numerical solution [38–40]. The
resulting ill-conditioned algebraic equations are regularized here by employing the first-
order Tikhonov regularization technique [7], while the optimal regularization parameter
is determined by the L-curve criterion [41]. It is shown that the SBM can be viewed as an
ideal candidate for the solution of inverse Cauchy problems, due to the boundary-only
discretizations and its semi-analytical nature.

A brief outline of the rest of the paper is as follows. In Section 2, the mathemati-
cal formulation for 3D elasticity problems is briefly introduced. The methodology of the
SBM and its numerical implementation for 3D elastostatics are reviewed in Section 3. The
Tikhonov regularization method with the choice of the regularization parameter given by
the L-curve criterion is presented in Section 4. Next in Section 5, three benchmark numer-
ical examples involving both smooth and piecewise smooth geometries are investigated.
Finally, some conclusions and remarks are provided in Section 6.
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2 Statement of the basic problem

In the absence of body forces, the equilibrium equations for 3D problems in linear elas-
ticity, in terms of the displacements ui(x), i=1,2,3, can be stated as [42]
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∂x2
1

+
∂2u1(x)

∂x2
2

+
∂2u1(x)

∂x2
3

+c2
∂2u2(x)
∂x1∂x2

+c2
∂2u3(x)
∂x1∂x3

=0, (2.1a)

c2
∂2u1(x)
∂x1∂x2

+
∂2u2(x)

∂x2
1

+c1
∂2u2(x)

∂x2
2

+
∂2u2(x)

∂x2
3

+c2
∂2u3(x)
∂x2∂x3

=0, (2.1b)

c2
∂2u1(x)
∂x1∂x3

+c2
∂2u2(x)
∂x2∂x3

+
∂2u3(x)

∂x2
1

+
∂2u3(x)

∂x2
2

+c1
∂2u3(x)

∂x2
3

=0, (2.1c)

subject to the boundary conditions

ui(x)= ūi(x), x∈Γu (Dirichlet boundary conditions), (2.2a)
ti(x)=σij(x)nj(x)= t̄i(x), x∈Γt (Neumann boundary conditions), (2.2b)

where c1=
2−2ν
1−2ν , c2=

1
1−2ν , ν denotes Poisson’s ratio, ti(x) are boundary tractions, nj(x) are

the outward unit normal vector, Γu and Γt comprise the whole boundary of the compu-
tational domain, σij(x) denote stresses, the barred quantities ūi and t̄i indicate the given
displacement and traction values specified on the boundary. Here and in the following,
the customary Einstein’s notation for summation over repeated subscripts is applied.

The kinematics of deformation is described by the linear strain tensor

ε ij(x)=
1
2

{
∂ui(x)

∂xj
+

∂uj(x)
∂xi

}
, (2.3)

where sufficiently small displacements and displacement gradients are assumed. The
stresses σij(x) are related to the strains ε ij(x) through Hooke’s law by

σij(x)=2G
(

ε ij(x)+
ν

1−2ν
εkk(x)δij

)
, (2.4)

where G stands for the shear modulus, δij is the well-known Kronecker delta. The bound-
ary tractions ti are then defined in terms of the stresses as follows

ti(x)=σij(x)nj(x). (2.5)

Employing indicial notation for the coordinates of points x and y, i.e., x=(x1,x2,x3) and
y=(y1,y2,y3), respectively, the Kelvin fundamental solutions for 3D elasticity problems
can be expressed as follows (see, e.g., [5, 42])

Uij(y,x)=
1

16πG(1−ν)r
[
(3−4ν)δij+r,ir,j

]
, i, j=1,2,3, (2.6)
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where
r=
√
(x1−y1)

2+(x2−y2)
2+(x3−y3)

2

denotes the Euclidean distance between points x and y, the comma denotes partial dif-
ferentiation with respect to the spatial coordinates, e.g., r,i = (yi−xi)/r. On taking into
account the kinematic relations (2.3), the Hooke’s law (2.4), and the definitions of the
components of the traction vector (2.5), the fundamental solutions for stresses Dijk(y,x)
and tractions Tij(y,x) can be expressed as

Dijk(y,x)=
1

8π(1−ν)r2

[
(1−2ν)

(
r,kδij−r,iδjk−r,jδik

)
−3r,ir,jr,k

]
, (2.7a)

Tij(y,x)=− 1
8π(1−ν)r2

[
(1−2ν)(r,inj(y)−r,jni(y))

+r,knk(y)((1−2ν)δij+3r,ir,j)
]
. (2.7b)

In the direct problem formulation, the knowledge of the displacements and tractions
are prescribed on boundaries Γu and Γt, respectively. If it is possible to measure both
displacements and tractions on a part of the boundary, say Γ1, then this leads to the
mathematical formulation of an inverse Cauchy problem consisting of equations (2.1a)-
(2.1c) and the following boundary conditions

ui(x)= ūi(x), ti(x)= t̄i(x), x∈Γ1. (2.8)

In the above formulation, it can be seen that the boundary Γ1 is over-specified, whilst the
remaining boundary, say Γ2, is under-specified since both the displacements and tractions
are unknown and have to be determined.

3 Singular boundary method: mathematical background and
numerical implementation

Similar to the MFS, the SBM also uses the fundamental solution as the basis function
of its interpolation. In contrast to the MFS, the SBM sidesteps the perplexing fictitious
boundary issue associated with the MFS by means of the introduction of origin intensity
factors, a numerical strategy that isolate the singularities of the fundamental solutions
and allows the coincidence of the source and collocation points.

The SBM interpolation for 3D elasticity problems can be expressed as [5]

ui(ym)=
N

∑
n=1
n 6=m

αn
j Uij(ym,xn)+αm

j Aij, ym∈Γu, (3.1a)

ti(ym)=
N

∑
n=1
n 6=m

αn
j Tij(ym,xn)+αm

j Bij, ym∈Γt, (3.1b)
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We first recall the following indirect BEM formulation in the form of a single-layer potential 

to represent the displacement field 

 \[{{u}_{i}}(y)=\int_{\Gamma }{{{a}_{j}}(x){{U}_{ij}}(y,x)}d{{\Gamma }_{x}},\] (15) 

where $y\in \bar{\Omega }=\Omega \bigcup \partial \Omega $ and \[{{a}_{j}}(x)\] denote 

Figure 1: The SBM interpolation matrix for 3D elasticity problems (the shadow areas indicate the origin intensity
factors).

where i, j= 1,2,3, {αn
j }N

n=1 represent the unknown coefficients to be calculated, ym∈ Ω̄=

Ω
⋃

∂Ω is the mth collocation (calculation) point, xn stands for the n-th source point,
which lies along the real boundary of the computational domain. In Eqs. (3.1a) and (3.1b),
Aij and Bij are defined as the origin intensity factors, i.e., the singular terms when point
x coincides with point y (the shadow areas shown in Fig. 1).

Observe that when points x and y coincide with each other, the term Aij have a weak
singularity of order (1/r) in 3D elastic problems, while Bij present a strong singular-
ity of order (1/r2). The key point in achieving the required accuracy and efficiency of
the SBM is the accurate evaluation of such singular terms. Quite recently, Gu and his
collaborators [5, 43] have provided efficient algorithms for the direct calculation of the
above-mentioned origin intensity factors. The methods can be successfully applied to 2D
and 3D SBM formulations, regardless of the specific class of problems being considered
and whatever the type and order of the singular terms encountered. For completeness,
the main results for 3D elastic problems are summarized hereafter.

We first recall the following indirect BEM formulation in the form of a single-layer
potential to represent the displacement field

ui(y)=
ˆ

Γ
aj(x)Uij(y,x)dΓx, (3.2)

where y∈ Ω̄=Ω
⋃

∂Ω and aj(x) denote unknown densities. According to singular-layer
potential theory, the displacement field (3.2) is continuous throughout the domain as well
as across the boundary. The surface tractions, however, undergo a discontinuity across
the boundary [44],

ti(y)= cij(y)aj(y)+
 

Γ
aj(x)Tij(y,x)dΓx, y→Γ, (3.3)

where cij(y) are the coefficients of the free terms, and cij = δij/2 for a smooth boundary.
The symbol

ffl
denotes the integration in the Cauchy principal value (CPV) sense [5].

Let Γm be the element containing the singular point y, then Eqs. (3.2) and (3.3) can be
split into, at the singular element Γm, as follows

ui(y)=
ˆ

Γ−Γm

aj(x)Uij(y,x)dΓx+

ˆ
Γm

aj(x)Uij(y,x)dΓx, (3.4a)
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Fig. 2 Nodal integration domain for three-dimensional problems. 
Figure 2: Nodal integration domain for three-dimensional problems.

ti(y)=
1
2

ai(y)+
ˆ

Γ−Γm

aj(x)Tij(y,x)dΓx+

 
Γm

aj(x)Tij(y,x)dΓx. (3.4b)

Considering a discretized approach of the above integral equations one gets

ui(ym)≈
N

∑
n=1
n 6=m

αn
j Uij(ym,xn)+αm

j
〈
Uij(ym,x)

〉
, (3.5a)

ti(ym)≈ 1
2

αm
i

Lm
+

N

∑
n=1
n 6=m

αn
j Tij(ym,xn)+αm

j
〈

Tij(ym,x)
〉

, (3.5b)

where ym ∈ ∂Ω is the mth collocation point, Lm denotes the area of Γm (see Fig. 2), 〈·〉
means the averaged value of the fundamental solutions over Γm, i.e.,〈

Uij(ym,x)
〉
=

1
Lm

ˆ
Γm

Uij(ym,x)dΓx, (3.6a)

〈
Tij(ym,x)

〉
=

1
Lm

Γm Tij(ym,x)dΓx, (3.6b)

where, as mentioned above, the kernels Uij(y,x) present a weak singularity of order
(1/r), while Tij(y,x) have a strong singularity of order (1/r2).

Algorithms related to the direct evaluation of weakly singular integrals (3.6a) are
widely available, see for example, [45, 46]. An accurate approximation to the singular
term (3.6b) is given by Gu et al. in [5],〈

Tij(ym,x)
〉

=

ˆ 2π

0

ˆ β(θ)

0

[
Fij(ρ,θ)−

fij(θ)J(η)
ρ

]
dρdθ+

ˆ 2π

0
fij(θ)J(η)ln[β(θ)A(θ)]dθ, (3.7)

where ρ and θ denote the local polar coordinate system, Fij(ρ,θ) and fij(θ) are functions
which consist of the fundamental solutions and the Jacobian of the transformation from
the boundary surface to local polar coordinate system. Details on the derivations of some
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of these formulas can be found in [5]. The numerical evaluation of the regular integral in
(3.7) can be easily accomplished by using the standard Gaussian quadrature formulae. In
order to make the SBM integration-free, we use the well-known Trapezoidal quadrature
formula in our computations.

Using the procedure described above, the following SBM formulation for boundary
tractions can be obtained

ti(ym)=
N

∑
n=1
n 6=m

αn
j Tij(ym,xn)+αm

j Bm
ij , (3.8)

where

Bm
ij =

1
Lm

(
δij

2
+
〈

Tij(ym,x)
〉)

(3.9)

is defined as the origin intensity factors for Neumann boundary conditions. Now, we can
develop a slight modification of the traditional MFS for 3D elasticity problems, which can
be summarized in the following steps:

Step 1 Distributing a number of N source points over the boundary.

Step 2 When point x is far away from point y, the corresponding terms of the coefficient
matrix are computed directly in a way similar to the MFS.

Step 3 When point x coincides with point y, set the singular term as the averaged value
of the fundamental solution over an auxiliary boundary which is defined by the
semi-length distance of the source points, see Eqs. (3.5a) and (3.5b).

For a well-posed boundary value problem, the unknown coefficients {αn
j }N

n=1 can be cal-
culated by collocating N observation points on the boundary conditions. In the inverse
Cauchy problems, if the total number of M collocation points are discretized on the whole
boundary in which the number of N points are chosen on the over-specified boundary
Γ1, then Eqs. (3.5a) and (3.5b) generate a system of 6N linear algebraic equations with 3M
unknowns

Ax=b, (3.10)

where A, x and b denote the SBM matrix, the unknown vector and the right-hand side
vector, respectively. The system of such linear algebraic equations, as illustrated in [7],
cannot be solved accurately by using the conventional Gaussian elimination method or
other methods designed for direct problems. Nevertheless, some regularization tech-
niques should be employed for their evaluation, which will be briefly presented in the
following section.
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Once all coefficients {αn
j }N

n=1 are computed, the displacements and stresses at any
point inside the domain can be obtained using the following strong-form formula

ui(y)=
N

∑
n=1

αn
j Uij(y,xn), (3.11a)

σij(y)=
N

∑
n=1

αn
k Dijk(y,xn), (3.11b)

where Uij and Dijk are fundamental solutions for displacements and stresses, as shown
in Eqs. (2.6) and (2.7a).

4 Regularization techniques for inverse problems

One widely used regularization technique for solving ill-conditioning problem is the
Tikhonov regularization method, which considers a minimum of the following function

fλ(x)=‖Ax−b‖2
2+λ2

∥∥∥L(i)x
∥∥∥2

2
, L(i)∈R(N−i)×N , i=0,1,2,··· , (4.1)

where λ is the regularization parameter, ‖·‖2 denotes the Euclidean norm, L(i) is a matrix
that defines a (semi) norm of solution vector in which the superscript (i) represents the
i-th derivative operator on L, for example, in the case of the first-order Tikhonov regular-
ization method the matrix L(i) is given by

L(1)=


−1 1 0 ··· 0
0 −1 1 ··· 0
...

...
...

. . .
...

0 0 ··· −1 1


(N−1)×N

. (4.2)

Solving ∇ fλ(x)=0 for x∈RN , we can obtain the Tikhonov regularized solution xλ of
the Eq. (4.1), which is given as the solution of the regularized equation

(ATA+λ2L(i)T
L(i))x=ATb. (4.3)

The performance of the Tikhonov method depends crucially on a suitable choice of the
regularization parameter λ. The L-curve criterion is frequently used. The L-curve is a
log-log plot of the norm of regularized solution (‖L(i)x‖2) versus the norm of the corre-
sponding residual norm (‖Ax−b‖2), i.e., as a curve(

log‖Ax−b‖2,log
∥∥∥L(i)x

∥∥∥
2

)
, (4.4)

parametrized by the regularization parameter. The horizontal part of the L-curve corre-
sponds to the index of how smooth the solution is treated, and the vertical part of the



A. X. Zhang et al. / Adv. Appl. Math. Mech., 10 (2018), pp. 1459-1477 1467

L-curve corresponds to the distance index between the predicted output and real out-
put. The corner point of L-curve is a compromise between the regularization errors due
to data smoothing and perturbation errors in measurements or other noise. Hence, the
L-curve is really a trade-off curve between two quantities that both should be controlled
and, according to the L-curve criterion, the optimal value of the regularization parameter
is chosen at the ”corner” of the L-curve, see [7].

5 Numerical results and discussions

In this section, three benchmark numerical examples associated with 3D elastic equations
are presented to verify the methodologies developed above. The effect of regularization
as well as the stability of the scheme with respect to the noise added into the data are
carefully investigated. For the ease of comparison and validation of the numerical results,
we considered the following analytical solutions

ui(x)= x1+x2+x3, i=1,2,3, (5.1)

for displacements, and

σ11(x)=σ22(x)=σ33(x)=
2G(1+ν)

1−2ν
, σ12(x)=σ13(x)=σ23(x)=2G, (5.2)

for stresses. The elasticity parameters are taken to be ν = 0.2 (Poisson’s ratio) and G =
13889 (shear modulus). In order to evaluate the performance of the numerical method,
an L2 error norm is defined as follows:

Global Error=
[ M

∑
k=1

[
Inumer(k)− Iexact(k)

]2]1/2/[ M

∑
k=1

[
Iexact(k)

]2]1/2

, (5.3)

where Inumerical(k) and Iexact(k) denote the numerical and analytical solutions at the kth
calculated point, respectively, M is the number of calculation points tested. In our test
cases, the simulated noisy data are generated using the following formula

b̃=b
(

1+rand× δ

100

)
, (5.4)

where b is the exact boundary data, rand is a random number and its range is−1≤rand≤
1, and δ stands for the level of noise. In our computations, the random variable rand was
realized using the Matlab function ”rand”.

Unless otherwise specified, the measure of the accessible (or over-specified) boundary
is defined as Γ1=BL×Γ in which

BL=
measure(Γ1)

measure(Γ)
, BL∈ (0,1], (5.5)

denotes the ratio parameter of the accessible boundary.
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5.1 Test problem 1: problem with a piecewise geometry

As a first example let us consider the solution of the Navier equations in a domain with
a piecewise smooth geometry Ω = (−0.5,0.5)3\[−0.5,0]3, as shown in Fig. 3. To solve
the problem numerically, M = 480 evenly distributed source points are chosen on the
boundary. In this example the upper surface S6={ (x1,x2,x3)|x3=0.5} and the right-hand
side surface S1={ (x1,x2,x3)|x2=0.5} are under-specified where both the displacements
and tractions are unknown and have to be determined.

Before presenting the numerical results obtained using regularization methods, it is
interesting to investigate the necessity for employing such regularization technique when
solving an ill-posed Cauchy problem. To do this, we illustrate the displacement results
obtained on the under-specified surface S6={ (x1,x2,x3)|x3=0.5} using 2% noisy Cauchy
data. We found that, similar to the results illustrated in [47], the displacement results are
highly inaccurate and divergent, with the relative error is larger than 105. Thus, the
SBM, without employing the regularization technique, could not yield accurate results
for noisy data.

Figs. 4(a)-(d) illustrate the analytical (solid lines) and the numerical results
(dashed lines) for the displacements u1 obtained on the under-specified surface S6 =
{ (x1,x2,x3)|x3=0.5}, using various levels of noise added into the input data. It can be
seen that the numerical results retrieved for displacements are in good agreement with
their corresponding analytical solutions, even with a relatively large amount of noise
(3%). It can be observed that, as expected, the numerical solutions converge to their cor-
responding analytical solutions as the amount of noise decreases. It can be conclude that
the numerical solutions retrieved for this 3D case are stable and accurate. Although not
presented here, it should be noted that analogous results have been obtained for the other
components of the displacement vectors on both the two under-specified boundaries.
The value of regularization parameter for 3% noise, as shown in Eq. (4.1), is λ=0.018.

Moreover, a similar conclusion can be drawn from Figs. 5(a)-(d) which present
the numerical results retrieved for tractions t1 on the under-specified surface S6 =
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Figure 3: Solution of the Navier equations in a domain with a piecewise smooth geometry.
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Figs. 4(a)-4(d) illustrate the analytical (solid lines) and the numerical results (dashed lines) for 

the displacements ${{u}_{1}}$ obtained on the under-specified surface ${{S}_{6}}=\left\{ \left. 

({{x}_{1}},{{x}_{2}},{{x}_{3}}) \right|{{x}_{3}}=0.5 \right\}$, using various levels of noise 

added into the input data. It can be seen that the numerical results retrieved for displacements are in 

good agreement with their corresponding analytical solutions, even with a relatively large amount 

of noise ($3%$). It can be observed that, as expected, the numerical solutions converge to their 

(a) (b) 

(c) (d) 

Fig. 4 Numerical displacements  retrieved on the under-specified boundary, with (a) 0% noisy, 

(b) 1% noisy, (c) 2% noisy, and (d) 3% noisy added into the input data. Figure 4: Numerical displacements u1 retrieved on the under-specified boundary, with (a) 0% noisy, (b) 1%
noisy, (c) 2% noisy, and (d) 3% noisy added into the input data.

{ (x1,x2,x3)|x3=0.5}, using various levels of noise added into the input data. Similar re-
sults have been obtained for other components of traction vectors, as well as for stresses
in the cases with other combinations of boundary conditions. Hence the SBM, in conjunc-
tion with the Tikhonov regularization technique, provides stable numerical solutions to
the inverse Cauchy problems governed by 3D elastic equations.

5.2 Test problem 2: a classical mechanical component

Next, we consider the stress analysis in a classical mechanical component, as shown in
Fig. 6(a). The principal dimension of the tool is 2m in length, 1.2m in width, and 1m in
height. For the numerical implementation, a total number of 1860 nodes are discretized
on the whole surface of the computational domain. The SBM nodes here are created by
uisng the CAE software Hypermesh, as shown in Fig. 6(b). In this example, the left-hand
surface of the computational domain is under-specified where both the displacements
and tractions are unknown and have to be determined.

Fig. 7 shows the relative error curves of the calculated displacements and tractions
retrieved on the whole surface of the computational domain, with respect to the length
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corresponding analytical solutions as the amount of noise decreases. It can be conclude that the 

numerical solutions retrieved for this 3D case are stable and accurate. Although not presented here, 

it should be noted that analogous results have been obtained for the other components of the 

displacement vectors on both the two under-specified boundaries. The value of regularization 

parameter for 3% noise, as shown in equation (29), is $\lambda =0.018$. 

 

Moreover, a similar conclusion can be drawn from Figs. 5(a)-5(d) which present the numerical 

results retrieved for tractions ${{t}_{1}}$ on the under-specified surface ${{S}_{6}}=\left\{ \left. 

 (a) 
(b) 

(c) (d) 

Fig. 5 Error distribution for tractions  retrieved on the under-specified boundary, with (a) 0% 

noisy, (b) 1% noisy, (c) 2% noisy, and (d) 3% noisy added into the input data. Figure 5: Error distribution for tractions t1 retrieved on the under-specified boundary, with (a) 0% noisy, (b)
1% noisy, (c) 2% noisy, and (d) 3% noisy added into the input data.
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Fig. 6 Geometry of the problem (a), and the configuration of the SBM nodes distribution (b). 

(a) (b) 

Figure 6: Geometry of the problem (a), and the configuration of the SBM nodes distribution (b).

of the accessible boundary. It can be seen from this figure that the numerical results,
both for displacements and tractions, agree quite well with their corresponding analytical
solutions, and as expected, the accuracy of the numerical results improves significantly
as the length of the accessible boundary increases, i.e., BL increases.

Fig. 8 illustrates the L-curves for Tikhonov regularization techniques, with BL= 0.8
and 1% noise added into the data. The L-curve is a log-log plot of the norm of regularized
solution versus the norm of the corresponding residual norm, as illustrated in Eq. (4.4).
The corner point of L-curve is a compromise between the regularization errors due to
data smoothing and perturbation errors in measurements or other noise. According to
the L-curve criterion, the optimal value of the regularization parameter is chosen at the
”corner” of the L-curve.
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Fig. 7 shows the relative error curves of the calculated displacements and tractions retrieved on 

the whole surface of the computational domain, with respect to the length of the accessible 

boundary. It can be seen from this figure that the numerical results, both for displacements and 

tractions, agree quite well with their corresponding analytical solutions, and as expected, the 

accuracy of the numerical results improves significantly as the length of the accessible boundary 

increases, i.e. BL increases.  

 

 
Fig. 8 L-curves for Tikhonov regularization technique, with BL=0.85 and 1% noise added into the data. 

 

Fig. 7 Relative error curves of the computed displacements and tractions with respect to the 
length of the accessible boundary BL. 
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Figure 7: Relative error curves of the computed displacements and tractions with respect to the length of the
accessible boundary BL.
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Figure 8: L-curves for Tikhonov regularization technique, with BL=0.85 and 1% noise added into the data.

To illustrate the convergence of the proposed method, Figs. 9(a)-(d) displays the rela-
tive error surface of displacements u1 retrieved on the whole surface of the computational
domain as functions of different number of SBM nodes. It can be seen that the present
SBM is stable, accurate, and rapidly convergent as the number of nodes increases. It is
also observed that the SBM results with only 826 nodes are quite accurate for this 3D
case. The size of resulting system of linear algebraic equations is quite small. Although
not presented here, it should be noted that analogous results have been obtained for other
components of the displacement and traction vectors, as well as for displacements and
stresses in the cases with other combinations of boundary conditions.

5.3 Test problem 3: inverse Cauchy in an airplane

Finally, the inverse Cauchy problem in an airplane is considered. The geometry of the
problem is shown in Fig. 10 with dimension 33.2m in length, 25.5m in width, and 7.1m in
height. For the numerical implementation, a total number of 26584 irregularly distributed
nodes, as shown in Fig. 11, are discretized on the whole surface of the computational
domain.

Figs. 12 and 13 respectively plot the exact and numerical solutions for displacements
u1(x) retrieved on the whole surface of the airplane. The numerical displacements here
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Fig. 8 illustrates the L-curves for Tikhonov regularization techniques, with BL=0.8 and 1% 

noise added into the data. The L-curve is a log-log plot of the norm of regularized solution versus 

the norm of the corresponding residual norm, as illustrated in equation (32). The corner point of 

L-curve is a compromise between the regularization errors due to data smoothing and perturbation 

errors in measurements or other noise. According to the L-curve criterion, the optimal value of the 

regularization parameter is chosen at the “corner” of the L-curve.  

To illustrate the convergence of the proposed method, Figs. 9(a)-9(d) displays the relative error 

surface of displacements ${{u}_{1}}$ retrieved on the whole surface of the computational domain 

as functions of different number of SBM nodes. It can be seen that the present SBM is stable, 

accurate, and rapidly convergent as the number of nodes increases. It is also observed that the SBM 

results with only 826 nodes are quite accurate for this 3D case. The size of resulting system of 

linear algebraic equations is quite small. Although not presented here, it should be noted that 

analogous results have been obtained for other components of the displacement and traction vectors, 

as well as for displacements and stresses in the cases with other combinations of boundary 

conditions. 
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5.3. Test problem 3: inverse Cauchy in an airplane 

Finally, the inverse Cauchy problem in an airplane is considered. The geometry of the problem 

is shown in Fig. 10 with dimension 33.2 m in length, 25.5 m in width, and 7.1 m in height. For the 

numerical implementation, a total number of 26584 irregularly distributed nodes, as shown in Fig. 

11, are discretized on the whole surface of the computational domain.  

 

 

 

(d) 3258M   boundary nodes 

Fig. 9 The error distribution for displacements 1u  retrieved on the whole surface of the computational domain 

with $BL=0.7$, where the SBM nodes are 826 for (a), 1320 for (b), 2136 for (c), and 3258 for (d).  

Fig. 10 The sketch of an airplane. 

(c) 2136M   boundary nodes 

Figure 9: The error distribution for displacements u1 retrieved on the whole surface of the computational domain
with BL=0.7, where the SBM nodes are 826 for (a), 1320 for (b), 2136 for (c), and 3258 for (d).
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Fig. 10 The sketch of an airplane. 

(c) 2136M   boundary nodes 

Figure 10: The sketch of an airplane.

are calculated with 2% noise added into the input data and BL=0.7. As can be seen from
these figures, the displacement results predicted by using the proposed scheme are in
quite good agreement with the analytical solution. The value of regularization parameter
for this 3D model, as shown in Eq. (4.1), is λ=0.026.

Although not presented, it is reported that numerous other numerical experiments
have been performed and analogous conclusions have been drawn. Overall, it can be
concluded that the SBM, in conjunction with the first-order Tikhonov regularization tech-
nique and the L-curve criterion, is accurate and stable with respect to decreasing the
amount of noise added into the input data and convergent with respect to increasing
the number of boundary nodes. In comparison with existing methods for solving nu-
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Figs. 12 and 13 respectively plot the exact and numerical solutions for displacements 

${{u}_{1}}(x)$ retrieved on the whole surface of the airplane. The numerical displacements here 

are calculated with 2% noise added into the input data and $BL=0.7$. As can be seen from these 

figures, the displacement results predicted by using the proposed scheme are in quite good 

agreement with the analytical solution. The value of regularization parameter for this 3D model, as 

shown in equation (29), is $\lambda =0.026$. 

Although not presented, it is reported that numerous other numerical experiments have been 

performed and analogous conclusions have been drawn. Overall, it can be concluded that the SBM, 

in conjunction with the first-order Tikhonov regularization technique and the L-curve criterion, is 

accurate and stable with respect to decreasing the amount of noise added into the input data and 

convergent with respect to increasing the number of boundary nodes. In comparison with existing 

methods for solving numerically inverse Cauchy problems in 3D elastostatics, the proposed scheme 

Fig. 11 Configuration of the SBM nodes distribution for the airplane. 

Figure 11: Configuration of the SBM nodes distribution for the airplane.
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could be considered as a competitive alternative. 

 

 

 

 

 

 

6. Concluding remarks 

This study documents the first attempt to apply the SBM for the efficient and accurate 

solutions of inverse Cauchy problems in 3D linear elasticity. The resulting ill-conditioned system of 

linear algebraic equations has been regularized by using the Tiknonov regularization technique, 

Fig. 13 The numerical displacements 1u  retrieved on the whole surface of the airplane, with 

0.7BL   and 2% noise added into the input data. 

Fig. 12 The analytical solution profile of the displacements 1u  on the surface of the airplane. 
Figure 12: The analytical solution profile of the displacements u1 on the surface of the airplane.

 26 / 31 
 

could be considered as a competitive alternative. 

 

 

 

 

 

 

6. Concluding remarks 

This study documents the first attempt to apply the SBM for the efficient and accurate 

solutions of inverse Cauchy problems in 3D linear elasticity. The resulting ill-conditioned system of 

linear algebraic equations has been regularized by using the Tiknonov regularization technique, 

Fig. 13 The numerical displacements 1u  retrieved on the whole surface of the airplane, with 

0.7BL   and 2% noise added into the input data. 

Fig. 12 The analytical solution profile of the displacements 1u  on the surface of the airplane. 

Figure 13: The numerical displacements u1 retrieved on the whole surface of the airplane, with BL=0.7 and
2% noise added into the input data.

merically inverse Cauchy problems in 3D elastostatics, the proposed scheme could be
considered as a competitive alternative.

6 Concluding remarks

This study documents the first attempt to apply the SBM for the efficient and accurate so-
lutions of inverse Cauchy problems in 3D linear elasticity. The resulting ill-conditioned
system of linear algebraic equations has been regularized by using the Tiknonov reg-
ularization technique, while the optimal regularization parameter was determined by
the L-curve criterion. Three benchmark 3D elasticity problems clearly demonstrate the
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stability and accuracy of the proposed SBM scheme. Further analyses and optimized im-
plementation are required in order to fully explore the efficiency and accuracy of the new
methods. These include the detailed convergence order analyses of the methods, opti-
mized strategies for adaptive mesh refinements, as well as the optimal choice of many
different parameters. Results along these lines will be presented in the future.

It is noted that the proposed SBM, similar to the BEM, has many inherent shortcom-
ings compared with the powerful FEM. For example, the method cannot be used for
problems whose fundamental solution is either not known or cannot be determined. The
method is also not applicable to nonlinear problems for which the principle of superposi-
tion does not hold. In such case, a SBM model procedures domain integrals, which may
spoil the pure boundary character of the method.

Finally, it must be pointed out that the proposed SBM to 3D elasticity problems should
be considered as a complement to the FEM in the structural analysis. For structures that
can be identified clearly as shells or bulky solids, the FEM should be used because of the
widely available automatic meshing capabilities in the various FEM packages. For 3D
structures where the solid models are difficult to obtain, the proposed schedule can be
used as an alternative, especially when high accuracy is desired, as in benchmarks.
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