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Abstract. In this paper, based on the imaginary time gradient flow model in the den-
sity functional theory, a scalar auxiliary variable (SAV) method is developed for the
ground state calculation of a given electronic structure system. To handle the orthonor-
mality constraint on those wave functions, two kinds of penalty terms are introduced
in designing the modified energy functional in SAV, i.e., one for the norm preserving of
each wave function, another for the orthogonality between each pair of different wave
functions. A numerical method consisting of a designed scheme and a linear finite el-
ement method is used for the discretization. Theoretically, the desired unconditional
decay of modified energy can be obtained from our method, while computationally,
both the original energy and modified energy decay behaviors can be observed suc-
cessfully from a number of numerical experiments. More importantly, numerical re-
sults show that the orthonormality among those wave functions can be automatically
preserved, without explicitly preserving orthogonalization operations. This implies
the potential of our method in large-scale simulations in density functional theory.

AMS subject classifications: 65N30, 37M05
Key words: Density functional theory, gradient flow, scalar auxiliary variable, unconditional en-
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1 Introduction

The Kohn-Sham density functional theory (KSDFT) [13] is one of the most successful ap-
proximation models of the many-body Schrödinger equation. Thanks to the Hohenberg-
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Kohn theorem, the ground state electron density is used as a fundamental variable to
describe the many-body problem. This is a huge reduction on the dimensionality since
the ground state electron density is a three dimensional variable while the wave func-
tion in the original many-body system is a 3N dimensional one. However, it is still very
challenging to develop efficient numerical methods for the KSDFT, due to the singularity
from the external potential, the orthonormality constraint for those wave functions, etc.
Besides the popular self-consistent field iteration [22,23], minimizing total energy [10,26]
is an alternative approach for the ground state calculation. In this direction, the gra-
dient flow method is a competitive method due to its feature on energy dissipation, in
which there have been many pioneer works on developing numerical methods [19,27,30].
Among all these methods, the emerging scalar auxiliary variable (SAV) method has been
attracting more and more attention since its excellent performance in the simulation.

The SAV method has been proposed in [32, 33] for solving the Allen-Cahn and Cahn-
Hilliard equations. The main idea of SAV [25] is to introduce a scalar auxiliary variable
which is a square root function to reformulate a gradient flow model into an equivalent
form. For the reformulated system, it is easy to construct a linear scheme with uncondi-
tional energy stability, which in turn solves the original model. The original SAV method
has the following remarkable features [17]: i) At each time step, only decoupled, linear
systems with constant coefficients need to be solved (efficiency); ii) The first- and second-
order SAV schemes are unconditionally energy stable (stability); iii) The form of nonlin-
ear part of total energy is not restricted, so it applies to a large class of gradient flows
(flexibility). Due to the above advantages, several works have been completed based on
this method. The convergence and error analysis of the SAV method for gradient flow
have been developed in [31]. The high-order scalar auxiliary variable (HSAV) method
was presented in [16], and it has been shown that the newly proposed schemes could be
reached in arbitrarily high order in time. In [7], the generalized scalar auxiliary variable
method (G-SAV) was proposed where the definition form of the auxiliary variable was
extended. More variants of the SAV method for solving Allen-Cahn type equations can
be found in [20, 21].

By using the method mentioned above, the SAV method has already been widely used
in variable problems. In [29], a second order SAV Crank-Nicolson (SAV-CN) scheme was
adopted to solve the Peng-Robinson EOS problem. In [1], a second order SAV pseudo-
spectral scheme was proposed to handle the dynamics of general nonlinear Schrödinger/
Gross-Pitaevskii equations. In [12], an SAV-Gauss collocation finite element method was
used to study nonlinear Schrödinger equation. In [8], a second order SAV modified
Crank-Nicolson scheme was proposed and analyzed for the epitaxial thin film growth
model. Recently, in [35], a modified SAV scheme was constructed to solve the ground
state solutions of one- and multi-component Bose-Einstein Condensates (BECs). It is
mentioned that there is a norm preserving constraint in the problem, which is removed
by the authors by introducing a penalty term in the expression of total energy. With
this strategy, the unconditional decay of the modified total energy can be obtained both
theoretically and numerically, while the norm constraint can be satisfied automatically.
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It is known that in solving the original imaginary time gradient flow model in DFT,
there is an orthogonality constraint for wave functions. It is this constraint which brings a
nontrivial challenge for developing efficient numerical methods. There have been many
pioneer works towards removing the orthogonalization from the algorithm, please refer
to [9,10,14,15]. Following the idea in [35], it could be feasible to handle the orthonormal-
ity constraint in the Kohn-Sham equation by introducing penalty terms, which motivates
our work in this paper. However, to our best knowledge, there is few related work to-
wards this direction.

In this paper, an SAV method for the ground state calculation of a given electronic
structure system will be proposed and analyzed. Following the idea in [35], we write a
modified Kohn-Sham energy functional in which two kinds of penalty terms are adopted
to handle the orthonormality constraint of wave functions. And the corresponding imag-
inary time gradient flow model is reformulated by introducing three kinds of scalar aux-
iliary variables, i.e., one for the nonlinear energy functional, one for the norm constraint
of each wave function and the last one for the orthogonality between each pair of differ-
ent wave functions. We design a scheme for the temporal discretization and prove the
scheme enjoys the unconditional energy stability property. It is worth pointing out that,
different from the previous works, we find some relaxation on the conditions to guar-
antee the energy decay property. Together with a spatial discretization method, a full
discretization scheme is established. To describe the external potential in total energy, we
adopt the h−adaptive method, which is a successful method to describe the singularity
with fewer mesh grids and widely used in variable problems [2, 4, 5, 24, 34]. Local den-
sity approximation (LDA) is used to handle exchange-correlation potential. To give the
boundary values of Hartree potential, multipole expansion approximation is employed.
The convergence and effectiveness of our method are demonstrated by several numerical
experiments. It is worth mentioning that the orthonormality relationships among wave
functions can be automatically preserved by our method, without explicitly preserving
orthogonalization operations.

The rest of this paper is organized as follows. In the next section, firstly we intro-
duce the Kohn-Sham energy functional, then an imaginary time gradient flow model
is presented. In Section 3, a modified Kohn-Sham energy functional with some penalty
terms is presented, as well as the SAV reformulation of the corresponding imaginary time
gradient flow. Then the full discretization scheme is established. In Section 4, some nu-
merical experiments are presented to validate the effectiveness of the proposed scheme.
The conclusion is given in the last section, as well as future work.

2 The imaginary time gradient flow model

In this section, we introduce the original Kohn-Sham energy functional, then the corre-
sponding imaginary time gradient flow model is presented. Below we start from the
original Kohn-Sham energy functional.
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Let Ω⊂R3. We consider a molecular system consisting of M nuclei with charges
{Z1,Z2,··· ,ZM} and locations {R1,R2,··· ,RM}, respectively, and Nele electrons. The gen-
eral Kohn-Sham energy functional takes the form,

E(Φ)=
∫

Ω

(
1
2

N

∑
i=1

fi|∇φi(r)|2+Vext(r)ρ(r)

)
dr+EHar(ρ)+Exc(ρ) (2.1)

for Φ=(φ1,φ2,··· ,φN). Here N is the number of Kohn-Sham orbits, N = Nele/2 if Nele is
even; N=(Nele+1)/2, if Nele is odd. fi is the occupation of orbital i. ρ(r) is the electronic
density defined by

ρ(r)=
N

∑
i=1

fi|φi(r)|2.

Vext(r) is the Coulomb potential defined by

Vext(r)=−
M

∑
k=1

Zk/|r−Rk|.

The third term of (2.1) is Hartree energy

EHar(ρ)=
1
2

(∫
Ω

∫
Ω

ρ(r)ρ(r′)/|r−r′|dr′dr
)

.

Its functional derivative with respect to ρ is Hartree potential defined by

VHar(r)=δEHar/δρ(r)=
∫

Ω
ρ(r′)/|r−r′|dr′.

Exc(ρ) is exchange-correlation energy and its functional derivate with respect to ρ is
exchange-correlation potential defined by

Vxc(r)=δExc/δρ(r),

to which some approximations should be applied, such as LDA, GGA [13], etc. Actually,
the total energy also has a nucleus-nucleus interaction Enn defined by

Enn =
M

∑
I=1

M

∑
J>I

ZI ZJ/|RI−RJ |.

It can be observed that with fixed configuration of the position, the one is a constant,
which will not affect our analysis. The ground state can be reached by minimizing the
above energy. The minimization problem can be written as

Min E(Φ)= Min
(∫

Ω

(1
2

N

∑
i=1

fi|∇φi(r)|2+Vext(r)ρ(r)
)

dr+EHar(ρ)+Exc(ρ)
)

,

s.t.
∫

Ω
φi(r)φj(r)=δij,

(2.2)
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where 1≤ i, j≤N and δij is the Kronecker Delta symbol. Assume the total energy func-
tional (2.1) is bounded below. A gradient flow model which satisfies energy decay in the
direction of steepest descent of energy is a method to solve the minimization problem
(2.2). The general form of the gradient flow is given by

∂φi(r,t)
∂t

=− δE(Φ)

δφi(r,t)
= fi∆φi(r,t)−VKS(r,t)

δρ

δφi(r,t)
, r∈Ω, t>0,∫

Ω
φi(r,t)φj(r,t)dr=δij, t≥0,

(2.3)

where
VKS(r,t)=Vext(r)+VHar(r,t)+Vxc(r,t)

and 1≤ i, j≤ N. The above model can also be derived by using imaginary time in the
time-dependent Kohn-Sham equation, the detailed derivation is similar to [3]. It is noted
that due to orthonormality constraint, iterations based on the above model should be
carefully handled. In the next section, we will propose a numerical scheme based on the
SAV method to deal with orthonormality constraint. For simplicity, we use φ to represent
the φ(r,t) in the following analysis.

3 A numerical scheme based on SAV method and evaluation of
potentials

In this section, to handle the orthonormality constraint, we present a modified Kohn-
Sham energy functional with two kinds of penalty terms. Then we reformulate the corre-
sponding imaginary time gradient flow into an equivalent form by introducing three
kinds of auxiliary variables. For the equivalent form, a designed scheme is adopted
for temporal discretization and the finite element method is used for spatial discretiza-
tion, respectively. Due to the singularity from the external potential, the h-adaptive
mesh method is adopted to save computation resources. The evaluation of Hartree and
exchange-correlation potentials is also presented.

3.1 A numerical scheme based on SAV method

It is noted that in [35], the norm constraint was removed by introducing some penalty
terms in the total energy. In our work, we try to check this idea still works for orthogo-
nality constraint. Define a linear operator

L : Lφi =− fi∆φi+Vext(r)δρ/δφi for 1≤ i≤N,

and denote the nonlinear energy functional as∫
Ω

F(ρ)dr=Exc(ρ)+Ehar(ρ).
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We write a modified Kohn-Sham total energy functional with two kinds of penalty terms
as follows

Ê(Φ)=
1
2

N

∑
i=1

(φi,Lφi)+
∫

Ω
F(ρ)dr+

1
4ε

N

∑
i=1

(∫
Ω
|φi|2dr−1

)2
+

1
2ε

N

∑
i=1

N

∑
j=i+1

(∫
Ω

φiφjdr
)2

, (3.1)

where ε�1 and the corresponding gradient flow takes the form

∂φi

∂t
=−δÊ(Φ)

δφi
=−Lφi−F′(ρ)

δρ

δφi
− 1

ε

(∫
Ω
|φi|2dr−1

)
φi−

1
ε

N

∑
j=1
j 6=i

(∫
Ω

φiφjdr
)

φj, (3.2)

where 1≤ i≤ N. Assume
∫

Ω F(ρ)dr is bounded from below. To reformulate (3.2), we
introduce the following three kinds of scalar auxiliary variables:

u=
√∫

Ω
F(ρ)dr+C0(C0≥0),

vii =
∫

Ω
|φi|2dr−1, vij =

∫
Ω

φiφjdr,
(3.3)

here 1≤ i< j≤N. Then (3.2) can be rewritten as

∂φi

∂t
=−

Lφi+2u
δu
δφi

+
1
2ε

vii
δvii

δφi
+

1
ε

N

∑
j=1
j 6=i

vij
δvij

δφi

, 1≤ i≤N,

∂u
∂t

=
N

∑
i=1

∫
Ω

δu
δφi

∂φi

∂t
dr, 1≤ i≤N,

∂vii

∂t
=
∫

Ω

δvii

δφi

∂φi

∂t
dr, 1≤ i≤N,

∂vij

∂t
=
∫

Ω

(δvij

δφi

∂φi

∂t
+

δvij

δφj

∂φj

∂t

)
dr, 1≤ i< j≤N,

(3.4)

here 
δu
δφi

=
1

2
√∫

Ω F(ρ)dr+C0

δ
∫

Ω F(ρ)dr
δρ

δρ

δφi
, 1≤ i≤N,

δvii

δφi
=2φi,

δvij

δφi
=φj,

δvij

δφj
=φi, 1≤ i< j≤N.

(3.5)

Compared with the scheme (2.3), it is noticed that our scheme (3.4) does not have any
orthonormality constraint at each time step. Therefore, it is easy to implement.
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For temporal discretization, we design the following scheme:

φn+1
i −φn

i
∆t

=−
Lφn+1

i +Lφn
i

2
−
(
un+1+un) δu

δφi

(
φn

i
)
− 1

4ε

(
vn+1

ii +vn
ii

) δvii

δφi

(
φn

i
)

− 1
2ε

N

∑
j=1
j 6=i

(
vn+1

ij +vn
ij

) δvij

δφi
(φn

i ), 1≤ i≤N,

un+1−un

∆t
=

N

∑
i=1

∫
Ω

δu
δφi

(φn
i )

φn+1
i −φn

i
∆t

dr, 1≤ i≤N,

vn+1
ii −vn

ii
∆t

=
∫

Ω

δvii

δφi
(φn

i )
φn+1

i −φn
i

∆t
dr, 1≤ i≤N,

vn+1
ij −vn

ij

∆t
=
∫

Ω

(
δvij

δφi
(φn

i )
φn+1

i −φn
i

∆t
+

δvij

δφj

(
φn

j

) φn+1
j −φn

j

∆t

)
dr, 1≤ i< j≤N.

(3.6)

Remark 3.1. To preserve the orthonormality, we need sufficiently small ε. The conclusion
is confirmed in our numerical experiments.

Next we show that with the designed scheme given above, the energy decay property
can be preserved well, demonstrated by the following theorem.

Theorem 3.1. The scheme (3.6) is unconditionally energy stable in the sense that

Ẽ
(

Φn+1,un+1,vn+1
ii ,vn+1

ij

)
− Ẽ

(
Φn,un,vn

ii,v
n
ij

)
=− 1

∆t

N

∑
i=1

∥∥∥φn+1
i −φn

i

∥∥∥2
, (3.7)

where Ẽ(Φ,u,vii,vij) is the modified energy, which is defined as

Ẽ(Φ,u,vii,vij)=
1
2

N

∑
i=1

(Lφi,φi)+u2+
1
4ε

N

∑
i=1

v2
ii+

1
2ε

N

∑
i=1

N

∑
j=i+1

v2
ij. (3.8)

Proof. Firstly, taking the inner product of the first equation of (3.6) with −(φn+1
i −φn

i ),
and summing over i, and then multiplying the second equation, the third equation and
the fourth equation with un+1+un, vn+1

ii +vn
ii and vn+1

ij +vn
ij, for 1≤ i< j≤N, respectively,

finally we obtain the following:

− 1
∆t

N

∑
i=1

∥∥∥φn+1
i −φn

i

∥∥∥2
=

1
2

N

∑
i=1

(
Lφn+1

i +Lφn
i ,φn+1

i −φn
i

)
+
(
(un+1)2−(un)2

)
+

1
4ε

N

∑
i=1

(
(vn+1

ii )2−(vn
ii)

2
)
+

1
2ε

N

∑
i=1

N

∑
j=i+1

(
(vn+1

ij )2−(vn
ij)

2
)

. (3.9)

Expanding the left hand side of (3.7) by (3.8), then the conclusion can be obtained imme-
diately.
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Remark 3.2. In the previous literatures [32,33,35], it is required that the linear operator L
is positive definite to preserve the energy decay property, but in our work, the restriction
can be removed.

As we discussed in the introduction, the scheme (3.6) can be efficiently solved. Denote

φ̄=(φ1,φ2,··· ,φN)
T, v̄=(v11,v22,··· ,vNN)

T

and
w̄=(v12,··· ,v1N ,v23,v24,,··· ,v2N ,··· ,vN−1,N)

T,

respectively. The matrix form of (3.6) can be rewritten as

(
I+

∆t
2
L
)

φ̄
∗ ∗ ∗

∗ 1 0 0
∗ 0 Iv̄ 0
∗ 0 0 Iw̄




φ̄n+1

un+1

v̄n+1

w̄n+1

= b̄n, (3.10)

where Ix is the identity operator that depends on the size of the variable x. ∗ are the
terms with non-constant coefficients. b̄n represents the terms from the previous time
steps. With the help of block Gaussian elimination method,

(
un+1,v̄n+1,w̄n+1)T can be

solved first, which requires solving several times systems of the following form(
I+

∆t
2
L
)

ψ=h(x). (3.11)

With (un+1,v̄n+1,w̄n+1)T known, then we can obtain φ̄n+1 by solving several systems in
the above form. Below is a remark.

Remark 3.3. Due to the penalized energy, we do not need to deal with the orthonormality
condition at each time step.

To give a fully discretized scheme, we consider the finite element method for spatial
discretization. Assume the computational domain Ω is bounded and (·,·) be the inner
product in L2(Ω). For the domain Ω, we have a tetrahedron mesh T which completely
covers the domain Ω. The mesh T consists of a set of nonoverlapped tetrahedron ele-
ments, i.e., T = {Tk}Ntet

k=1, where Ntet is the total number of the tetrahedron elements in
the mesh T . We define the finite element (Tk,P1,N ), where P1 is the set of all first order
polynomials in three variables, andN is the set of nodal variables. With above notations,
we define

Vh ={v∈C(Ω) : v is linear in Tk for each Tk∈T , v=0 on ∂Ω}.
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Let {W1,W2,··· ,WNbasis} be the basis functions of the linear Lagrange element space Vh⊂
H1

0(Ω) associated with the mesh T and

φi =
Nbasis

∑
k=1

ϕi,kWk, i=1,··· ,N. (3.12)

Let superscript n denote the representation of the corresponding term at time t=n∆t.
We obtain the following full discretization of problem (3.4): Given ϕn

i,k, find ϕn+1
i,k ∈Vh

such that[Nbasis

∑
k=1

(Wk,Wm)+
∆t
2

fi

(Nbasis

∑
k=1

(∇Wk,∇Wm)+
Nbasis

∑
k=1

(Vext(r)Wk,Wm)
)]

ϕn+1
i,k

+∆tun+1
( δu

δφi
(φn

i ),Wm

)
+

∆t
4ε

vn+1
ii

(δvii

δφi
(φn

i ),Wm

)
+

N

∑
j 6=i

∆t
2ε

vn+1
ij

(δvij

δφi
(φn

i ),Wm

)
=
[Nbasis

∑
k=1

(Wk,Wm)−
∆t
2

fi

(Nbasis

∑
k=1

(∇Wk,∇Wm)+
Nbasis

∑
k=1

(Vext(r)Wk,Wm)
)]

ϕn
i,k

−∆tun
( δu

δϕi
(φn

i ),Wm

)
−∆t

4ε
vn

ii

(δvii

δϕi
(φn

i ),Wm

)
−

N

∑
j 6=i

∆t
2ε

vn
ij

(δvij

δϕi
(φn

i ),Wm

)
, (3.13a)

un+1−
Nbasis

∑
k=1

( δu
δφi

(φn
i ),Wk

)
ϕn+1

i,k =un−
Nbasis

∑
k=1

( δu
δφi

(φn
i ),Wk

)
ϕn

i,k, (3.13b)

vn+1
ii −

Nbasis

∑
k=1

(δvii

δφi
(φn

i ),Wk

)
ϕn+1

i,k =vn
ii−

Nbasis

∑
k=1

(δvii

δφi
(φn

i ),Wk

)
ϕn

i,k, (3.13c)

vn+1
ij −

Nbasis

∑
k=1

(δvij

δφi
(φn

i ),Wk

)
ϕn+1

i,k −
Nbasis

∑
k=1

(δvij

δφj
(φn

j ),Wk

)
ϕn+1

j,k

=vn
ij−

Nbasis

∑
k=1

(δvij

δφi
(φn

i ),Wk

)
ϕn

i,k−
Nbasis

∑
k=1

(δvij

δφj
(φn

j ),Wk

)
ϕn

j,k, (3.13d)

where m=1,2,··· ,Nbasis.

3.2 Evaluation of potentials

In this subsection, we present the evaluation of three potentials, which are used to com-
pute the operatorL and the scalar auxiliary variable u in scheme (3.6), respectively. Below
we introduce the external potential first.

Notice that there exists singularity from the external potential Vext(r), therefore, the
adaptive mesh is a good choice for a quality description of it. In our work, we choose
the h-adaptive finite element method. The general process of adaptive algorithm with a
posteriori error estimate includes:

···→ Solution → Error estimation → Mark → Refinement →··· .
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More specifically, firstly we need to solve (3.13a) on the current mesh Tk to obtain an
approximate solution and compute an error indicator ηTk . Then by using the error in-
dicator and Dörfler’s marking strategy [11], some elements would be marked and these
marked elements would be refined later. Finally, a new finite element space Tk+1 will be
built and the numerical solution will be updated from the old space to the new space. To
handle the singularity well, the following error indicator is designed based on numerical
experience

ηTk =
∫

Tk

|∇Φ|2dr+
∫

Tk

ZM

|r−RM|3
dr, (3.14)

here Tk is the k-th element on the mesh T and ZM is the charge of the M-th nucleus.
RM is the position of the M-th nucleus. Note that the first term in (3.14) represents the
integral of the wave function gradient in the current element and the second part exists
to describe the singularity from external potential well. By normalizing the two terms of
the above indicator respectively, the proportions of them tend to balance.

In our numerical experiments, the Hartree potential is obtained by solving the follow-
ing Poisson equation,

−∇2VHar =4πρ, (3.15)

and its boundary values are given by multipole expansion approximation [2].
Moreover, the exchange-correlation potential is obtained with the local density ap-

proximation (LDA) [28]. Suppose

Exc(ρ)=
∫

Ω
εxc(ρ)ρdr,

then we have
Vxc =εxc(ρ)+ρ

δεxc

δρ
, (3.16)

where εxc(ρ)=εx(ρ)+εc(ρ) with

εx(ρ)=
3
4

( 3
π

) 1
3
ρ

1
3 (3.17)

and

εc(ρ)=

{
−0.1423rs/(rs+1.0529

√
rs+0.3334), if rs <1,

−0.0311lnrs−0.048+0.0020lnrs/rs−0.0116/rs, if rs≥1,
(3.18)

here rs =(4πρ/3)1/3.

4 Numerical experiments

All numerical experiments are implemented by using iFEM [6] on a Dell OptiPlex 7060
with the configuration: Inter(R) Core(TM) i7-8700 CPU @3.20 GHz and 8.00 GB of mem-
ory. For the test, we set the computational domain Ω=[−10,10]3. The stopping criterion
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for the ground state solution is |En+1−En|< 1.0e−06. The initial condition is given by
φi(r,0)= ae−b|r−Ri |, i=1,2,··· ,N, a=1 and b=2. The occupation of orbital i is fi =2. We
give the following three examples to validate the effectiveness of our scheme (3.6),

• A helium (He) atom consists of 1 nucleus with charge 2 and location (0,0,0), 2 elec-
trons;

• A lithium-hydrogen (LiH) molecule consists of 2 nuclei with charges {1,3} and
locations (c1,0,0) and (c2,0,0), respectively, and 4 electrons, where c1=−1.0075 and
c2=2.0075;

• A methane (CH4) molecule consists of 5 nuclei with charges {6,1,1,1,1} and loca-
tions (0,0,0), (c3,c3,c3), (−c3,−c3,c3), (c3,−c3,−c3), (−c3,c3,−c3), respectively, and
10 electrons, where c3=1.3092.

4.1 Convergence

In this subsection, both the spatial and temporal convergence behavior of our scheme
(3.6) can be observed. We begin by studying the temporal convergence behavior. We set
ε= 1.0e−05 and compare the performances on a fixed nonuniform mesh with different
time steps ∆t. To obtain a reference energy, we use the scheme (3.6) with a small time step
∆t=2.5e−04. The reference energies for three examples we used are −2.831859 hartrees,
−7.891271 hartrees, −38.655774 hartrees, respectively. Here a hartree is a unit of energy
used in molecular orbital calculations. Tmax is the moment when the reference energy
reaches the ground state. The energy error is calculated by Eerr = |Ere f erence−Enumerical |.
Table 1 shows the iteration numbers and energy errors at Tmax = 0.7760,2.0940,1.6173
for three examples with different time steps ∆t, respectively. It can be observed that
the iteration number grows with the increment of time step ∆t. Moreover, the temporal
convergence of energy behavior can also be obtained.

To show spatial convergence behavior, we set ε=1.0e−05 and fix ∆t=2.5e−04. Fig. 1
shows the performance of the He atom. The convergence curves of the approximated
energy behave can be observed as expected from the top subfigure of Fig. 1 and the final
result we obtained is −2.831859 hartrees. The bottom left subfigure of Fig. 1 shows the

Table 1: Iteration numbers and energy errors with different time steps ∆t.

∆t He atom LiH molecule CH4 molecule
Iteration Eerr Iteration Eerr Iteration Eerr

8.0e-03 98 1.2654 263 0.3512 199 3.8426
4.0e-03 195 6.0991e-01 525 2.2400e-02 396 7.3903e-01
2.0e-03 389 2.7627e-02 1048 4.6956e-04 790 1.4923e-03
1.0e-03 777 3.7727e-05 2095 1.8183e-04 1578 1.0037e-04
2.5e-04 3105 - 8377 - 6307 -
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Figure 1: The performance of the He atom. (a): Evolution of original energy for the He atom in an adaptive
mesh. (b): The mesh distribution for the He atom in the tangent plane x=0; (c): The contour of the electron
density of the He atom.

final mesh distribution in the tangent plane x = 0, it can be seen that more grids are
centered around the position of the nucleus. The contour of the electron density is shown
in the bottom right part of Fig. 1. The performance of the LiH molecule is shown in
Fig. 2. Similar to the He atom, from the top subfigure of Fig. 2, it can be obtained that
the approximations of original energy are convergent and the final energy we obtained
is −7.893865 hartrees. Compared with the value −7.933035 hartrees in the database [18],
there is only 0.4% difference. The bottom left subfigure of Fig. 2 shows the densest mesh
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Figure 2: The performance of the LiH molecule. (a): Evolution of original energy for the LiH molecule in an
adaptive mesh. (b): The mesh distribution for the LiH molecule in the tangent plane y=0; (c): The contour
of the electron density of the LiH molecule; (d): Reference molecular structure of LiH molecule [10].

distribution in the tangent plane (y=0). It can be seen that the two singularities are well
captured. The contour of the electron density and the reference molecular structure [10]
are shown in the bottom middle and right subfigures of Fig. 2, respectively. Fig. 3 shows
the performance of the CH4 molecule. The same spatial convergence of energy behavior
can be obtained from the top part of Fig. 3 as previous examples. The final energy of
the CH4 molecule we obtained is −39.962142 hartrees, which is close to the experimental
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Figure 3: The performance of the CH4 molecule. (a): Evolution of original energy for the CH4 molecule in
an adaptive mesh. (b): The mesh distribution for the CH4 molecule in the tangent plane x+y= 0; (c): The
contour of the electron density of the CH4 molecule; (d): Reference molecular structure of CH4 molecule [10].

values from the database [18]. And the corresponding mesh distribution in the tangent
plane x+y=0 is shown in the bottom left part of Fig. 3, where the original is the position
of the carbon atom, and other two singularities are the positions of the hydrogen atoms.
The contour of the electron density and the reference molecular structure [10] are shown
in the bottom middle and right subfigures of Fig. 3, respectively.
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4.2 Energy stability

In the previous section, the energy decay property of our scheme (3.6) has been proved
by Theorem 1. In this subsection, the property can also be observed from our experi-
ments. We set ε= 1.0e−5 and ∆t= 2.5e−04 and still test on a fixed nonuniform mesh.
The evolution of the original energy E and modified energy Ẽ by scheme (3.6) for three
examples are shown in Fig. 4. Although we can only prove the modified energy decay
theoretically, both original total energy and modified total energy decay behaviors can be
observed numerically.
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Figure 4: Evolution of original and modified energies for three examples. ε=1.0e−05, ∆t=2.5e−04. (a): the
He atom; (b): the LiH molecule; (c): the CH4 molecule.

4.3 Orthonormality

In this subsection, orthonormality relationships among wave functions can be shown
numerically. That is, our solutions obtained from the scheme (3.6) can keep the orthonor-
mality naturally by introducing two kinds of penalty terms into the Kohn-Sham energy
functional. It is worth mentioning that such a strategy avoids dealing with orthonor-
mality constraint at each time step, which shows the potential for saving computation
resources. The norm and orthogonality persevering are illustrated by the indications de-
fined as max1≤i≤N |‖φi‖2−1| and max1≤i<j≤N |(φi,φj)|, respectively. We set ∆t=2.5e−04
and let ε vary from 1.0e−04 to 1.0e−06 and still test on a fixed nonuniform mesh.

Table 2 shows the value of max1≤i≤N |‖φi‖2−1| with different ε for three examples. It
can be seen that the norm constraint of each wave function is preserved well. Moreover,
it can be obtained that the value of max1≤i<j≤N |‖φi‖2−1| depends linearly on ε, which is
consistent with Remark 3.1. The orthogonality of wave functions for two molecules are
shown in Table 3. It is clearly seen from the table that besides the norm-preserving of
each wave function, the orthogonality between each pair of different wave functions is
preserved well. Similarly, the value of max1≤i<j≤N

∣∣(φi,φj)
∣∣ also depends linearly on ε. A

similar conclusion can be obtained from Table 3 as the previous table.
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Table 2: The values max1≤i≤N |‖φi‖2−1| with different ε for the He atom, the LiH molecule and the CH4
molecule, respectively.

ε He atom LiH molecule CH4 molecule
1.0e-04 2.3871e-04 7.4365e-04 3.8000e-03
1.0e-05 2.3882e-05 7.4427e-05 3.7794e-04
1.0e-06 2.3827e-06 7.4424e-06 3.7801e-05

Table 3: The values max1≤i<j≤N |(φi,φj)| with different ε for the LiH molecule and the CH4 molecule, respec-
tively.

ε LiH molecule CH4 molecule
1.0e-04 6.4970e-05 3.1544e-05
1.0e-05 6.5080e-06 3.1555e-06
1.0e-06 6.4590e-07 3.1556e-07

5 Conclusions

In this paper, based on the imaginary time gradient flow model, we proposed an un-
conditionally energy stable scheme for the ground state calculation of a given electronic
structure system by using the SAV method. To avoid dealing with the orthonormality
constraint of wave functions at each time step, we designed a modified Kohn-Sham en-
ergy functional by introducing two kinds of penalty terms and our numerical results
successfully showed the effectiveness of this strategy. Although we can only prove the
modified energy decay theoretically, both the original total energy and modified energy
decay behaviors can be observed numerically.

It can be obtained from the numerical results that we should take much smaller ε
to preserve the orthonormality relationships between wave functions, which raises the
requirement of sufficiently small ∆t during time propagation. For future work, we will
study some acceleration strategies to improve the simulation.
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