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Abstract. The paper makes a comparative study of the finite element method (FEM)
and the finite difference method (FDM) for two-dimensional fractional advection-
dispersion equation (FADE) which has recently been considered a promising tool in
modeling non-Fickian solute transport in groundwater. Due to the non-local property
of integro-differential operator of the space-fractional derivative, numerical solution of
FADE is very challenging and little has been reported in literature, especially for high-
dimensional case. In order to effectively apply the FEM and the FDM to the FADE
on a rectangular domain, a backward-distance algorithm is presented to extend the
triangular elements to generic polygon elements in the finite element analysis, and a
variable-step vector Grünwald formula is proposed to improve the solution accuracy
of the conventional finite difference scheme. Numerical investigation shows that the
FEM compares favorably with the FDM in terms of accuracy and convergence rate
whereas the latter enjoys less computational effort.
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1 Introduction

Fractional derivative models have been extensively investigated in recent decades for
describing the anomalous diffusion or dispersion [1, 2], energy dissipation of vibration
and wave [3, 4], and dynamic system [5], with fewer parameters than the classical mod-
els of integer-order derivative. A state-of-the-art review of applications of fractional
calculus on solid and fluid mechanics can be found in monographs [6, 7]. Due to the
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integro-differential and convolution expression of the fractional derivative, the analyti-
cal solution of fractional derivative equations are not always obtainable, especially for
high-dimensional irregular computing domain and complex boundary conditions.

Recent decade has witnessed fast growing developments of numerical methods for
fractional derivative equations. In comparison with scalar time-fractional derivative,
space-fractional derivative, particularly the fractional Laplacian [8, 9], is of more diffi-
culty for discretization due to its vector integral expression. It is stressed that the dif-
ferentiation directions of the space-fractional derivative are usually confined to coordi-
nate axes in most of the existing literature [10–12]. However, for the FADE model of
our interest in describing the multidimensional non-Fickian solution transport little has
been reported on the consideration of the non-coordinate differentiation directions of the
space-fractional derivative. It is significant to consider the non-coordinate derivative in
the FADE in order to generate a full family of multivariable Lévy stable laws that un-
derlie particle random walks with occasional large jumps [13, 14]. The motivation of this
study is to seek effective numerical methods for discretizing the space-fractional deriva-
tive having non-coordinate differentiation directions.

FEM and FDM have long been considered well-known mesh-based approximation
methods for solving a tremendous amount of engineering and scientific problems. Great
effort has been made to apply these two methods to fractional models with coordinate-
directed space-fractional derivative [10–12, 15–18]. Nevertheless, special care should be
taken to the FADE with non-coordinate-directed derivative due to the convolution char-
acteristic and the direction dependence of the space-fractional derivative. Roop [19] has
presented for the FADE a finite element scheme based on the variational statements de-
rived in [20], but the scheme is confined to the use of triangular elements and will be diffi-
cult to extend to rectangular elements because of the complicated mathematical analysis
arising from the non-coordinate derivative. Note that rectangular elements are usually
preferred for rectangular computing domains. Meerschaert et al. [21] proposed a vector
Grünwald formula (VGF), a type of finite difference scheme, for discretizing the space-
fractional derivative on an infinite domain. But due to taking fixed spatial steps, this
formula will become inaccurate for a finite computing domain.

In this study, we make a comparative study of the FEM and the FDM for two-
dimensional FADE. A backward-distance algorithm is presented to diversify the types
of elements that can be used in the finite element analysis, and a variable-step VGF is
proposed to improve the solution accuracy of the conventional VGF. Unless otherwise s-
tated, we call the backward-distance-algorithm based FEM the FEM and the variable-step
VGF the FDM for simplicity. In the FEM, the backward-distance algorithm is intended
for all types of polygon elements, such as triangle, rectangle, and parallelogram. The
algorithm can automatically derive the desired distance irrespective of the relative loca-
tions of the quadrature point and the finite element. The FDM adopts variable spatial
steps to guarantee more grid points are selected in arbitrary differentiation directions of
the space-fractional derivative. This avoids the accuracy decrease due to very few com-
puting points taken along certain differentiation direction.
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The rest of the paper is organized as follows. Section 2 introduces the FADE and
the space-fractional derivative therein. The underlying ideas of the backward distance
algorithm and the variable-step method are elaborated in Sections 3 and 4, respectively.
Tested examples are given and discussed in Section 5 to show the merits and drawbacks
of the FEM and the FDM. Concluding remarks are given in the final section.

2 Fractional advection-dispersion equation

Consider the two-dimensional FADE of the form [19, 22]

∂u(x,y,t)
∂t

−cDα
Mu(x,y,t)+b·∇u(x,y,t)= f (x,y,t), (x,y)∈Ω, (2.1)

subject to the initial value condition u(x,y,0) = u0(x,y) and the homogeneous Dirichlet
boundary condition u(x,y,t)≡0 for (x,y)∈∂Ω. Here u is the concentration, c the disper-
sion coefficient, b the medium velocity, ∇ the gradient operator, f the source term, and Ω
a rectangular domain. The fundamental solution of the Eq. (2.1) is the probability density
function of the multivariable Lévy stable distribution, and thus the equation can describe
the particle random walks with occasional large jumps which has long been observed in
the non-Fickian solute transport in groundwater [13, 14]. The homogeneous boundary
condition is taken assuming that the solute have not yet reached the domain boundary
during the observation. The space-fractional derivative Dα

M (α∈ (1,2]) can be considered
the weighted sum of the fractional directional derivative Dα

θ as follows [19]

Dα
Mu(x,y)=


∫ 2π

0
Dθ

αu(x,y)m(θ)dθ, (continuous or non-coordinate case),

∑
i

Dθi
αu(x,y)mi, (discrete or coordiante case).

(2.2)

The θ or θi indicates the differential direction, and as θ or θi equals 0 and π, the direc-
tional derivative Dα

θ or Dα
θi

recovers to the left-sided and right-sided Riemann-Liouville
fractional derivative [24], respectively. The weight m(θ) or mi represents the probability
of a dispersion occurring in the direction θ or θi. The fractional directional derivative
takes the form of

Dα
θ u(x,y)=D2

θ I2−α
θ u(x,y), (2.3)

where the second-order directional derivative reads

D2
θ :=

(
cosθ

∂

∂x
+sinθ

∂

∂y

)2

, (2.4)

and the fractional directional integral is given by

Iσ
θ v(x,y)=

1
Γ(σ)

∫ d(x,y,θ)

0
ςσ−1v(x−ςcosθ,y−ςsinθ)dς, σ∈ (0,1), (2.5)
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where v is a sufficiently smooth function. The integration limit d(x,y,θ) is called the
backward distance from the internal node (x,y) to the boundary ∂Ω, along the direc-
tion (−cosθ,−sinθ). For instance, for a unit square [0,1]2, d(x,y,0)= x, d(x,y,π/2)= y,
d(x,y,π) = 1−x, and d(x,y,3π/2) = 1−y. It can be proven via integration by parts that
Iσ
θ u(x,y)→u(x,y) as 0, and therefore as α equals 2, Dα

θ recovers to D2
θ . The space-fractional

derivative Dα
M can be related to the fractional Laplacian by the following equation [23]

Dα
M =

√
π

Γ
( 1−α

2

)
Γ
( 2+α

2

) (−∆)α/2, α∈ (1,2], (2.6)

if Dα
M and (−∆)α/2 are both defined on R2 and m(θ) is a constant, namely 1/2π. It is

trivial that D2
M =0.5∆ on R2. Here Γ(·) is the gamma function.

It is worthy of noting that in practical computation we consider the counterpart of
Dα

θ , i.e., the Caputo-form operator

∗Dα
θ u(x,y)= I2−α

θ D2
θ u(x,y), (2.7)

for convenience. One can still obtain the numerical results for Dα
θ by using the relation-

ship between Dα
θ and ∗Dα

θ , which is an analogue to the relationship between Riemann-
Liouville- and Caputo-fractional derivatives. In fact, from the homogeneous Dirichlet
boundary, these two types of fractional derivatives are equivalent [24].

3 Finite element method

Due to the direction dependence of the non-coordinate-directed space-fractional deriva-
tive, the calculation of the backward distance plays a crucial role in the computation of
stiffness matrix. The section first revisits the basic idea behind the finite element scheme,
and then presents the backward distance algorithm that can calculate the backward dis-
tances efficiently.

3.1 Finite element scheme

A rectangular domain Ω modeled by Ne four-node rectangular elements and M active
nodes is considered here. Using the finite element interpolation, the interpolated field
function reads:

u(x,y,t)=
M

∑
j=1

ϕj(x,y)uj(t)={ϕ1(x,y),··· ,ϕM(x,y)}


u1(t)

...
uM(t)

=Φu, (3.1)

in which ϕj is non-zero only on the elements that contain node j. The interpolation vector
Φ = {ϕj} and vector of nodal coefficients u = {uj} are self-defined. The weak form of
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Eq. (2.1) takes the form of [19]

M
du
dt

+c
∫ 2π

0
A(θ)m(θ)dθu−Bu=F, (3.2)

where 

M=
∫

Ω
ΦTΦdΩ,

B=
∫

Ω
ΦT(b·∇Φ)dΩ,

F=
∫

Ω
f ΦTdΩ,

A(θ)=
∫

Ω
(∗Dα−1

θ Φ)
T
(DθΦ)dΩ.

(3.3)

Within the element domain Ωe, u can be expressed as:

ue(x,y,t)={Ne
1(x,y),Ne

2(x,y),Ne
3(x,y),Ne

4(x,y)}


ue

1(t)
...

ue
4(t)

=Neue,

in which ue
1 through ue

4 are the values of u at the four element nodes. The global equation
arising from (3.2) is formed by following the pseudo-code:

for e1=1,2,··· ,Ne,

• compute the 4×4 element matrices

Me =
∫

Ωe1

(
Ne1

)TNe1 dΩ and Be =
∫

Ωe1

(
Ne1

)T
(b·∇Ne1)dΩ,

• assemble the matrices Me, Be to form M, B

for e2=1,2,··· ,Ne,

• compute the 4×4 element matrices

Ae(θ)=
∫

Ωe2
(∗Dα−1

θ Ne1)
T
(DθNe2)dΩ

and the element stiffness matrix
∫ 2π

0 Ae(θ)m(θ)dθ,
• assemble the local matrix

∫ 2π
0 Ae(θ)m(θ)dθ to form the global stiffness ma-

trix
∫ 2π

0 A(θ)m(θ)dθ.
end

end



G. F. Pang, W. Chen and K. Y. Sze / Adv. Appl. Math. Mech., 8 (2016), pp. 166-186 171

In particular, M, B and Ae(θ) are evaluated by Gaussian quadrature while the inte-
gration of A(θ)m(θ) with respect to θ is evaluated by the trapezoidal rule as suggested
in [19] ∫ 2π

0
A(θ)m(θ)dθ≈ 2π

Mt

Mt

∑
k=1

A(θk)m(θk), θk =
2π(k−1)

Mt
, (3.4)

where Mt is the number of the quadrature points.
For the integer-order case, namely taking α= 2, the above ”for” statement in the in-

ner loop vanishes, since the local matrix Ae(θ) vanishes when elements e1 and e2 do not
coincide. This case only needs a single loop to assemble the global stiffness matrix. How-
ever, for the fractional-order case α∈ (1,2), the Ae(θ) does not always vanish even if the
elements e1 and e2 are distant from each other. This is due to the nonlocal property of
the fractional directional differentiation ∗Dα−1

θ . As a result, double loops are required
for fractional-order case. The nonlocality of ∗Dα−1

θ will be further explained in the next
subsection.

Moreover, the implicit Crank-Nicolson scheme is employed for the temporal dis-
cretization of (3.2).

3.2 Backward distance algorithm

Consider 4×4 matrix Ae(θ)=
∫

Ωe2 (
∗Dα−1

θ Ne1)
T
(DθNe2)dΩ, whose entry is computed by∫

Ωe2
(∗Dα−1

θ Ne1
r )(Dθ Ne2

s )dΩ=∑
k

wk
∗Dα−1

θ Ne1
r (Pk)Dθ Ne2

s (Pk), (3.5)

for r,s = 1,2,3,4, where Pk = (xk,yk) is the Gauss quadrature point in Ωe2 as shown
in Fig. 1, and wk the corresponding weight factor. For interpolant of the form N(x,
y)=a+bx+cy+dxy, from definition (2.7), its fractional directional derivative ∗Dα−1

θ Ne1
r (x,y)

is evaluated as

∗Dα−1
θ Ne1

r (x,y)= I2−α
θ Dθ Ne1

r (x,y)= ãI2−α
θ {1}+ b̃I2−α

θ {x}+ c̃I2−α
θ {y}, (3.6)

where ã, b̃ and c̃ are the coefficients of the 1, x and y terms in Dθ Ne1
r (x,y). It follows from

the definition of the fractional directional integral (2.5) that the explicit expression of each
integral in (3.6) is obtainable. For instance, it holds that

I2−α
θ {xk}=

1
Γ(2−α)

∫ d2

d1

ζ1−α(xk−ζcosθ)dζ=
(d2−α

2 −d2−α
1 )xk

Γ(3−α)
−
(d3−α

2 −d3−α
1 )cosθ

Γ(2−α)(3−α)
, (3.7)

in which d1 and d2 are the backward distances of Gauss point Pk to the boundary of el-
ement Ωe1 in the direction −θ, as shown in Fig. 1. It is seen from Eqs. (3.6) and (3.7)
provided that the backward distances d1 and d2 exist as Fig. 1 shows, the fractional direc-
tional derivative of the shape function Ne1(x,y) at Gauss point Pk does not vanishes even
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Figure 1: Backward distances d1 and d2 form the point A to the element Ωe1 .

though the Pk is outside the element e1. Note that this phenomenon will never occur for
integer-order derivative which is locally defined. It is seen that the nonlocality of space-
fractional derivative manifests itself through the definition of the fractional directional
integral, i.e., the definition (2.5).

To compute the backward distances such as d1 and d2 in Fig. 1, Roop [19] present-
ed an algorithm based on element transform and triple product of vectors that join the
Gauss quadrature point and the triangular element vertices. This algorithm will become
cumbersome when applied to rectangular elements since the reference plane needs to be
extremely partitioned. In this study, based on the relative locations of point and line,
we propose an alternative algorithm, backward distance algorithm, intended for generic
polygon elements.

The backward distance algorithm consists of two steps:

1. Obtain the information of the intersection of the direction ray AB in Fig. 1 and each
boundary segment of the element e1,

2. Analyze the intersection information of the whole boundary, and determine the
backward distances of the target point, namely the Gauss quadrature point P and
the locations of the backward intersection points.

Step 1 Obtain the backward intersection point arising from P along −θ, which is point B
or C in Fig. 1.

Consider the different relative locations of the target point P (xP,yP) and the s-
traight line V1V2 on which the boundary segment V1V2 lies. Points V1 (xv1 ,yv1)
and V2 (xv2 ,yv2) are the endpoints of the boundary segment. The differentiation
direction is θ=(cosθ,sinθ). All the possible relative locations are shown in Figs. 2
and 3. The backward intersection point can be the point C in Fig. 2, the point P,
or numerous points on line segment PV1, PV2, or V1V2 in Fig. 3. Unless otherwise
stated, we always use point C to represent the backward intersection point.

To illustrate the algorithm procedure of Step 1, we use the following notations:

• Point Q is (not) on the line EF: Q∈EF (Q /∈EF);
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Figure 2: Backward intersection of the direction ray PC and the boundary segment V1V2 (P is not on the line
V1V2, C is called the backward intersection point).

Figure 3: Backward intersection of the point P and boundary segment V1V2 (P can either be on the line segment
V1V2 or be on the line V1V2 but outside the segment V1V2 (see P′); direction θ is parallel or not parallel to the
line V1V2).

• Direction θ is (not) parallel to line EF: θ∥EF (θ ̸∥EF);
• Point Q is (not) on the line segment EF: Q∈EF (Q /∈EF).

The output variables from Step 1 are the number of backward intersection points
r, the backward distance t, and the backward intersection point C (xC,yC). The
graphic illustration of the Step 1 procedure is shown in Fig. 4 below. The specific
pseudo-code is given in the Appendix.

Step 2 Obtain the backward distances d1, d2 of P to the boundary of element e1.

• Input the locations of element vertexes, target point P and the direction θ.
• Output the backward distances d1, d2 and the location of backward intersec-

tion point pC.
• Pseudo-code of the procedure is given in Appendix.

It is straightforward to extend the present algorithm to other polygon elements, such
as the triangle and the parallelogram, because the algorithm only depends on the rela-
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Figure 4: Graphic illustration of the Step 1 of the backward distance algorithm.

tive locations of the target point and the boundary segment irrespective of the boundary
shape.

4 Finite difference method

The standard vector Grünwald formula defined on a grid with size lα+1 takes the form
of [21]:

∗Dα
θ v(x,y)= l−α

∞

∑
k=0

(−1)k
(

α
k

)
v
(
χ{x−klcosθ,y−klsinθ}

)
+O(l), (x,y)∈Ω, (4.1)

where l is the sampling step along all differentiation directions, and χx,y denotes the
nearest grid point to the point (x,y). Formula (4.1) works well in theory for an infinite
domain Ω, but would fail for a finite domain. This is because, for a finite domain, the
sampling step l is generally much larger than the grid size (e.g., l> l1+α =0.03125 when
l = 0.25, α = 1.5). Thus fewer computing points are taken along certain differentiation
directions, leading to lower accurate results.

To involve more grid points in approximation, we replace the original sampling
points xk = {x−klcosθ,y−klsinθ} by the intersection points of the direction ray and the
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Figure 5: Sampling point of the FDM on 4×4 uniform grid.

grid lines. The grid lines are those parallel to the boundary segment on which the back-
ward intersection point lays, i.e., the solid points in Fig. 5. The direction ray here can be
referred to as PA, PB or PC. It should be noted that when the backward intersection point
of P coincides with the vertex of Ω, e.g., direction ray PB and backward intersection point
B, we select as many sampling points as possible.

To keep the formula numerically stable [25], we further adopt the right-shifted
scheme

∗Dα
θ v(P)≈

m+1

∑
k=0

ck(θ,α)v
(
χ{xP−(k−1)hθ cosθ,yP−(k−1)hθ sinθ}

)
, (4.2)

where the horizontal or vertical distance of P to ∂Ω is mh, and

ck(θ,α)=h−α
θ (−1)k

(
α
k

)
=

Γ(k−α)

hα
θ Γ(−α)Γ(k+1)

. (4.3)

The variable spatial step hθ equals 1/m times the backward distance of P to the boundary,
and the backward distance can be computed using the forgoing backward distance algo-
rithm or the explicit formulas like the Eq. (34) in [19]. Note that the hollow points in Fig. 5
are the shifted sampling points. Numerical results indicate that, the accuracy of (4.2) can
reach O(hθ) when all the sampling points coincide with the grid points. Otherwise, the
accuracy of the formula (4.2) would be slightly reduced due to the approximation in χ(·).
Denote the difference matrix of ∗Dα

θ by Ã(θ) and the discretization matrix of ∗Dα
M is ac-

cordingly
∫ 2π

0 Ã(θ)m(θ)dθ. The discretization of the previous integral is the same as (3.4).
Also, the implicit Crank-Nicolson and the central difference schemes are applied to the
temporary discretization and the discretization of the first spatial derivative in the FADE
(2.1), respectively.
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5 Numerical results and discussions

Three tested examples are given in this section to show the validity and utility of the
present methods. The first two problems are steady-state diffusion problems with known
exact solutions and the last problem is transient advection-dispersion problems having
no analytical solution which simulates the non-Fickian solution transport in groundwa-
ter.

Example 5.1 (Steady-state diffusion problem in coordinate directions). For{
−(m1

∗D1.5
0 +m2

∗D1.5
π/2+m3

∗D1.5
π +m4

∗D1.5
3π/2)u= f , (x,y)∈Ω=[0,1]2,

u
∣∣
∂Ω =0,

Case A: m={mj}=
{1

4
,
1
4

,
1
4

,
1
4

}
,

Case B : m=
{1

8
,
1
8

,
1

12
,
2
3

}
.

Rectangular domains of different sizes can be normalized to unit square Ω here. The exact
solution is assumed to be u(x,y)= x2(1−x)2y2(1−y)2. The source term f can be derived
with the aids of symbolic computational software. In Case A, four types of elements are
tested. Ω is partitioned into (L+1)×(L+1) grid with size h = 1/L. If necessary, each
square grid is further partitioned into two triangles. Three-node triangular, six-node
triangular, four-node rectangular and eight-node rectangular elements are tested. Define
the normalized error as

Err=
∥u−uh∥L2(Ω)

∥u∥L2(Ω)

=
∥u(x,y)−∑j uh

j ϕj(x,y)∥
L2(Ω)

∥u(x,y)∥L2(Ω)

=

√
∑e

∫
Ωe

(
u(x,y)−∑j uh

j ϕj(x,y)
)2

dΩ√
∑e

∫
Ωe u(x,y)2dΩ

.

Table 1 shows the normalized errors of four types of elements in Case A. The values in
the parenthesis are the convergence rate defined by

r=
log

(
∥u−uh1∥L2(Ω)/∥u−uh2∥L2(Ω)

)
log(h1/h2)

.

It is seen from Table 1 that the numerical solutions of FEM possess the convergence rate of
at least two-order. In terms of computation cost, the four-node rectangle is most economic
since it enjoys the least sum of element and node numbers for a given gird size h. It is
stressed that using the backward distance algorithm we succeed in realizing the finite
element analysis based on the rectangular elements. However, this would not be easily
done by using the finite element scheme presented in [19].
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Table 1: Normalized errors of four types of elements in Case A of Example 5.1.

Err h=1/4 h=1/8 h=1/16 h=1/32
3−node triangle 1.461e−1 3.460e−2(2.08) 7.481e−3(2.21) 1.631e−3(2.20)
6−node triangle 3.141e−2 4.849e−3(2.70) 7.093e−4(2.77) 1.068e−4(2.73)

4−node rectangle 1.152e−1 2.799e−2(2.04) 6.325e−3(2.15) 1.402e−3(2.17)
8−node rectangle 1.886e−2 2.407e−3(2.97) 3.101e−4(2.96) 4.061e−5(2.93)

Table 2: Normalized errors of FDM in Case A of Example 5.1.

h=1/8 h=1/16 h=1/32 h=1/64
Err 7.823e−2 5.441e−2(0.52) 3.093e−2(0.81) 1.633e−2(0.92)

The normalized errors of solutions of FDM are given in Table 2. For comparison
convenience, we approximate the error on a rectangular element by the mean value of
the errors on four vertices of the element, which reads

Err=
∥u−uh∥L2(Ω)

∥u∥L2(Ω)

=
∥u(x,y)−uh(x,y)∥L2(Ω)

∥u(x,y)∥L2(Ω)

=

√
∑e

(
1
4 ∑4

ie=1 |uie −uh
ie
|
)2

∆Ωe√
∑e

(
1
4 ∑4

ie=1 |uie |
)2

∆Ωe

.

Table 2 shows that the FDM is lower in accuracy and slower in convergence than the
FEM, which supports the fact that the former has at most one-order accuracy [21] whereas
the latter has at least two-order accuracy [19].

Fig. 6 plots the normalized error of the Case B for the FEM and the FDM. The simi-
lar comparison results have been observed as the Case A, which indicates the direction
weights {mi} before the fractional directional derivatives have no effect on the perfor-
mance of the FEM and the FDM.

Figure 6: Normalized errors of the FEM and the FDM for Case B of Example 5.1.
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Example 5.2 (Steady-state diffusion problem in non-coordinate directions). For − 1
2π

∫ 2π

0

∗D1.5
θ u(x,y)dθ= f (x,y), (x,y)∈Ω=[0,1]2,

u
∣∣
∂Ω =0.

The exact solution still takes u(x,y)=x2(1−x)2y2(1−y)2. The source term f is expressed
by the double integration and has no closed-form expression generally. In this case, in-
tegration quadrature is employed. As discussed in [23], the source term f is computed
by using 10-point Gauss-Jacobi-Lobatto rule and 10-point piecewise Gauss-Legendre rule
for the inner and outer integrations, respectively.

Figure 7: Normalized errors of FEM, FDM for Example 5.2.

We consider a regular (L+1)×(L+1) grid with spatial step h = 1/L. The number
of operations in computation of stiffness matrix of the FEM is expressed by 16L2n1Mt,
where 16 is the number of entries of the element stiffness matrix, n1 is number of the
Gauss-Legendre quadrature point assigned in each rectangular element (here we take
n1 = 4), and Mt is the number of quadrature points in trapezoidal rule (3.4). For the
FDM, the operation number is smaller and takes the form of (L−1)2Mt, where (L−1)2

is the number of the internal grid points. To save the computing time, we use a small
number of trapezoidal quadrature points, namely Mt=8, to evaluate the stiffness matrix∫ 2π

0 A(θ)dθ of the FEM and the difference matrix
∫ 2π

0 Ã(θ)dθ of the FDM. Fig. 7 displays
the normalized errors of the two methods. It is observed that the FEM compares fa-
vorably with the FDM in terms of solution accuracy and the convergence rate. Due to
higher computational cost of the FEM, we only compute the FEM solution on a coarser
grid, namely, with a larger spatial step h. The lower accuracy of the FDM is mainly led
to by the approximation formula of the fractional directional derivative up to first-order
accuracy.
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Example 5.3 (Transient advection-dispersion problem in non-coordinate directions). For
∂u
∂t

− 0.3
2π

∫ 2π

0
D1.1

θ udθ+0.12
∂u
∂x

=0, x∈Ω=[−20,300]×[−40,40], t∈ [0,328],

u
∣∣
∂Ω =0,

with initial-value function

u(x,y,0)=

{
55610×21−(1−(x−0.5)2/64−(y−0.5)2/64)

−1

, 1−(x−0.5)2/64−(y−0.5)2/64>0,
0, otherwise.

This example simulates the dispersion and advection of a plume of contaminant particles
in groundwater, and is analogue to the computational experiment discussed in [19]. In
that reference, the FEM solution was obtained by using triangular elements. In this study,
however, we use rectangular elements based on the backward distance algorithm. The
temporal step takes ∆t=0.1. The FEM solutions on 81×21 grid for normal (integer-order
derivative, α=2) and anomalous (fractional derivative, α=1.1) dispersions are first given
and compared in Fig. 8. The contours of u=4,42,43,44 and 45 are plotted to clearly show
the concentration field.

It is seen from Fig. 8(b) that unlike the previous example, a smaller Mt no longer
ensures accurate solutions. A larger Mt is needed to make the computed contours s-
moother. Comparison of Fig. 8(a) and Fig. 8(c) shows the super-diffusive features the
fractional derivative model can produce, which agrees with the results of some hydro-
logical experiments [2,13,14]. It should be noted that the above FEM solutions agree well
with those given in [19] using triangular elements.
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Figure 8: The solutions of FEM on 81×21 grid in Example 5.3. (a) t=27, α=2, (b) t=27, α=1.1, Mt =16,
(c) t=27, α=1.1, Mt =32.
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Figure 9: The solutions of the FDM (161×41 grid) in Example 5.3. (a) t=27, α=2, (b) t=27, α=1.1, Mt=16,
(c) t=27, α=1.1, Mt =32.

The solutions of the FDM are given in Fig. 9. A refined grid is employed in order
to derive more accurate concentration field. As discussed in the preceding example, the
computational cost of the FDM is lower than that of the FEM. The former only takes
around fifty minutes to compute the difference matrix of the ∗Dα

M for Fig. 9(c) whereas
the latter costs roughly 15 hours to form the global stiffness matrix for Fig. 9(c). The FDM
is thus more appealing for large-scale simulation. Despite the distinction of the compu-
tational effort, the FEM and the FDM can both be utilized to simulate the non-Fickian
solute transport. Comparing Fig. 9(c) with the Fig. 8(c), one sees the two methods can
produce the similar concentration fields. Note that the contour of the FDM is smoother
than that of the FEM since the former uses a refined grid.

6 Concluding remarks

The study shows that the FEM compares favorably with the FDM in terms of the solu-
tion accuracy and the convergence rate. Also, the FEM can be easily applied to irregular
domain problems whereas the FDM cannot. The disadvantage of the FEM is its large
computational cost due to the double elemental loops in assembling the global stiffness
matrix. This problem would be resolved by using the high-order elements or the differ-
ential quadrature elements [26], which reduces the number of the elements in the double
loops. The lower accuracy of the FDM could be improved if using high-order Grünwald
formula as given in [24]. The potential advantage of the FDM over the FEM is its flexibil-
ity for the FADE with different types of boundary conditions such as the Neumann and
even the mixed boundary conditions. The present FEM was only proposed and intended



G. F. Pang, W. Chen and K. Y. Sze / Adv. Appl. Math. Mech., 8 (2016), pp. 166-186 181

for the FADE with Dirichlet boundary condition. Up to now, little has been reported on
the FEM for the FADE with Neumann or other complex boundary conditions. This is an
open issue to be investigated.

On the other hand, the FEM and the FDM are essentially the local mesh-based ap-
proximation methods, depending on the finite element and the local difference approx-
imation, respectively. The nonlocal non-coordinate derivative, namely the continuous
form of the ∗Dα

M, in the FADE is not naturally discretized in these traditional mesh-based
methods, owing to the direction ray arising from the definition of the fractional direction-
al integral. The direction ray can be referred to as the ray PA in Fig. 1. In the FEM, even
though two elements are distant from each other, the element stiffness matrix does not
vanish provided that the direction ray sending from the quadrature point in one element
intersects with another element. This leads to double elemental traversals in assembling
the global stiffness matrix which makes the FEM time-consuming. In the FDM, the di-
rection ray does not always pass through the grid points, which enforces one to use a
nearest-grid-point strategy. This strategy reduces the accuracy of the FDM in some cases,
particularly for the case of large Mt in trapezoidal rule (3.4). In fact, some global mesh-
less methods such as the radial basis function methods [27, 28] may be more suitable for
discretizing the non-local non-coordinate derivative because of being globally defined
(free of elemental traversal in the FEM), meshfree, and differentiation-direction indepen-
dent (free of nearest-grid-point strategy in the FDM). The work along this line is under
intensive investigation and will be reported in subsequent reports.

Appendix A: Pseudo-code of the Step 1

r=0, t=0, xC =[ ], yC =[ ]. [ ] means a null value.

if P is not on the line V1V2 as shown in Fig. 2

if
−−→
V1V2 is not parallel to θ

Now get the intersection point of the direction ray PC and line V1V2

xC =
(yP−xP tanθ)−(yV1−kxV1)

k−tanθ
, yC =

k(yP−xP tanθ)−tanθ(yV1−kxV1)

k−tanθ
,

k is the slope of line V1V2. We consider three cases where the line V1V2 is hor-
izontal, vertical and oblique. The above equations will be modified for hori-
zontal and vertical cases.
The following judgment sees whether the computed C belongs to the bound-
ary segment V1V2

if
−→
PC ·θ<0 and

−→
V1C ·−→V2C≤0
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If so, find one backward intersection point, and the backward distance is
the l2-norm of vector PC

r=1, t={∥−→PC∥2}.

end

end

else if P is on the line V1V2 as shown in Fig. 3

P can be on the line V1V2 but outside the segment V1V2

if
−−→
V1V2 is parallel to θ

In this case, if point C exist, there must be numerous point C.

If θ·−→PV1<0 and θ·−→PV2≥0
P is inside the boundary segment V1V2, and the farthest backward inter-
section point is V1

r=∞, t={∥−→PV1∥2,0}.

else if θ·−→PA≥0 and θ·−→PB<0
P is inside the boundary segment V1V2, and the farthest backward inter-
section point is V2

r=∞, t={∥−→PV2∥,0}.

else if θ·−→PV1<0 and θ·−→PV2<0
P is outside the boundary segment V1V2, and the nearest and the farthest
backward intersection points are V1 (or V2) and V2 (or V1), respectively,

r=∞, t={∥−→PV1∥2,∥−→PV2∥2}.

end
−−→
V1V2 is not parallel to θ

If
−→
PV1 ·

−→
PV2≤0

P is inside the boundary segment V1V2.

r=1, t=0.

end

end

end
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Appendix B: Pseudo-code of the Step 2

d1=0, d2=0, pC=[ ].

Invoke the procedure in Step 1 to obtain the intersection information on four boundary
segments of element e1, namely ri, ti, [xCi ,yCi ], i = 1,2,3,4. For a specific intersection as
shown in Fig. 10, we have from Step 1 that

r1= r12=1, t1= t12=∥−→PA∥, (xC1 ,yC1)=(xA,yA),

r2= r23=1, t2= t23=∥−→PB∥, (xC2 ,yC2)=(xB,yB),
r3= r34=0, t3= t34=0, (xC3 ,yC3)= [ ],

r4= r41=1, t4= t41=∥−→PA∥, (xC4 ,yC4)=(xA,yA).

Let the vector r= r1,r2,r3,r4, t= t1,t2,t3,t4, x={xC1 ,xC2 ,xC3 ,xC4}, y={yC1 ,yC2 ,yC3 ,yC4} and
denote by the scalar a the subscript of the component of r which equals ∞ and by vector
b the subscripts of the components of r, which equal one.

Figure 10: Backward intersection of the Gauss quadrature point P and the rectangular element e1.

if a exists
In this case, point P is on the line where one of the boundary segments lays, and the

direction θ is parallel to the line.
Numerous backward intersection points now exist, so keep pC null.

d2=max(t(a : a+1))

t(a :a+1) takes the a-th and the (a+1)-th components of vector t, and the function max(·)
takes the larger one of the previous components

d1=min(t(a : a+1)),
pC=[ ].
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else if the length of b is 1
In this case, the target point P is inside the element and there is only one backward

intersection point pC.

d2= t(b),

t(b) takes the b(1)-th, b(2)-th, ···, b(l)-th components of vector t, where l is the length
of vector b (here l=1).

d1=0,
pC=(x(b),y(b)),

else if the length of b is 2, and P is inside the element
In this case, the backward intersection point pC must be a vertex of the element.

d2= t(b(1)) (or d2= t(b(2)))

Note that t(b(1))= t(b(l)) because points Cb(1) and Cb(2) coincides

d1=0, pC=(x(b(1)),y(b(1)))

else if the length of b exceeds 1
In this case, P is outside the element (as given in Figs. 1 and 10) or on its boundary.

[d2,index max]=max(t(b)),
[d1,index min]=min(t(b)).

”index max” denotes the subscript of the larger component of t(b).
Now there are two backward intersection points, namely the point A and B in Fig. 10

pC=

[
x(index max),y(index max)
x(index min),y(index min)

]
.

end
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