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Abstract. Numerical simulations of unsteady gas flows are studied on the basis of
Gas-Kinetic Unified Algorithm (GKUA) from rarefied transition to continuum flow
regimes. Several typical examples are adopted. An unsteady flow solver is devel-
oped by solving the Boltzmann model equations, including the Shakhov model and
the Rykov model etc. The Rykov kinetic equation involving the effect of rotational
energy can be transformed into two kinetic governing equations with inelastic and
elastic collisions by integrating the molecular velocity distribution function with the
weight factor on the energy of rotational motion. Then, the reduced velocity distribu-
tion functions are devised to further simplify the governing equation for one- and two-
dimensional flows. The simultaneous equations are numerically solved by the discrete
velocity ordinate (DVO) method in velocity space and the finite-difference schemes in
physical space. The time-explicit operator-splitting scheme is constructed, and numer-
ical stability conditions to ascertain the time step are discussed. As the application
of the newly developed GKUA, several unsteady varying processes of one- and two-
dimensional flows with different Knudsen number are simulated, and the unsteady
transport phenomena and rarefied effects are revealed and analyzed. It is validated
that the GKUA solver is competent for simulations of unsteady gas dynamics cover-
ing various flow regimes.
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1 Introduction

How to simulate unsteady aerodynamics covering various flow regimes has been being
a difficult and meaningful topic. Studies on unsteady aerodynamics started around 1920
when theoretical analysis became as the primary researching means [1, 2]. From then on,
theoretical studies on unsteady flow have been high-speedily developed [3, 4]. At the
same time, the improvements of experimental technologies and combination with theo-
retical researches have been promoted greatly [5–7]. Computational Fluid Dynamics has
become of epochal significance to aerodynamics along with the occurrence of Computer.
Then, numerical simulations of unsteady problems [8–11] have been developed from in-
viscid Euler equation to viscid Navier-Stokes equation, from fixed cell to moving mesh,
and from fixed aerofoil to swing wing, and different numerical schemes and computa-
tional techniques have been advanced.

On the other hand, researches of unsteady flow problems in rarefied transitional flow
regimes have arisen to be a popular subject in recent years [12,13]. It is difficult for classi-
cal macro-hydrodynamic equations to describe gas flows in such regimes. Consequently,
the numerical methods for unsteady flows of rarefied gases need to be developed [14].
The most widely used one is the direct simulation Monte Carlo (DSMC) method [15]
proposed by Bird as early as 1963. The DSMC method represents the massive real gas
molecules by a finite set of simulated particles. The spatial coordinates, velocity com-
ponents and internal energies of these simulated molecules are stored in the computers,
and their values change with time because of the movement of simulated molecules, the
interactions with the boundary and the collisions between simulated molecules. It even-
tually achieves the simulation of real gas flow by the statistics of the states of motion from
the simulated molecules within the cell. With the developments during the past decades,
the DSMC method has been widely applied and validated by rarefied gas dynamics in-
cluding unsteady flow problems [16–20]. Recently, the DSMC method is adopted for a
transient rarefied gas flow through a short tube [21]. A wide range of gas rarefaction is
considered, and some important conclusions are given. The results show that it is com-
plicated and difficult to reveal the transient flow phenomena of rarefied gas. Besides, the
DSMC method is used to predict the steady and unsteady rarefied gas flows induced by
a rotor-stator interaction in a single-stage disk-type drag pump [22]. Actually, statistical
noise and fluctuation caused by probabilistic nature of the DSMC is a disadvantageous
influence for unsteady flow simulation [23, 24].

On the basis of mesoscopic Boltzmann-type velocity distribution function theory con-
necting macroscopic fluid dynamics and microscopic molecular dynamics [25–27], a new
class of methods such as the Discrete Velocity Models (DVM) [27, 28, 61], the Lattice
Boltzmann Equation (LBE) [29–32] and the Gas-Kinetic Scheme (GKS) [12, 27, 33–36] has
been being developed for simulation of gas flows covering various regimes. Although
these methods are sometimes designed for macroscopic hydrodynamics [31], they are
not based upon macroscopic fluid equations like the Navier-Stokes equations; instead,
they are closely related to the kinetic theory or the Boltzmann-BGK-type equation. As
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notable example, the Lattice Boltzmann method (LBM) has emerged and developed [29–
32, 37–39] as a new and effective numerical technique of CFD in the last three decades
or so. The LBM based on the two-dimensional nine-velocity model has been developed
to numerically simulate unsteady cavity flow for computational aeroacoustic study [32].
It is shown that the LBM could be useful for aeroacoustic computations of low subsonic
flows. However, it seems to be difficult for the LBM to obey H-theorem automatical-
ly [29] and depict physical phenomenon correctly for high-speed flows. Many studies of
unsteady flows are concentrating on the deterministic Boltzmann equation or its model
equations [27,35,40–47]. The unsteady problems should be solved on the basis of numer-
ical solutions of the kinetic model equations. Cai [48, 49] concentrate their attentions on
unsteady high-speed collisionless planar or round jet flows in a vacuum, including the s-
tartup, steady and shutting down processes, with the analytical methods based on a set of
gas-kinetic solutions. Good applications can be found in studying transient plume flows
from space propulsion devices. These analytical exact solutions, however, are limited to
some special physical problems in which molecular collisions are neglected with the col-
lisionless Boltzmann equation. Recently, Polikarpov and Graur [47] simulate a transient
gas flow through a rectangular slit on the basis of unsteady S-model kinetic equation.
It is shown that the time of steady flow establishment depends on the pressure ratio be-
tween the tanks and on the gas rarefaction. John and Dimitris [45] investigate the starting
gas flow in a cylindrical channel by numerically solving the time dependent Bhatnagar-
Gross-Krook (BGK) kinetic equation. Sruti and Alina [46] develop a 3D unsteady rarefied
flow solver based on Boltzmann-ESBGK model kinetic equation.

The discrete velocity ordinate (DVO) method is developed and adopted in velocity
space, while finite difference schemes are introduced in physical space. On this basis,
Li [35, 43, 50, 51] presents the gas-kinetic unified algorithm (GKUA) from rarefied transi-
tion to continuum by solving the Boltzmann model equations. The GKUA modifies the
Boltzmann-BGK model in two aspects including the local equilibrium distribution func-
tion and the molecular collision relaxation parameter, and the resultant Boltzmann model
equation links the macroscopic flow variables, gas viscosity transport properties, thermo-
dynamic effect, the flow state parameter and molecular interaction rule with molecular
models in unified expressions for the full spectrum of flow regimes. The GKUA has been
validated and applied to many steady flows [52, 53] around aircrafts and microchannels
covering various flow regimes. The kinetic model equation used in GKUA may be BGK,
ESBGK or S-model [40–42]. Actually, the solution process of GKUA is to get final steady
state by a long-time transition of unsteady simulations. The aim of this paper is to extend
the GKUA to analyze the unsteady processes of several representative flows from contin-
uum to highly rarefied flow, which the improved model based on the Boltzmann-Rykov
kinetic equation is developed with reduced velocity distribution functions for unsteady
flows. This is the first attempt to develop and use the direct Boltzmann gas-kinetic solver
to study unsteady gas dynamics covering flow regimes. Time-explicit scheme is devel-
oped to simulate the transient flows, and the numerical stability condition to ascertain
time-step is discussed for unsteady simulation. The unsteady flows including the one-
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dimensional shock-tube, the planar jet flow and the gas flow through a slit are studied
by solving the S-model [42] equation for monatomic gas flows and the Boltzmann-Rykov
model [54] equation involving the effect of rotational degrees of freedom for diatomic
gas.

2 Numerical simulation algorithm

Various kinetic model equations can be solved by the GKUA. Therefore, the S-model
for monatomic ideal gases and the R-model for diatomic gases involving the effect of
rotational degrees of freedom, are adopted to validate and analyze transient gas flows
covering various flow regimes.

2.1 S-model equation for ideal gases

Based on an approximation of the Boltzmann equation for pseudo-Maxwellian molecules
using the method suggested by [55], Shakhov proposes a technique for constructing a
sequence of model equations which provide the correct Prandtl number [42]. The kinetic
model of the incomplete third-order approximation has the form

∂ f
∂t

+ξi
∂ f
∂xi

=v( f N− f ), (2.1a)

v=
nkT

µ
, f N =n

( m
2πkT

)3/2
exp

(
−mc2

2kT

)[
1+(1−Pr)c̄· q̄

( c2

RT
−5

)/
5pRT

]
. (2.1b)

Where f = f (t,⃗r, ξ⃗) is a non-negative velocity distribution function, subscript i represents
direction of spatial ordinate. v is the collision frequency which can be expressed in terms
of macroscopic parameters and molecular interaction models [35,43,50]. µ is the viscosity
coefficient, ξi is the molecular velocity. n, T, P denote number density, temperature,
pressure, respectively. k is the Boltzmann constant, and m is molecular mass. Pr denotes
Prandtl number, and ci = ξi−Ui. q̄ is the heat flux vector. R is the gas constant R= k/m.

2.2 R-model equation involving the effect of rotational energy

The relaxation properties of rotational degrees of freedom are analyzed, and moment
of inertia is used to describe molecular rotational state. With angular momentum as a
collision invariant, Rykov model is proposed in [54,56,57]. The R-model kinetic equation
of molecular velocity distribution function is

∂ f
∂t

+ξi ·
∂ f
∂xi

=vr( f r− f )+vt( f t− f ), (2.2a)

vr =
Pt

µt
· 1
Z

, vt =
Pt

µt
·
(

1− 1
Z

)
, (2.2b)
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Here f = f (t,⃗r, ξ⃗,e), subscripts t and r in Eq. (2.2) denote elastic and inelastic collision
respectively. For examples, vt and vr are the elastic and inelastic collision frequencies. Z
is the inelastic collision relaxation factor, while e is molecular rotational energy. α, β are
constants correlative to gas identity. D is self-diffuse coefficient. δ is a constant related to
molecular interaction.

This R-model equation can be further simplified by integrating the distribution func-
tion over the variable e, and distribution functions f0 and f1 are introduced

f0(t,⃗r, ξ⃗)=
∫

f de, f1(t,⃗r, ξ⃗)=
∫

e f de. (2.3)

Sequentially, multiplying Eq. (2.2) by 1 and e, and integrating over the variable e, a closed
system for f0 and f1 is obtained
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(2.4a)
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The macroscopic gas parameters are expressed in terms of f0 and f1 by formulas [35, 54]
as follows:

n=
∫

f0dξ, nUi =
∫

ξi f0dξ,
3
2

kTt =
1
n

∫ mc2

2
f0dξ, (2.5a)
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qt
i =

∫
ci

mc2

2
f0dξ, ε=

1
n

∫
f1dξ, qr

i =
∫

ci f1dξ, (2.5b)

5
2

kT=
3
2

kTt+ε, kTr = ε, Pt =nkTt, P=nkT. (2.5c)

Viscosity coefficient µ and inelastic collision relaxation factor Z are specified [56, 57] as

µt =µ(Tt)=µ(T∗)t2/3µ(T∗)t2/3/ϕ(t), t=Tt/T∗, (2.6a)

ϕ(t)=0.767+0.233t−1/6exp[−1.17(t−1)], (2.6b)

Z(Tt,Tr)=
3
4

π
ϕ(t)
t1/6

9t
t+8

(Tr

Tt

)[
0.461+0.5581

(Tr

Tt

)
+0.0358

(Tr

Tt

)2]
. (2.6c)

For nitrogen, T∗=91.5K, 1/δ=1.55.

2.3 Non-dimensionalization for the model equations

The Boltzmann gas-kinetic solver of the GKUA is adopted to directly capture the time
evolution of the velocity distribution functions for both S-model and R-model. In terms
of the GKUA, the non-dimensionalized procedure of variables and equations is needed to
unify the same scale of both the microscopic statistical distribution and the macroscopic
variables of gas flow in practical computation.

The gas kinetic characteristic variables [35,50–53] are introduced to be referenced val-
ues of spatial coordinate, time, number density, flow velocity, temperature, viscosity

L, L/
√

2RT∞, n∞,
√

2RT∞, T∞,
5

16
mn∞

√
2πRT∞λ∞.

Simultaneity, the reference parameters of energy fluxes and distribution functions f0 and
f1 are

mn∞(2RT∞)
3/2, n∞(2RT∞)

−3/2, mn∞RT∞(2RT∞)
−3/2.

Here λ∞ is the mean free path of unperturbed gas, and the most probable thermal velocity
Cm∞ is the characteristic velocity, Cm∞ =

√
2RT∞.

The dimensionless model equations can be solved by the DVO method [35, 50, 53],
corresponding numerical integral techniques and finite-difference schemes of CFD. It is
noticed that the reduced velocity distribution functions can be introduced to further sim-
plify the dimensionless model equations before applying the DVO techniques, which can
abate the demand of computer memories and improve calculating efficiency. Taking the
two-dimensional R-model (in x−y plane) for example, with dimensionless symbol elid-
ed, we define

g1=
∫ +∞

−∞
f0dξz, g2=

∫ +∞

−∞
ξ2

z f0dξz, g3=
∫ +∞

−∞
f1dξz. (2.7)
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Substituting Eq. (2.7) into the dimensionless form of Eq. (2.4), we obtain simultaneous
equations about reduced velocity distribution functions g1(t,x,y,ξx,ξy), g2(t,x,y,ξx,ξy),
g3(t,x,y,ξx,ξy). 

∂g1
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∂y
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∂g3
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3−g3),

(2.8)
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.

The dimensionless macroscopic flow parameters are obtained as

n=
∫∫

g1dξxdξy, nUi =
∫∫

ξig1dξxdξy, (2.9a)

3
2

nTt+nU2=
∫∫

[(ξ2
x+ξ2

y)g1+g2]dξxdξy, nTr =
∫∫

g3dξxdξy, (2.9b)

qt
i =

∫∫
ci

( c2
x+c2

y

2
g1+

1
2

g2

)
dξxdξy, 2qr

i =
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cig3dξxdξy, (2.9c)

5
2

T=
3
2

Tt+Tr, Pt =nTt, P=nT, qi =qt
i+qr

i . (2.9d)

Then the DVO method is introduced to numerically discretize the velocity components
ξx and ξy. The DVO points are selected based upon the moment integrals of discrete
velocity distribution functions, and then macroscopic flow variables can be obtained by
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the appropriate discrete velocity quadrature formula in terms of Eq. (2.9) at any time in
each point of the physical space.

According to the GKUA, the Eq. (2.8) can be switched from (x,y) in physical space
into (ξ,η) in computed coordinate plane [35, 50, 51] by applying the DVO method

∂U
∂t

+
∂F
∂ζ

+
∂E
∂η

=S. (2.10)

Here, U = J[g1σ,δ, g2σ,δ, g3σ,δ]
T, F = Ū ·U, E = V̄ ·U, S = JS̄; g1σ,δ = g1σ,δ(t,x,y), g2σ,δ =

g2σ,δ(t,x,y), g3σ,δ = g3σ,δ(t,x,y), σ = 0,1,2,··· ,2N2, δ = 0,1,2,··· ,2N2, cxσ = ξxσ−U, cyσ =
ξyσ−V, J is the Jacobian of the general transformation, that is J=∂(x,y)/∂(ξ,η).

2.4 Time-explicit finite difference scheme

In order to numerically simulate unsteady flows, difference schemes must satisfy dissipa-
tion, dispersion and shock control conditions to ensure stability and no mendacious fluc-
tuation, and well capture shockwave and other discontinuities [58]. Besides, the numeri-
cal scheme on the boundary should be harmonized with that on central points. The fixed
time-step is usually used to explicitly iterate and advance in computation, but this time-
step must meet stability requirement. The non-oscillatory, containing no free parameters
and dissipative difference (NND) scheme is introduced to discretize the convective terms
of spatial coordinates, which possesses high resolving power in capturing shockwave
and expansion-wave [59]. The gas-kinetic finite-difference scheme is applied [35, 51] by
the aid of the unsteady time-splitting technique to numerically solve the reduced velocity
distribution functions at each of DVO point [35, 61–64]

Un+1=Ls(∆t/2)Lη(∆t/2)Lζ(∆t)Lη(∆t/2)Ls(∆t/2)Un. (2.11)

Here, subscript s indicates source item, ξ, η are ordinates in the computational plane, re-
spectively. The Eq. (2.11) shows that distribution function values after ∆t are obtained by
iterating two times with half time-step (∆t/2) each one time. In this way, time precision
of this scheme could be improved.

Every term of Eq. (2.11) is corresponding to numerical computation of non-linear e-
quations, where Ls, Lξ and Lη denote the difference operators of the colliding relaxation
source term and convective movement equations in the two different directions, respec-
tively

∂U
∂t

+
∂F
∂ζ

=0,
∂U
∂t

+
∂E
∂η

=0,
∂U
∂t

=S. (2.12)

Finite difference schemes, such as NND-3 and NND-4, are introduced to scan in mathe-
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matic plane 
un+1

j =un
j −

1
2

∆t
∆s

(hn
j+1/2−hn

j−1/2),

un+1
j =un

j −
∆t
∆s

(hn+1
j+1/2−hn+1

j−1/2),
(2.13a)


un+1

j =un
j −

∆t
∆s

(hn
j+1/2−hn

j−1/2),

un+1
j =

1
2

(
un

j +un+1
j − ∆t

∆s
(hn+1

j+1/2−hn+1
j−1/2)

)
.

(2.13b)

Here, Eq. (2.13a) and Eq. (2.13b) are corresponding to the NND-3 and NND-4(a) [59],
respectively. Both of them are two-order schemes

hj+ 1
2
= fL,j+ 1

2
+ fR,j+ 1

2
, (2.14a)

fL,j+ 1
2
= f+j +

1
2

min mod (∆ f+
j+ 1

2
,∆ f+

j− 1
2
), (2.14b)

fR,j+ 1
2
= f−j+1−

1
2

min mod (∆ f−
j+ 1

2
,∆ f−

j+ 3
2
). (2.14c)

2.5 Improvement on stability condition of the GKUA

In the former theory of GKUA, the time step ∆t in the computation is determined by
using both the scheme stability condition ∆ts and mean collision time ∆tc as the first
experiment [50–53], where the ∆ts is derived from the finite difference scheme, while the
∆tc is from physical analysis of molecular collisions in DSMC method

∆ts =1
/

max
(vr+vt

2
,
|Ū|
∆ζ

,
|V̄|
∆η

)
, (2.15a)

∆tc =
1

(vr+vt)
max, (2.15b)

∆t=CFL·min(∆ts,∆tc). (2.15c)

Here, CFL is the accommodation coefficient for the time step, and CFL≤1.
The GKUA is a deterministic gas-kinetic solver by directly solving the Boltzmann

model equation, in which the scheme stability condition should be satisfied. However,
the DSMC is a probabilistic statistics method, which is much different from the GKUA.
The restricting condition of the mean collision time ∆tc can be removed from the stability
condition Eq. (2.15c) of the GKUA. Recently, Li and Fang etc. [60] investigate the conver-
gence proof of the DSMC method and the GKUA for the Boltzmann equation, and it is
validated that the time step in the GKUA can be determined only by the scheme stability
condition ∆ts.

In practical computation, when flows with small Kn numbers are in continuum or
near-continuum regimes, ∆tc may lead to smaller time step and slower convergence rate.
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(a) Density (b) Temperature

Figure 1: Non-dimensional density and temperature contours for Kn=0.0005 for steady flows past a cylinder
with different time steps.

Figure 2: Convergence curves for flows past a cylinder with different time steps.

A two-dimensional steady flow past a cylinder is taken for example, in which the free-
stream Mach number is 1.6. Two stability conditions with ∆tc and without ∆tc are taken
into account for numerical computation of the cylinder flow. Non-dimensional density
and temperature contours for Kn= 0.0005 are given in Fig. 1, in which ∆tc = 2.08×10−4

and ∆ts=4.15×10−4, respectively. It is shown that the computed contours and flow struc-
tures are completely identical with these two different time steps, where the upper part
denotes the computed results corresponding to ∆t=CFL∆ts and the lower part denotes
the computed results corresponding to Eq. (2.15c). Then, Fig. 2 shows the convergence
curves of these computing processes. It is shown that convergence rate without the con-
sideration of ∆tc is obviously faster. Consequently, harsher time step is dispensable to
concrete computation.

For flows with bigger Kn numbers in rarefied transitional regime, generally, ∆tc≥∆ts.
Thus the mean collision time ∆tc will automatically meet if the scheme stability condition
∆ts is satisfied. For example, ∆tc = 2.93×10−3 and ∆ts = 1.26×10−3 in the flow past a
cylinder when Kn=0.01.
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In a word, only the scheme stability condition ∆ts is used as time-step criterion for
unsteady flow

∆t=CFL
/

max
(vr+vt

2
,
|Ū|
∆ζ

,
|V̄|
∆η

)
. (2.16)

3 Numerical results and analysis

In this section, the newly developed GKUA will be used to solve the one- and two-
dimensional unsteady flows covering various flow regimes including the unsteady shock-
tube flow, the two-dimensional flow through a slit, the planar jet flow and the interaction
of a normal shock with detached shock around a circular cylinder.

3.1 Simulation of one-dimensional unsteady shock-tube problems with the
range of 0.0001≤Kn≤1

In the interval of (0,1), a diaphragm is located at x = 0.5 so that the whole interval is
divided into two parts with different initial states. The diaphragm is instantaneously
taken away at t=0.

0≤ x≤0.5 0.5≤ x≤1

Non-dimensional macroscopic parameters in this shock-tube are initially set ρ=10.0,
T=1.667, U=0.0, when 0≤ x≤0.5. ρ=1.0, T=1.333, U=0.0 when 0.5≤ x≤1.

The flow gas is nitrogen with specific heat ratio γ= 1.4 and the Knudsen (Kn) num-
ber is gradually decreased from Kn= 1 to Kn= 0.0001. The newly developed GKUA is
applied to compute this shock-tube flow by the use of the R-model, where the rotational
characteristic parameter is set as B= 0.34 (B=T∞/T∗). Fig. 3 shows the computed pro-
files (symbols ∆) of density and temperature for Kn= 0.0001, which are compared with

(a) Density (b) Temperature

Figure 3: Comparison of computed shock-tube profiles for Kn= 0.0001 with Riemann solutions in continuum
regime at t=0.1912.
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(a) Kn=0.0001 (b) Kn=0.01

(c) Kn=0.1 (d) Kn=1

Figure 4: Comparison of computed shock-tube profiles for Kn= 0.0001 with Riemann solutions in continuum
regime at t=0.1912.

the Riemann exact results of inviscid gas dynamics in continuum flow regime at the time
t=0.1912. The excellent agreement is found in two results. It is validated that the present
GKUA can be commendably applied to solve unsteady continuum flow in diatomic gas.

Time-variation processes of density distribution in the shock-tube flow with different
Kn numbers of Kn=0.0001,0.01,0.1,1 are described in Figs. 4(a)-(d). From the initial time
t = 0, the gas flow at two sides of diaphragm begins to interact due to the difference
of initial states for density and temperature. Gas moves from high density area (x <
0.5) to low density area (x> 0.5). For the continuum (Kn= 0.0001) and near-continuum
(Kn = 0.01) flows shown in Figs. 4(a) and (b), the expanding wave appears and moves
to the left side of the diaphragm, and the shockwave emerges and spreads to the right
side due to the gas compression. For the transitional flow regime of Kn= 0.1 and high
rarefied regime of Kn= 1 shown in Figs. 4(c) and (d), there is no shock and expanding
wave, but strong disturbance with compression and expansion exists and spreads to right
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Figure 5: Comparison of density distribution for various Kn when t=0.3.

and left, respectively. It is indicated from density profiles at different time from t = 0
to t = 0.3 that the two-types of flow gradually spread to the both ends in an unsteady
varying process. The spreading velocity of disturbance for the rarefied flow of Kn= 0.1
and Kn=1 is not equal to the propulsive velocity of shockwave and expanding wave for
the near-continuum of Kn= 0.01 and continuum flow of Kn= 0.0001. The front shown
in Figs. 4(c) and (d) may move faster than the second shown in Figs. 4(a) and (b). This
is identical to the spreading theory of wave and disturbance that wave shoves flow in
continuum regime and disturbance spread as velocity of sound. It is also shown from
Fig. 4 that rarefied gas effect becomes more severe, and shockwave and expanding wave
are weakened and degenerated as Kn number increases. This transport characteristics
can be clearly shown in Fig. 5, where the comparison of density distributions is given for
different Kn numbers at t=0.3, and the strong disturbance has spread out the shock-tube
when the shockwave of continuum flow arrives at the end of the shock-tube.

3.2 Numerical validation of unsteady two-dimensional planar jet flow in
highly rarefied free-molecular flow regime

In [48], an analytical solutions of highly rarefied free molecular jet expanding into a vac-
uum from a exit has been developed and applied to study the two-dimensional planar jet
flows depicted in Fig. 6, where the flow studied is a free molecular gas leaving a planar
exit into a vacuum with H=0.5m and the non-dimensional velocity S0=2. The gas at the
exit is in an equilibrium state with a Maxwellian distribution. Here, in order to validate
the direct Boltzmann gas-kinetic solver, this problem is numerically solved by the present
GKUA, where the kinetic model is set as the collisionless Boltzmann equation, and only
convection terms are considered as follows,

∂ f
∂t

+ξx ·
∂ f
∂x

+ξy ·
∂ f
∂y

=0. (3.1)

The unsteady flow course is simulated from starting up to steady state. We capture
the jet starting up at the moment of t/T∗ = 1.0, where T∗ = H/

√
2RT0. Fig. 7 shows
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Figure 6: Illustration for the two-dimensional problem of planar jet flow into a vacuum.

(a) n(X,Y) (b) Pressure

(c) X-momentum (d) Y-momentum

Figure 7: Flow field distribution contours for planar jet flow in the startup process at time t/T∗=1.0.

the comparison of non-dimensional flow parameters including the computed contours
(dashed line) of number density, pressure, momentum components of X− and Y− direc-
tions with the analytical results from [48] (solid line). Overall, The GKUA results and the
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(a) n(X,Y) (b) Pressure

(c) X-momentum (d) Y-momentum

Figure 8: Flow field distribution contours for planar jet flow in the steady state.

analytical solutions have good agreement in the startup process at time t/T∗=1.0.
The high-speed jet expands into vacuum, and finally a steady flow field is set up as

time goes by. Fig. 8 gives the steady-state macroscopic variables contours for the planar
jet flow. In general, the GKUA results and the analytical solutions have essentially iden-
tical agreement in the flow field of the physical space (X,Y). It is shown that the plume
expands quickly into vacuum and the exit lip is a singularity point with very large gra-
dients. Because the effect of molecular collisions is neglected, all particles from the jet
exit move forward, and no negative U-velocity component is observed. Gas diffusion is
due to slow particles moving from the exit rather than intermolecular collisions. Inside
the plume core, the forward moving particles dominate because of the high exit velocity.
Along the vertical line above the exit, density and U-velocity almost approach to zero
because no particles can reach there without intermolecular collisions. It is indicated
from Figs. 7 and 8 that the unsteady varying course of two-dimensional planar jet flow
is revealed from starting up to steady flow state, and the analytical method [48] based
on the theory of free molecular flow is more economic with an approximate treatment on
complete Maxwellian equilibrium distribution, but is limited in some special geometry
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and flow reduction, while the present GKUA can be applied to the flow around arbitrary
geometric body but costly.

3.3 Simulation of unsteady flow in slip transitional flow regime through a slit

The gas flow through a slit into vacuum or at arbitrary pressure ratio is a fundamental
problem as a benchmark to test numerical methods for the unsteady rarefied gas flows.
Fig. 9 shows the illustration of the two-dimensional flow with two reservoirs at different
pressures characterized by two parameters [47]: rarefaction parameter κ and pressure
ratio p1/p0. The flow in the left high-pressure reservoir with p0 and T0 at initial time t=0
goes into the right low-pressure reservoir with p1 and T0, and the flow approaches to a
steady state by an unsteady varying process.

κ=
p0H
µ0s0

, s0=
√

2RT0. (3.2)

Thus
Kn ∝

1
κ

. (3.3)

This problem is solved by the present GKUA on the basis of the unsteady S-model for
two cases of the rarefaction parameter κ = 10 and the pressure ratios p1/p0 = 0.5,0.1,
respectively, where the κ = 10 corresponds to a near-continuum slip transitional flow
regime. Figs. 10 and 11 show the time evolution of macroscopic flow variables including
number density, flow velocity in X- direction and temperature along the symmetry axis
(y = 0). The computed distribution of the transient gas flow at arbitrary time t = 0.4∼
18 from the GKUA are in good agreement with the results from [47] for the different
pressure ratios of p1/p0=0.5 and 0.1. It is indicated from Figs. 10 and 11 that the gas flow
varies with a unsteady perturbing process of the gas expansion into vacuum, and the
macroscopic flow profiles mostly tend and get to the steady state as time elapses for t∼18.
The initial disturbances become stronger when the pressure ratio decreases and the flow
approaches to vacuum in the right reservoir of the slit, especially for the flow velocity

Figure 9: A sketch of the flow and coordinates with two reservoirs at different pressures.
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(a) (b)

(c)

Figure 10: The evolution of macroscopic parameters in time, κ=10, p1/p0 =0.5.

and the temperature shown in Fig. 11, and then, the longer time seems to be needed to
reach the steady state through the slit. These initial disturbances diffuse in the whole
computational domain due to the movement and collision of molecules, in particular, the
flow compression from the left high-pressure reservoir to the right low-pressure reservoir
through the slit leads to visible jump of temperature profile. By contrary, the flow profiles
of number density, macroscopic velocity and temperature in the left reservoir deviate
slightly and approach to smooth and steady distribution up to x=−5 from the slit.

3.4 Interaction of normal shock with detached shock in continuum and
near-continuum transitional flow regimes

As examples of application of unsteady flows covering various flow regimes, the un-
steady varying process for the gas flows of shockwave perturbation motion and interac-
tion past a circular cylinder is solved with different Knudsen numbers of 0.0001≤Kn≤1
in nitrogen. The newly developed GKUA is applied by the use of the R-model involving
the effect of rotational energy with 81×51 of the grid division in physical space, where
the rotational characteristic parameter is set as B=0.5553 corresponding to reference tem-
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(a) (b)

(c)

Figure 11: The evolution of macroscopic parameters in time, κ=10, p1/p0=1.

perature T∞=50.81K and wall temperature Tw=76.2K with specific heat ratio γ=1.4. The
radius of the cylinder is 0.5. Initially, the gas flow velocity around the cylinder is zero,
and an incident shock with Mach number 2.5 is arbitrarily located at a certain distance to
the left of the cylinder as initial position, that is x=−0.7, where the origin is in the center
of cylinder. This shockwave moves rightwards and interacts with the cylinder.

Fig. 12 shows the unsteady shock wave diffraction process for the shockwave move-
ment and interaction with cylinder with Kn=0.005 in near-continuum regime, in which
Mach number contours are shown at different time t = 0.06,0.12,0.26,0.56 and 10. The
plane moving shock wave impinges upon the circular cylinder as the beginning time at
t=0.06, and leaves at t=0.56. Then this shockwave continually moves right towards far
field. Regions ahead of the shockwave are quiescent and undisturbed. The gas flow be-
hind the moving shockwave is affected and disturbed, and then gradually tends to new
equilibrium flow state.

To reveal this unsteady varying process in a rarefied gas flow, Fig. 13 shows the
strong discontinuous perturbation motion around the cylinder with Kn = 0.3 in transi-
tional regime. Some same flow characters are shown with quiescent flow ahead of the
incident shock disturbance, and the disturbed gas flow trend to new equilibrium state
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(a) t=0.06 (b) t=0.12

(c) t=0.26 (d) t=0.56

(e) t=10

Figure 12: Unsteady shock Ms = 2.5 diffraction around a circular cylinder for the near-continuum flow of
Kn=0.005.

behind the shock perturbation motion as in Fig. 12. Nevertheless, there are great differ-
ences from flows in continuum and rarefied transitional regimes by comparing Fig. 12
with Fig. 13. For the near-continuum flow of Kn=0.005 shown in Fig. 12, the shape and
character of the incident shock can be preserved all along while the shockwave moves
rightward until the discontinuity breaks in beyond distance, and the new bow shock-
wave that appears at a certain distance in the left side of cylinder is still strong bow wave
as the incident shock. However, for the rarefied transitional flow of Kn= 0.3 shown in
Fig. 13, strong discontinuity of initial shockwave is set in the same way with Mach num-
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(a) t=0.06 (b) t=0.12

(c) t=0.26 (d) t=0.56

(e) t=10

Figure 13: Unsteady shock perturbation (Ms = 2.5) motion around a circular cylinder for the rarefied flow of
Kn=0.3.

ber 2.5 and position x=−0.7, but the width of this shockwave disturbance increases as
the perturbation motion goes ahead around the cylinder, and the discontinuity becomes
faint. Only strong disturbance occurs at a farther distance in the left side of cylinder with-
out bow shockwave after the unsteady perturbation motion passes by the cylinder and
the flow approaches to tranquilization.

The varying course of Mach number distribution along with position x at y= 0.64 is
quantificationally shown in Fig. 14 for Kn=0.005 and 0.3, respectively. In Fig. 14(a), the
movements of the incident shock at t=0.06,0.12 and 0.26, the formation of the bow shock
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(a) near-continuum regime with
Kn=0.005

(b) Rarefied transitional regime with
Kn=0.3

Figure 14: Time-variation process of Mach number distribution along with x at y=0.64 for different Kn numbers.

and oblique shock wave at t=0.56 and t=10 during the diffraction and interaction of the
moving shock wave around the cylinder are obviously included for the near-continuum
flow of Kn=0.005. In Fig. 14(b), the whole process of strong discontinuous perturbation
motion around the cylinder is revealed and token at different time t=0.06,0.12,0.26,0.56
and 10 for the rarefied transitional flow of Kn = 0.3. Especially, it is indicated that the
range of disturbed effect for the rarefied flow of Kn=0.3 is bigger than that for the near-
continuum flow of Kn= 0.005 at each time, and the Mach number values in the down-
stream expanding region of the cylinder for continuum regime of Kn=0.005 exceed the
incident shock Mach number behind the shock perturbation motion passes by the cylin-
der, however, the disturbed flow clings to the body surface without this expanding flow
phenomena for the rarefied flow of Kn=0.3.

Finally, we study the interaction of a normal shock with a detached shock wave in
continuum and near-continuum slip regimes, where the detached shock wave is formed
at a certain distance to the left of the cylinder with free-stream Mach number of Ma∞=1.6.
When the gas flow is stable around the cylinder, another normal shockwave of Ma∞=2.5
is located ahead of the detached shockwave at the location x=−2 shown in Figs. 15(a) and
16(a). At the beginning, the detached shock is static and steady, while the normal shock-
wave moves rightward and then interact with the detached shock. The whole unsteady
process is simulated by the GKUA for diatomic gases with different Knudsen numbers
of Kn=0.0001 and Kn=0.08. Shown in the (a) to (i) of Figs. 15 and 16 are Mach number
contours distribution at several different times for Kn=0.0001 and Kn=0.08, respectively.
From the beginning in the (a) of the two Figs. 15 and 16, the normal shockwave moves
and closes to the detached shock. To the moment in (b), the normal shockwave arrives
at the location of the detached shock, these two shockwaves begin to combine and form
an interaction-resulting Mach shockwave. This Mach shockwave begins to separate from
(c) to (d), and finally forms two new individual shockwaves in (e). But it is obviously
shown that intensity of the left derivative shockwave is weaker, and this shockwave s-



590 J. L. Wu, Z. H. Li, A. P. Peng and X. Y. Jiang / Adv. Appl. Math. Mech., 7 (2015), pp. 569-596

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 15: Mach number contours for the interaction of normal shock with detached shock wave in continuum
flow of Kn=0.0001.

lowly moves outwards due to the free streaming. The moving velocity of this shockwave
is much less than the forward one. The stronger shockwave continuously runs rightward,
interacts and impinge on the surface of the circular cylinder shown in (f). The reflected
wave forms from impingement on the cylinder surface, and rebounds to move outward-
s, then converges with the forgoing derivative shockwave from (g) to (i). On the other
hand, the interaction-attached shockwave around the cylinder moves rightward along,
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 16: Mach number contours for interaction of normal shock with detached shock in near-continuum slip
flow of Kn=0.08.

arrives at the leeward area, and interacts with original compression wave and wake flow,
which is shown from (g) to (i), respectively. Then, the compression wave in leeward area
is strengthened. Finally, the flow field around the circular cylinder gets a new steady
state, and a new stable detached shockwave gradually appears at a nearer distance than
that of the original detached shock to the left of the cylinder shown in (i). The whole pro-
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cess looks like that the normal shockwave passes through the original detached shock.
But actually, the character and intensity of these two shockwaves obviously change after
interaction. The intensity of the derivative detached shock is greatly weakened by the in-
teraction with the normal shockwave, and then strengthened by the reflected shock from
cylinder surface. Consequently, the original detached shock is finally swallowed into a
new and stronger detached shock wave, which can be well captured with the stagnation
region, downstream wake, complicated flow interaction-resulting Mach shocks in (i).

It is also shown by comparing Fig. 15 and Fig. 16 that, although the interacting process
of two shockwaves is completely similar both in Fig. 15 corresponding to the continuum
regime for Kn=0.0001 and in Fig. 16 related to the near-continuum slip regime for Kn=
0.08, the discontinuous features of shockwaves in the whole interacting process are more
obvious and the shockwaves are more crisp and thin in the continuum flow case of Kn=
0.0001, and the thickening of the front bow shock is noticeable difference in the near-
continuum slip flow of Kn=0.08.

4 Conclusions

In this paper, the direct Boltzmann gas-kinetic solver for unsteady gas dynamics cover-
ing flow regimes has been developed by using the gas-kinetic unified algorithm (GKUA),
where both the S-model for monatomic ideal gases and the R-model for diatomic gases
involving the effect of rotational degrees of freedom are applied. To simplify and inte-
grate the distribution function over the energy variable, the Rykov kinetic equation is
integrated by the weight factor on the internal energy and transformed into two kinetic
governing equations with inelastic and elastic collisions. Then, the reduced velocity dis-
tribution functions and the discrete velocity ordinate (DVO) method are applied to devel-
op the computable hyperbolic conservation model, and the time-explicit finite-difference
scheme and numerical stability condition to fix on the time step are devised by the aid
of the unsteady operator-splitting technique to numerically solve the reduced velocity
distribution functions at each of DVO point.

In the second part of this paper, the newly developed GKUA is applied to study the
unsteady one- and two-dimensional flows from continuum to rarefied transitional flow
regimes. The unsteady flow solver is validated to simulate the one-dimensional unsteady
shock-tube problem in continuum regime and the unsteady two-dimensional planar jet
flow and the gas flow through a slit in rarefied transitional flow regime by the use of S-
model, where the simulation results match the analytical solutions and typical reference
data accurately. Then, the time-variation processes including the unsteady shock-tube
flow and the interaction of normal shock with detached shock around a circular cylinder
is solved by using the Boltzmann-Rykov model equation involving in the effect of rota-
tional energy in diatomic gases with 10−1 ≤Kn≤ 1, where some significative flow phe-
nomena and unsteady flow mechanism are revealed and analyzed. It can be tasted from
this study that the present gas-kinetic numerical algorithm provides an important and
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feasible tool to solve the unsteady gas flow problems covering various flow regimes. Fur-
ther investigations on the kinetic models for multi-component real gas non-equilibrium
effects involving internal energy excitation and the three-dimensional complex unsteady
flows et al., need to be studied in the future.
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