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Abstract. In this article a comparison study of the numerical methods for compress-
ible two-phase flows is presented. Although many numerical methods have been de-
veloped in recent years to deal with the jump conditions at the fluid-fluid interfaces
in compressible multiphase flows, there is a lack of a detailed comparison of these
methods. With this regard, the transport five equation model, the modified ghost fluid
method and the cut-cell method are investigated here as the typical methods in this
field. A variety of numerical experiments are conducted to examine their performance
in simulating inviscid compressible two-phase flows. Numerical experiments include
Richtmyer-Meshkov instability, interaction between a shock and a rectangle SF6 bub-
ble, Rayleigh collapse of a cylindrical gas bubble in water and shock-induced bubble
collapse, involving fluids with small or large density difference. Based on the numeri-
cal results, the performance of the method is assessed by the convergence order of the
method with respect to interface position, mass conservation, interface resolution and
computational efficiency.
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1 Introduction

In past decades a variety of numerical methods have been developed for simulation of in-
viscid compressible two-phase flow. Since these methods allow for complicated interface
deformations or topology changes of interfaces, they have been extensively used to inves-
tigate the high-speed flows involving shock-interface interactions, and therefore become
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powerful numerical tools to elucidate the underlying fluid mechanisms. In these meth-
ods it is the key issue to appropriately deal with the jump conditions at the fluid-fluid
interfaces. Depending on the manner of modeling the interface, the numerical methods
can be generally grouped into two types: diffuse interface methods and sharp interface
methods.

In the diffuse interface methods [1–7] the interface between two immiscible fluids is
modeled by an interface region of finite thickness, in which the fluids are allowed to mix
to some extent. For the fluid mixture in the diffuse interface region, it is very important
to give consistent thermodynamic laws [3], which essentially resolve the jump conditions
at the interface. The interface in the diffuse interface method can be represented by the
field of different parameters, e.g., mass fraction [2], volume fraction [4] or specific heat
ratio [8]. In order to reflect the discontinuous nature of the immiscible fluids, the thick-
ness of the diffuse interface is supposed to be much smaller than the characteristic length
scale of the flow. However, the non-uniform flow field would stretch or compress the
diffuse interface region. How to suppress the interface diffusion remains a big challenge
in the diffuse interface simulation of compressible multiphase flows, and recent efforts
can be found in [9–14].

In the sharp interface methods the interface is treated as a sharp contact disconti-
nuity. Two typical sharp interface methods on Cartesian meshes are: ghost fluid meth-
ods [15–19] and cut-cell methods [20, 21]. The ghost fluid methods generally resolve the
fluid flows in the finite difference framework, in particular at the Cartesian cells that con-
tain the interface, where the discretization of governing equation in one fluid requires
the information of the flow variables at the cells in the other fluid (or ghost cells). It is
suggested by Fedkiw et al. [15] that the pressure and velocity can be copied from the
other fluid directly while the density is obtained by extrapolating entropy from the side
of the bulk fluid. Liu et al. [16] proposed a modified ghost fluid method, which includes
a Riemann solver in the calculation of the flow variables at the ghost cells, to provide a
non-oscillatory pressure field in the presence of strong shock and detonation waves at
the interface. In the cut cell methods complex interfaces are projected onto a fixed struc-
tured mesh, and for two-dimensional computations the interface can be effectively repre-
sented by a number of piecewise linear segments that split the corresponding Cartesian
cells. Consequently, a set of unstructured cells are generated in the vicinity of the in-
terface [21–23]. Therefore, the interface coincides with the cell faces of the unstructured
cells, and the jump conditions across the interface can be resolved by solving a local Rie-
mann problem at the cell faces. In order to generate unstructured interface cells and
eliminate the unnecessarily small ones, cut-cell methods often involve with complicated
geometrical algorithms to split Cartesian cells and merge unstructured cells [23]. For the
sharp interface methods, the interface evolution can be modeled by any popular interface
tracking methods such as level-set [15], front tracking [19] and volume-of-fluid [24].

Despite of their success in simulating inviscid compressible two-phase flows, these
methods have not been systematically compared yet, and therefore, it is not clear for
a particular method about its advantages and disadvantages relative to the other ones.
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In this paper, we choose the transport five equation model [4] as a typical diffuse in-
terface method, and the modified ghost fluid method [18] and the cut-cell method [25]
as the candidates for the sharp interface methods. A variety of numerical experiments
are conducted to examine the performance of the three methods in simulating inviscid
compressible two-phase flows, in the presence of small or large density difference. They
include Richtmyer-Meshkov instability, interaction between a shock and a rectangle SF6

bubble, Rayleigh collapse of a cylindrical gas bubble in water and shock-induced bubble
collapse. Based on the numerical results, the performance of the method is assessed by
the convergence order of the method with respect to interface position, mass conserva-
tion, interface resolution and computational efficiency.

The paper is organized as follows: a brief review of the three methods is given in
Section 2, followed by code validation in Section 3. The numerical experiments are pro-
vided in Section 4, along with the performance discussion of the three different methods.
Concluding remarks are addressed in Section 5.

2 Methodology

We consider here numerical simulations of inviscid two-phase flows, of which the motion
is governed by Euler equations,

∂Q

∂t
+∇·F=0, (2.1)

in which the conservative variables Q and the flux function F are defined in a different
way for the diffuse interface methods and the sharp interface methods.

2.1 Transport five equation model

We introduce here the typical diffuse interface method, i.e., the transport five equation
model (TFEM) [4], for simulating two inviscid compressible fluids 1 and 2. The densities
of the fluids are ρ1 and ρ2, respectively. In the interface region the two fluids are allowed
to mix to some degree, and it is assumed that the density of the mixed fluid follows
ρ=ρ1α+ρ2(1−α), the flow velocity u=u1=u2, the pressure p= p1= p2, the specific total
energy E = ǫ+ 1

2u2, and the specific inner energy ǫ = (ρ1αǫ1+ρ2(1−α)ǫ2)/ρ, where the
subscript 1 and 2 indicate the respective fluid and α is the volume fraction of the fluid 1.
In such a way, Q and F can be written as,
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The flow velocity u=(u, v), and i and j denote the unit vector in the x and y-direction,
respectively. The evolution of the interface between the fluids 1 and 2 can be modelled
by time variation of α, which obeys:

∂α

∂t
+u·∇α=0. (2.2)

To complete the system, the stiffened gas model is chosen to be the equation of states
for each fluid:

pi+γiπi=(γi−1)ρiǫi, (2.3)

where the subscript i (=1 or 2) denotes the respective fluid. Consequently, the equation
of states for the fluid mixture at the interface region can be obtained:

p+γπ=(γ−1)ρǫ, (2.4)

where the specific heat ratio γ and the material-dependent constant π of the fluid mixture
can be calculated by

1

γ−1
=

α

(γ1−1)
+

(1−α)

(γ2−1)
, (2.5a)

πγ

γ−1
=

απ1γ1

(γ1−1)
+
(1−α)π2γ2

(γ2−1)
. (2.5b)

In the present study the parameters are chosen as: for air γa =1.4 and πa =0Pa, and
for water γw = 4.4 and πw = 6×108Pa. The Eqs. (2.1) and (2.2) are solved by a 2nd finite
volume method with the HLLC type scheme [8]. Eq. (2.2) can be rewritten as

∂α

∂t
+∇·(αu)=α∇·u, (2.6)

which can be numerically discretized as

dαi,j

dt
+

(

1

∆x
((αu)i+1/2,j−(αu)i−1/2,j)+

1

∆y
((αv)i,j+1/2−(αv)i,j−1/2)

)

=αi,j

(

1

∆x
(ui+1/2,j−ui−1/2,j)+

1

∆y
(vi,j+1/2−vi,j−1/2)

)

. (2.7)

Note that the numerical fluxes αu and αv are solved by a HLLC Riemann solver, whereas
the velocity at the cell faces on the RHS of Eq. (2.7) is solved by the adapt-HLLC solver.
More precisely, the velocity can be obtained by,

ui+1/2,j=
1+sign(s∗)

2

[

uL+s−(χ∗L−1)
]

+
1−sign(s∗)

2

[

uR+s+(χ∗R−1)
]

, (2.8)

where s−=min(0,sL), s+=max(0,sR), χ∗L=(sL−uL)/(sL−s∗), χ∗R=(sR−uR)/(sR−s∗),
and

sL=min
(

(u−c)ROE,uL−cL
)

, sR=max
(

(u+c)ROE,uR−cR
)

, (2.9)
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where c is the sound speed, the superscripts L and R denote the left- and right-hand sides
of the edge respectively, and the superscript ROE stands for the Roe average [26]. The
intermediate wave speed s∗ is computed by,

s∗=
pR−pL+ρLuL(sL−uL)−ρRuR(sR−uR)

ρL(sL−uL)−ρR(sR−uR)
. (2.10)

2.2 Sharp interface methods

In this section we give a brief review of two sharp interface methods: the ghost fluid
method [18] and the cut-cell method [25]. In both methods Q and F are defined as:

Q=











ρ

ρu

ρv

ρE











, F=













ρui+ρvj

(ρuu+p)i+ρuvj

ρuvi+(ρvv+p)j

(ρE+p)ui+(ρE+p)vj













.

A level set method is used to track the interface by means of the signed distance
function φ, of which the time evolution follows:

∂φ

∂t
+v·∇φ=0, (2.11)

in which the interface velocity v is used to advance the φ field, rather than the flow
velocity u. Here, v is extended from the solution of a local Riemann problem at the
interface along the normal direction of interface.

To keep φ as the signed distance function during the computation, a high-order reini-
tialization method [27] is implemented in each time step:

∂φ

∂t
+

φ̃
√

φ̃2+∆x2

(

√

(∂φ

∂x

)2
+
(∂φ

∂y

)2
−1
)

=0.5F, (2.12)

where φ̃ is level-set function before the re-initialization process, and F is a source term.
Following the work of Hartmann et al. [27], F at the cell (i, j) is defined as

Fi,j=
1

∆x

(

1

Mi,j

Mi,j

∑
k=1

φ̃i,j

φ̃(i,j)k

φ(i,j)k
−φi,j

)

, (2.13)

where φ̃i,jφ̃(i,j)k
<0, φi,jφ(i,j)k

<0 and Mi,j is the number of the cells with the opposite sign
of level-set function in the immediate neighborhood of the cell (i, j).

For the spatial discretization of the advection and reinitialization of the level-set
function, i.e., Eq. (2.11) and Eq. (2.12), we use a fifth-order HJWENO finite-difference
scheme [28]. For the temporal discretization, we use a second-order Runge-Kutta method
for the advection of the level set equation Eq. (2.11) and a third-order Runge-Kutta
scheme for the reinitialization Eq. (2.12) [30]. The Euler equations are solved by a 2nd

finite volume method (FVM) with HLL scheme [29].
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2.2.1 Ghost fluid method

In the ghost fluid methods [15, 16], the Cartesian cells are classified according to the in-
terface position, so that each cell is occupied by one particular fluid. In this way, the
governing equations for single phase flows (e.g., Eq. (2.1)) are solved at every Cartesian
cell. At the Cartesian cell in the immediate neighborhood of the interface, the discretiza-
tion needs the information of the flow variables in the corresponding ghost cells, i.e., the
cells in the other fluid. The essence of ghost fluid method is that the flow values at the
ghost cells are populated appropriately so that the jump condition across the interface is
satisfied. In such a way, numerical schemes can be directly applied at the cells near the
interface. In present study we use the modified ghost fluid method (MGFM) [18]. The
Riemann problem is first constructed at the interface, and then is solved by an exact Rie-
mann solver [18]. The resultant solutions of the Riemann problem are employed to fill
the ghost region.

Fig. 1 illustrates an example of constructing the local Riemann problem at the interface
and the way of populating the ghost region (for fluid 1 in particular). For an arbitrary
cell (i, j) in fluid 1 (i.e., φ< 0), if any of its neighboring cells, i.e., (i+1, j), (i−1, j), (i, j−1)
and (i, j+1), is located in fluid 2, the cell (i, j) is considered to be an interface cell of fluid
1. As a result, a local Riemann problem shall be constructed at this cell. For convenience,
the left and right states of the Riemann problem, i.e., density, pressure and the velocity
component normal to the interface are defined as ρL, pL, unL and ρR, pR, unR, respectively.
For the interface cell K in Fig. 1, the left and right states are approximated through a
bilinear interpolation at the positions xL and xR, respectively. Mathematically, xL and xR

can be computed by xL = xIK−1.5∆xnK and xR = xIK+1.5∆xnK , where xIK = xK−φKnK

Figure 1: Construction of local Riemann problem for cell K in fluid one (φ< 0) in MGFM. The red solid line
represents the interface. The black or hollow square is the cell center. The hollow squares are within 4 level of
cells near the interface in the ghost region of fluid one.
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and nK = ∇φ
|∇φ|

is the normal vector at cell K. By solving the Riemann problem the states

at the left side of the interface are defined as WL = (ρ∗L,p∗L,u∗
nL). The states at cell K are

corrected by keeping the tangential velocity along the interface unchanged and using WL

to replace other variables. This correction at the interface cell can prevent the diffusion
of the entropy field across the interface [18]. Finally, the states are extended along the
normal direction of the interface into the ghost region of fluid one by,

∂q

∂τ
+n·∇q=0, (2.14)

where q are the primitive variables and τ is the virtual time. For the extension of fluid
2, n should be replaced by −n in Eq. (2.14). This equation is solved by a first-order
upwind scheme within a narrow band with width 4 level of cells near the interface, as
shown in Fig. 1. After the populating of the ghost region of fluid 1, the interface cells in
fluid 1 can be solved by the traditional single-phase solver. Constructing and solving the
Riemann problem at the interface cell of fluid 2 follow similar procedure, and so does the
population of the ghost cells of fluid 2.

2.2.2 Cut-cell method

A cut-cell method (CCM) is proposed recently to simulate the inviscid compressible two-
phase flows with topology change of fluid-fluid interface in the frame work of finite
volume methods [25]. In CCM two meshes are adopted: the background structured
Cartesian mesh and the overlaid unstructured mesh near the interface; the latter is the
dynamically generated by the cut cell method to account for the moving interface. In
each Cartesian cell that contains the interface, the interface is represented by the line
segments, and the typical cut cells that occur in the linear reconstruction of interface in
one Cartesian cell are shown in Fig. 2. The split Cartesian cells are combined and form
unstructured interface cells, which contain at least one edge along the interface. One ex-
ample to form the interface unstructured cells is shown in Fig. 3. In this way, the interface
becomes a moving edge of unstructured interface cells, and finite volume method can be
directly applied in the spatial discretization at these cells, with no need of ghost cells. The
jump conditions at the interface edges are enforced through an exact solver of Riemann
problem [18].

A second-order Runge-Kutta method [30] is used for the time integration of the Euler
equations. Each integration step in this explicit scheme can be generally written in the
following form,

Qn+1∆Sn+1−Qn∆Sn =−∆t∑
e

Fe
n∆ln

e , (2.15)

where the subscript e denotes the cell faces, the superscripts n and n+1 represent the time
level, and ∆le represents the area of the corresponding cell face. Fe denotes the numerical
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Figure 2: Typical cut cells that occur in the linear reconstruction of interface. The symbol � denotes the center
of the Cartesian cell, and the gray color indicates the fluid 1 while the white color indicates the fluid 2.

Figure 3: Left: A sample of Cartesian mesh (thin solid line) and unstructured mesh (bold solid line). Right:
The zoomed figure in the dashed box in left frame. The red line in both frames represents the interface. In the
right frame we also show the unstructured cells in the buffer layer which are labeled as level −1 to −3 in fluid
one (φ<0) and level 1 to 3 in fluid two (φ>0). The interfacial unstructured cells may contain several subcells
and one example is shown with 4 subcells marked as A∼D. The gradients of primitives on the unstructured cells
are calculated with 2ndleast square method and the stencils for the interfacial unstructured cells (blue cross)
and the unstructured cells in the buffer layer (pink cross) are shown by the blue and pink dots besides the cross
it self.

flux estimated in the middle of cell faces [21], and is generally defined as

Fe=











ρ(Un−Ub)

ρu(Un−Ub)+pnx

ρv(Un−Ub)+pny

ρE(Un−Ub)+pUn











, (2.16)

where Un = u·ne, Ub = ub ·ne, ub is the velocity of the cell face, and ne = (nx,ny) is the
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normal vector of the cell face and points outwards. Note that ub =0 for all the Cartesian
cells, and it is non-zero only when the cell is an interface cell and the cell face coincides
with the interface.

In the cut cell methods how to appropriately deal with the reinitialization process of
the level set function is of great importance, particularly in the presence of interfaces with
topology change or very high curvature, where the mesh is not sufficiently fine to resolve
the interface. Traditionally the reinitialization equation Eq. (2.12) is calculated after the
level-set equation immediately, but this treatment could give rise to significant unphys-
ical oscillation of pressure [25]. Such problem could become worse in two-phase flows
with large density ratio such gas-water flows, e.g., leading to the failure of the computa-
tion. The local unphysical oscillation of flow variables in the presence of topology change
is shown to be greatly suppressed by using a delayed reinitialization [25]. As a result, the
cut cell method can achieve second-order accuracy with respect to the interface position
in the absence of topology changes of interface, while locally degrading to first-order at
the interface region where topology change occurs. Another challenge is to eliminate the
too small cut cells (e.g., of which the volume is less than 0.5∆x2), which results from the
cutting of Cartesian cells by the interface. In practice, these small cut cells are merged
with their neighbouring cells, in order to relieve the restriction of the time step arising
from the explicit time-discretization scheme.

3 Validation

Two shock tube problems are considered here to validate our codes of TFEM, MGFM and
CCM. Although they are one-dimensional flows, they are simulated by two-dimensional
codes; the results only vary in the x-direction and are uniform in the y-direction.

3.1 Case A: gas-gas shock tube problem

The simulation configuration of gas-gas shock tube problem is set as follows: Initially, the
flow properties of the gas between [0,0.5] m are: ρL=1kg/m3, pL=105Pa, uL=vL=0m/s,
γL = 1.4, while the gas in [0.5,1]m has: ρR = 0.125kg/m3, pR = 104Pa, uR = vR = 0m/s,
γR = 1.2. The flow is simulated on uniform Cartesian meshes with 100 grids in the x-
direction. All the boundaries are assumed to be slip solid walls, thus no-penetration
boundary conditions are used. Since the results have no difference in the y-direction, we
only show the distribution of the results along the x-direction only in Fig. 4 at t=0.0007s,
superimposed by the exact solution. It is clear that the numerical results are in agreement
with the exact solution for all the three methods.

3.2 Case B: gas-water shock tube problem

One case studied by Liu et al. [16] is chosen to validate the three codes for two-phase
flows with large density ratio. Initially, in the x-direction the gas between [0,0.4]m has:
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Figure 4: Numerical results at t=0.0007 s in the case A with respect to density (left column), pressure (middle
column) and velocity (right column), using TFEM (upper row), MGFM (middle row) and CCM (bottom row),
respectively.

ρL = 1kg/m3, pL = 105Pa, uL = 100m/s, vL = 0m/s, γL = 1.4, while the water between
[0.4,1]m has: ρR = 1000kg/m3, pR = 2×107Pa, uR = vR = 0m/s, γR = 4.4, πR = 6×108Pa.
A Cartesian mesh with 200 grids in the x-direction are used here. All the boundaries
are assumed to be slip solid walls. The results of TFEM, MGFM and CCM are shown in
Fig. 5. This Riemann problem produces a left moving shock and a right moving rarefac-
tion wave. It is shown that all the three code capture these waves, and the results agree
well with the exact solutions.

4 Results and discussions

Unless mentioned otherwise, the CFL number is chosen to be 0.6, φ= 0 is used to show
the interface position for MGFM and CCM, while α=0.5 for TFEM.
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Figure 5: Numerical results at t=0.0003 s in the case B with respect to density (left column), pressure (middle
column) and velocity (right column), using TFEM (upper row), MGFM (middle row) and CCM (bottom row),
respectively.

4.1 Gas-gas flows

4.1.1 Richtmyer-Meshkov instability

We investigate here the Richtmyer-Meshkov instability (RMI) of single mode for the air-
He interface [31, 32]. A schematic diagram of the numerical setup is shown in Fig. 6, in
which a shock wave moves from the right side to the left side, and impinges on a sinu-
soidal interface with wavelength λ and amplitude a. The initial conditions of the flows
are listed in Table 1. The shock Mach number Ms is 1.52, and the Atwood number A
(=(ρ2−ρ1)/(ρ2+ρ1)) is set to 0.76, where ρ1 denotes the density of air and ρ2 is the den-
sity of He. Because of symmetry of the flows, only half of the domain is simulated. The
size of the computational domain is [−30,30] × [0,2]cm. Symmetric boundary condition
is enforced at the up and bottom boundaries, and the extrapolation boundary condition
is enforced at the left and right boundaries. The interface is initially placed at x=−5cm.
The specific heat ratio γ is set to 1.4 for air and 1.63 for He. The mesh resolution is 480
cells per wavelength, and in the computation t=0 represents the moment when the inci-
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Figure 6: Numerical setup of RMI of single mode. λ is the wavelength of the interface perturbation and a is
the amplitude.

Figure 7: The time history of (a) amplitude and (b) growth rate in the Richtmyer-Meshkov instability of single
mode of air-HE interface.

dent shock totally transmits the interface. To give a quantitative estimate of the interface
deformation, we track the instantaneous amplitude of interfacial wave, a(t), which is de-
fined as half of the distance between the trough and the crest. Accordingly, we can also
compute the growth rate da(t)/dt.

Fig. 7 shows the time evolution of the amplitude and growth rate together with the
numerical results from other researchers [31, 32]. Note that there are relatively big dif-
ferences between the results of Holmes et al. [31] and Ullah et al. [32] with respect to the
amplitude and the growth rate. Holmes et al. [31] adopt a non-conservative front track-

Table 1: Parameters for RMI of single mode. The units of pressure, density and velocity are bar, kg/m3 and
m/s, respectively.

RMI of single mode for air-He interface
λ=4cm and a=0.2cm

p1=1.013 ρ1=1.2 u1=0
p2=1.013 ρ2=0.167 u2=0
p3=2.562 ρ3=2.276 u3=−246.977
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ing method, while Ullah et al. [32] use a conservative front tracking method. It appears
that all our results are closer to those of Ullah et al. [32], regardless of the differences in
the ways of dealing with interface conditions. A convergence study (not shown here)
shows that such an observation is mesh independent.

4.1.2 Shock-SF6 bubble interaction

We consider here the interaction between a shock and a rectangle SF6 bubble in air. The
initial setup is given in Fig. 8. The initial states in the SF6 bubble are: ρS = 5.805kg/m3,
pS = 96856Pa, uS = vS = 0m/s, γS = 1.076 and the states in air before the shock are: ρa =
1.153kg/m3, pa = 96856Pa, ua = va = 0m/s, γa = 1.4. The states after the incident shock
can be obtained by setting the shock Mach number to 1.26. A grid of 750×300 is used in
the simulation. The extrapolation boundary condition is used at the left side boundary,
and slip boundary conditions are adopted at the rest of the boundaries. t=0 is set to the
moment when the incident shock coincides with the left side of the SF6 bubble.

Fig. 9 shows the snapshots of the experimental results obtained by Bates et al. [33]. It

Figure 8: Setup for interactions between a shock and a rectangle block of SF6.

Figure 9: Experimental results of Bates et al. [33] in the interaction of shock and a rectangle SF66 bubble.
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Figure 10: Numerical schlieren for TFEM (left column), MGFM (middle column) and CCM (right column).
The red solid line is the contour of α=0.5 in TFEM and φ=0 in MGFM and CCM.

is clearly seen that the interface evolution exhbits significant deformation and breakups.
Fig. 10 shows the numerical schlieren for TFEM, MGFM and CCM. Compared with the
experiments, all the three methods are able to capture the main flow features. For exam-
ple, when the shock impacts on the SF6 bubble, the shock transmits into the SF6 bubble
to form the refracted shock, and at the same time the reflected shock wave is formed in
the air. Along with the wave evolution, the baroclinic effect causes top-left corner of the
SF6 bubble to roll up, and a Mach stem occurs inside the SF6 bubble to connect the two
refracted shocks. A jet appears when this Mach stem impacts on the right side of the bub-
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Figure 11: Relative error of mass versus time during the interaction between the shock and the SF6 bubble. m0
is the initial mass of the SF6 bubble.

Figure 12: Interface shape at t=2046µs represented by φ=0 and α=0.5 with TFEM.

ble near the wall. Among the three numerical methods, sharp interface methods such as
MGFM and CCM produce rather similar results, which have higher resolution than those
of the diffuse interface method such as TFEM. On the other hand, the results of TFEM are
smoother than those of MGFM and CCM, due to the effect of the mixture of the fluids.

The relative error of mass of the SF6 bubble is shown in Fig. 11 as a function of time.
We can see that the results of CCM have the smallest mass error among the three methods
during the computation. In order to give an accurate prediction of the interface positions
in TFEM, we make a comparison between the contour of α=0.5 in TFEM and the level set
function φ=0 in Fig. 12. It should be noted that the level set function here is advected by
the flow velocity obtained by TFEM, and does not couple with the computation of Euler
equation. Thus, it can be viewed as a post-process of TFEM to determine the interface
position. It is seen in Fig. 12 that the two results are virtually overlapped except for the
under-resolved interface region. This observation implies that α=0.5 is a good indication
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in TFEM to represent the interface.
The computational efficiency is measured by the CPU time required at t=2046µs. In

the computation we use the OpenMP to parallelize the code on a computer with 24 cores
and 2.4GHz. In the present study, TFEM, MGFM and CCM cost 0.7, 2.0 and 2.2 hours, re-
spectively. Since the reinitalization equation Eq. (2.12), the advection equation Eq. (2.14)
and the local interfacial Riemann problems are solved in both MGFM and CCM, it is rea-
sonably expected that such process would need longer computational time. Furthermore,
the dynamic generation of the unstructured interface cells in the CMM also increases the
computation load.

4.2 Gas-water flows

4.2.1 Rayleigh collapse

Rayleigh collapse refers to the symmetric collapse process of a gas bubble subject to a
high pressure in the surrounding still fluid. The three methods are used to calculate the
two-dimensional Rayleigh collapse in a domain [0,200] × [0,200]mm. A uniform mesh is
used in [0,2] × [0,2]mm and stretched mesh is adopted in the other region. Initially an
air bubble with radius R0 = 1mm is placed at [0,0]mm and only a quarter of the bubble
is calculated due to the symmetry. Slip boundary condition is enforced at the left and
bottom boundaries while the extrapolation boundary condition is used at the others. The
states inside the bubble are: p0=105Pa, ρ=1kg/m3, u=v=0m/s. The water outside is also
at steady state with ρ=1000kg/m3 and p(r)= p∞+R0(p0−p∞)/r, where r is the distance
to the origin, p∞=2×107Pa. These initial conditions are similar to the three-dimensional
Rayleigh collapse studied by Tiwari et al. [12].

The effective radius is defined as Re=2(V/(π))1/2, where V is the volume of a quarter
of bubble, and is shown in Fig. 13. It shows that all three methods are mesh convergent
to the exact radius. The error of volume fraction is defined as [12]:

ev=
1

N ∑
i,j

|αi,j−αe|, (4.1)

where N is the total number of the cells, αe is the exact volume fraction which is calcu-
lated from the one-dimensional cut-cell code for flow with cylindrical symmetry with
1600 points per radius. For CCM and TFEM, the volume fraction α can be obtained di-
rectly. However, for MGFM we use the same linear interface reconstruction technology
to reconstruct the interface from the level-set function to get the volume fraction inside
the cell as in CCM. Table 2 shows the error at t=12µs when the exact radius is 0.252710
mm. It can be seen that the convergence orders of TFEM, MGFM and CCM are roughly
0.6, 0.9 and 2, respectively. We must emphasize that the convergence orders are essen-
tially obtained with respect to the interface position, and thus are related to the accuracy
in dealing with the jump conditions, rather than the spatial discretization. In addition, it
is also shown by Tiwari et al. [12] that the diffuse interface method achieves first-order
accuracy at best in the numerical study of three-dimensional Rayleigh collapse.
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Figure 13: Effective radius versus time in two-dimensional Rayleigh collapse with TFEM (a), MGFM (b), CCM
(c). The exact result is calculated by one-dimensional cut-cell code for flow with cylindrical symmetry with
h=0.000625mm. The results near t=12µs is zoomed in the inset in (c).

4.2.2 Shock-induced bubble collapse

Shock-induced bubble collapse in water can be found in industrial applications such as
shockwave lithotripsy [34], and has attracted the attentions of a lot of researchers [24,
35–38]. The case of bubble collapse induced by 1.9GPa shock is chosen to be the test
case, and the results in [24, 37, 38] are chosen as the benchmark solutions. The density
of the air bubble is 1kg/m3 and the pressure is 105Pa. The density of the water before
the shock is 1000kg/m3. The computational domain has a size of [−12,12] × [0,12]mm,
with the bubble being centered at (0,0) mm initially. A hybrid structured mesh is used
for discretization, in which a uniform mesh is placed in [−5.6,6.4] ×[0,6.0]mm while a
stretched non-uniform mesh fills the rest of the domain. The reflection boundary is used
at the lower boundary due to the symmetry of the flow, and the extrapolation boundary
condition is used at the other boundaries. Three successively refined meshes (i.e., h =
0.03mm, h = 0.015mm and h = 0.0075mm) in the uniform region are used. The finest
resolution corresponds to 400 cells per radius of the bubble.

Fig. 14 shows the density and numerical schlieren with CCM. When the incident
shock impacts on the bubble interface from the side of water, the shock is transmitted
into the air, and at the same time rarefaction waves are reflected from the bubble inter-
face. Due to the focusing of the flows, a jet forms at the upstream of the bubble. After the
jet impacting on the downstream side of the bubble wall two water-hammer shocks are
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Table 2: Error ev at t=12µs in the 2-D Rayleigh collapse with different methods.

h(mm) ev for TFEM order

0.02 2.26×10−3

0.01 1.46×10−3 0.63
0.005 9.64×10−4 0.60

h(mm) ev for MGFM order

0.02 2.76×10−3

0.01 1.49×10−3 0.89
0.005 7.81×10−4 0.92

h(mm) ev for CCM order

0.02 6.25×10−5

0.01 1.49×10−5 2.07
0.005 3.47×10−6 2.10

Table 3: Water-hammer shock pressure pw, impact time tc and maximum jet velocity vj in the bubble collapse

with different methods. Note that the impact time of Hawker&Ventikos [38] starts from the contact of the
initial shock with the upstream bubble interface and in the bracket the time is transformed into the one which
starts from the beginning of the computation as other results.

h(mm) TFEM MGFM CCM Hawker [38] Bo [24] Nourgaliev
et al. [37]

0.03 4.07 5.33 4.94
pw(GPa) 0.015 4.31 5.37 5.47

0.0075 4.53 5.75 5.90 5.89 10.1
0.03 3.82 3.70 3.69

tc(µs) 0.015 3.74 3.71 3.70
0.0075 3.72 3.71 3.70 2.8(3.66) 3.70 3.69
0.03 2892 2816 2830

vj(m/s) 0.015 2870 2819 2828
0.0075 2850 2827 2832 2810 2830 2850

produced. One water-hammer shock moves to the upstream and the other moves to the
downstream. At a later time a secondary jet is produced under the high pressure after
the water-hammer shock as other researchers [24, 37, 38].

The bubble shapes at t = 4.1µs are shown in Fig. 15 with three different meshes.
It shows that both MGFM and CCM can capture the secondary jet even with only
h=0.03mm but the secondary jet can only appear with the finest mesh when using TFEM.
With the mesh refinement, CCM appears to converge faster than MGFM. Also, CCM can
have a better resolution of the interface than MGFM, e.g., the bubble rim near the jet.

A quantitative comparison is provided in Table 3, in terms of the pressure after the
water hammer shock, the maximum jet velocity and the time when the jet impacts the
downstream interface of the bubble (namely impact time). In Table 3 the results of other
researchers are all calculated with h=0.0075 mm. It shows that the impact time and max-
imum jet velocity using the three different methods only have insignificant difference.
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Figure 14: Density (above half) and numerical schlieren (below half) for shock-induced bubble collapse with
CCM. The red lines represent the interface. The time is given in each frame.

Figure 15: Bubble shapes at t=4.1µs with TFEM (a), MGFM (b), CCM (c).

Note that the impact time of Hawker&Ventikos [38] is smaller than that of all the other
researchers and present work. The pressures after the water-hammer shock obtained by
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Figure 16: Relative mass error versus time with TFEM (a), MGFM (b), CCM (c).

MGFM and CCM are in good agreement with Hawker&Ventikos [38]; by contrast TFEM
produces a water-hammer shock of a lower pressure. The relative error of mass of the air
bubble is shown in Fig. 16 on the three different meshes. It shows that all the methods
have smaller error with mesh refinement; the maximum errors at h= 0.0075mm are 7%,
8% and 4% for TFEM, MGFM and CCM, respectively. Note that a maximum error of 9%
is reported by Bo&Grove [24] and 8% by Nourgaliev et al. [37]. CCM can maintain mass
conservation before jet impacting, and overall has the least relative mass error among
the three methods. Both TFEM and MGFM have relatively large errors, even before the
occurrence of topology change.

5 Conclusions

In this study we make a comparison between one diffuse interface method, i.e., the trans-
port five equation model (TFEM), and two sharp interface methods, i.e., the modified
ghost fluid method (MGFM) and the cut-cell method (CCM), and systematically exam-
ine their performance in simulating inviscid compressible two-phase flows. The conver-
gence study of the Rayleigh collapse problem shows that CCM can achieve second-order
accuracy while TFEM and MGFM have first-order accuracy at best. The test of mass con-
servation suggests that CCM is superior to TFEM and MGFM. We also find that CCM
obtains the best interface resolution on the same mesh among the three methods. On the
other hand, TFEM requires the least computational cost among the three methods, and
the computational efficiencies of MGFM and CCM are similar.
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