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#### Abstract

In this paper, we give a survey on the index iteration theory of an index theory for brake orbit type solutions and its applications in the study of brake orbit problems including the Seifert conjecture and the minimal period solution problems in brake orbit cases.
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## 1 Introduction

Since 1990, the iteration theory of the Maslov-type index theory for symplectic paths has been systematically developed by Long and his research group [54-56]. It has become a powerful tool in the study of various problems on periodic solutions (or orbits) of nonlinear Hamiltonian systems including: existence, multiplicity, and stability of periodic solution orbits [57,59, 67,68] and closed geodesic [5,13,14], stability problems of periodic orbits of $n$-body problems [35-37], Rabinowitz's minimal periodic solution conjecture [12,50-52], Conley's conjecture on sub-harmonic periodic orbits for second as well as first order Hamiltonian systems [27,32]. Recently, Long, Duan, and Zhu published a survey paper [15] on this topic. Interested readers are referred to this paper and references therein.

[^0]Since the paper of [57] of Long, Zhang, and Zhu in 2006, motivated by the study of the existence, multiplicity and stability of brake orbit type periodic solutions of Hamiltonian systems, in order to get more precise information, the index theory and its iteration theory of the Maslov-type index for symplectic paths under brake orbit boundary conditions have been systematically developed. This index and its iteration theory can be used to study brake orbits problems of reversible Hamiltonian systems [47, 48,57,73,74] as well as other related problems including Conley conjecture and minimal periodic solution problems in brake orbit case [42,72].

In this survey, we shall give an introduction to this Maslov-type index theory and its relationship with the Maslov index theory in Section 1. In Section 2, we shall describe the main results in the iteration theory of such an index theory. For applications, in Section 3 , we shall introduce recent developments on brake orbit problem for compact convex reversible hypersurfaces in $\mathbf{R}^{2 n}$, which yields some partial answer to the Seifert conjecture on the multiplicity of brake orbits proposed by Seifert in 1948 [64]. In Section 4, we shall briefly summarize the study of the minimal period solution problems of reversible Hamiltonian systems in brake orbit case.

In this paper, let $\mathbf{N}, \mathbf{R}, \mathbf{Z}, \mathbf{Q}$ and $\mathbf{C}$ denote the sets of natural integers, integers, rational numbers, real numbers and complex numbers respectively. Let $\mathbf{U}$ be the unit circle of the complex plane C, i.e., $\mathbf{U}=\{z \in \mathbf{C}| | z \mid=1\}$.

## 2 A review on the Maslov-type index theory $i_{L}$ for symplectic paths under Lagrangian boundary condition

### 2.1 The $i_{\omega}$ index theory for symplectic paths

We firstly give the definition of $i_{\omega}$ index for symplectic paths which was first introduced by Long in [54] of 1999, all the materials here with historical notes can be found in [56] of 2002 and the recent survey paper [15]. Let $\left(\mathbf{R}^{2 n}, \omega_{0}\right)$ be the standard symplectic vector space with coordinates $\left(x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{n}\right)$ and the standard symplectic form

$$
\omega_{0}=\sum_{i=1}^{n} d x_{i} \wedge d y_{i}
$$

Let

$$
J=\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)
$$

be the standard symplectic matrix, where $I_{n}$ is the identity matrix in $\mathbf{R}^{n}$. The real symplectic group $\operatorname{Sp}(2 n)$ is defined by

$$
\mathrm{Sp}(2 n)=\left\{M \in \mathrm{GL}(2 n, \mathbf{R}) \mid M^{T} J M=J\right\}
$$

whose topology is induced from that of $\mathbf{R}^{4 n^{2}}$, where $M^{T}$ is the transpose of matrix $M$. The set of symplectic paths in $\operatorname{Sp}(2 n)$ starting from the identity matrix is defined by

$$
\mathcal{P}_{\tau}(2 n)=\left\{\gamma \in C([0, \tau], \operatorname{Sp}(2 n)) \mid \gamma(0)=I_{2 n}\right\}, \quad \forall \tau>0,
$$

whose topology is induced from $\operatorname{Sp}(2 n)$. Denote the set of all $2 n \times 2 n$ real matrices by $\mathcal{L}\left(\mathbf{R}^{2 n}\right)$ and its subset of symmetric ones by $\mathcal{L}_{s}\left(\mathbf{R}^{2 n}\right)$. For any $M \in \mathcal{L}_{s}\left(\mathbf{R}^{2 n}\right)$, we denote the dimensions of the maximal positive definite subspace, negative definite subspace, and kernel of $M$ by $m^{+}(M), m^{-}(M)$ and $m^{0}(M)$, respectively.

For $\omega \in \mathbf{U}$ and $M \in S p(2 n)$, the function

$$
D_{\omega}(M)=(-1)^{n-1} \omega^{-n} \operatorname{det}(M-\omega I)
$$

was defined and proved to be real by Long in [53] of 1999. Following [53] and [54], for any $\omega \in \mathbf{U}$, we define

$$
\begin{aligned}
& \operatorname{Sp}(2 n)_{\omega}^{0}=\left\{M \in \operatorname{Sp}(2 n) \mid D_{\omega}(M)=0\right\}, \\
& \operatorname{Sp}(2 n)_{\omega}^{*}=\operatorname{Sp}(2 n) \backslash \operatorname{Sp}(2 n)_{\omega}^{0}, \\
& \mathcal{P}_{\tau, \omega}^{*}(2 n)=\left\{\gamma \in \mathcal{P}_{\tau}(2 n) \mid \gamma(\tau) \in \operatorname{Sp}(2 n)_{\omega}^{*}\right\}, \\
& \mathcal{P}_{\tau, \omega}^{0}(2 n)=\mathcal{P}_{\tau}(2 n) \backslash \mathcal{P}_{\tau, \omega}^{*}(2 n) .
\end{aligned}
$$

For any two continuous paths $\xi$ and $\eta:[0, \tau] \rightarrow S p(2 n)$ with $\xi(\tau)=\eta(0)$, we define their joint path by

$$
\eta * \xi(t)= \begin{cases}\xi(2 t), & 0 \leq t \leq \frac{\tau}{2} \\ \eta(2 t-\tau), & \frac{\tau}{2} \leq t \leq \tau\end{cases}
$$

For any two $2 k_{i} \times 2 k_{i}$ matrices of square block form

$$
M_{i}=\left(\begin{array}{cc}
A_{i} & B_{i} \\
C_{i} & D_{i}
\end{array}\right)
$$

with $i=1,2$ as in [56], the $\diamond$-sum of $M_{1}$ and $M_{2}$ is defined by the following $2\left(k_{1}+k_{2}\right) \times$ $2\left(k_{1}+k_{2}\right)$ matrix

$$
M_{1} \diamond M_{2}=\left(\begin{array}{cccc}
A_{1} & 0 & B_{1} & 0 \\
0 & A_{2} & 0 & B_{2} \\
C_{1} & 0 & D_{1} & 0 \\
0 & C_{2} & 0 & D_{2}
\end{array}\right) .
$$

We denote by $M^{\diamond k}$ the $k$-time self $\diamond$-sum of $M$ for any $k \in \mathbf{N}$.
Define a special path $\xi_{n} \in \mathcal{P}_{\tau}(2 n)$ by

$$
\xi_{n}(t)=\left(\begin{array}{cc}
2-\frac{t}{\tau} & 0 \\
0 & \left(2-\frac{t}{\tau}\right)^{-1}
\end{array}\right)^{\diamond n}, \quad \forall t \in[0, \tau] .
$$

Definition 2.1 ([54,56]). For any $\omega \in \mathbf{U}$ and $M \in \operatorname{Sp}(2 n)$, define

$$
v_{\omega}(M)=\operatorname{dim}_{C} \operatorname{ker}\left(M-\omega I_{2 n}\right) .
$$

For any $\tau>0$ and $\gamma \in \mathcal{P}_{\tau}(2 n)$, let

$$
v_{\omega}(\gamma)=v_{\omega}(\gamma(\tau))
$$

If $\gamma \in \mathcal{P}_{\tau, \omega}^{*}(2 n)$, then we define

$$
\begin{equation*}
i_{\omega}(\gamma)=\left[\operatorname{Sp}(2 n)_{\omega}^{0}: \gamma * \xi n\right] \tag{2.1}
\end{equation*}
$$

where the right-hand side of (2.1) is the usual homotopy intersection number and the orientation of $\gamma * \xi_{n}$ is its positive time direction under homotopy with fixed endpoints.

If $\omega=1$, simply denote by $i(\gamma)$ instead of $i_{1}(\gamma)$. If $\gamma(\tau) \in \mathcal{P}_{\tau, \omega}^{0}(2 n)$, let $\mathcal{F}(\gamma)$ be the set of all open neighborhoods of $\gamma$ in $\mathcal{P}_{\tau}(2 n)$, and define

$$
i_{\omega}(\gamma)=\sup _{U \in \mathcal{F}(\gamma)} \inf \left\{i_{\omega}(\beta) \mid \beta \in U \cap \mathcal{P}_{\tau, \omega}^{*}(2 n)\right\}
$$

Then $\left(i_{\omega}(\gamma), v_{\omega}(\gamma)\right) \in \mathbf{Z} \times\{0,1, \cdots, 2 n\}$ is called the index function of $\gamma$ at $\omega$.
For any $M \in \operatorname{Sp}(2 n)$, following [54] we define

$$
\Omega(M)=\left\{P \in \operatorname{Sp}(2 n) \mid \sigma(P) \cap \mathbf{U}=\sigma(M) \cap \mathbf{U}, v_{\lambda}(P)=v_{\lambda}(M), \forall \lambda \in \sigma(M) \cap \mathbf{U}\right\} .
$$

Denote by $\Omega^{0}(M)$ the path-connected component of $\Omega(M)$ containing $M$, and call it the homotopy component of $M \in \operatorname{Sp}(2 n)$.
Definition $2.2([54,56])$. For any $M \in \operatorname{Sp}(2 n)$ and $\omega \in \mathbf{U}$, we define the splitting number of M by

$$
S_{M}^{ \pm}(\omega)=\lim _{\epsilon \rightarrow 0^{+}} i_{\omega \exp ( \pm \sqrt{-1} \epsilon)}(\gamma)-i_{\omega}(\gamma)
$$

for any path $\gamma \in \mathcal{P}_{\tau}(2 n)$ with $\gamma(\tau)=M$.

### 2.2 The Maslov type $i_{L}$-index theory associated with a Lagrangian subspace for symplectic paths

In this section, we give a brief introduction to the Maslov type $i_{L}$-index theory. We refer to the papers [ $40,41,47,48,57$ ] for more details.

A Lagrangian subspace $L$ of the standard symplectic space $\left(\mathbf{R}^{2 n}, \omega_{0}\right)$ with

$$
\omega_{0}=\sum_{i=1}^{n} d x_{i} \wedge d y_{i}
$$

is an $n$ dimensional subspace satisfying $\left.\omega_{0}\right|_{L}=0$. The set of all Lagrangian subspaces in $\left(\mathbf{R}^{2 n}, \omega_{0}\right)$ is denoted by $\Lambda(n)$.

When $\tau=1$, we write simply $\mathcal{P}(2 n)$ instead of $\mathcal{P}_{1}(2 n)$. For a symplectic path $\gamma \in$ $\mathcal{P}_{\tau}(2 n)$, we write it in the following form

$$
\gamma(t)=\left(\begin{array}{cc}
S(t) & V(t)  \tag{2.2}\\
T(t) & U(t)
\end{array}\right)
$$

where $S(t), T(t), V(t), U(t)$ are $n \times n$ matrices. The $n$ vectors consisting of columns of the matrix $\binom{V(t)}{U(t)}$ are linearly independent and they span a Lagrangian subspace path of $\left(\mathbf{R}^{2 n}, \omega_{0}\right)$. For $L_{0}=\{0\} \times \mathbf{R}^{n} \in \Lambda(n)$, we define the following two subsets of $\operatorname{Sp}(2 n)$ by

$$
\begin{aligned}
& \operatorname{Sp}(2 n)_{L_{0}}^{*}=\{M \in \operatorname{Sp}(2 n) \mid \operatorname{det} V \neq 0\} \\
& \operatorname{Sp}(2 n)_{L_{0}}^{0}=\{M \in \operatorname{Sp}(2 n) \mid \operatorname{det} V=0\},
\end{aligned}
$$

for $M=\left(\begin{array}{cc}S & V \\ T & U\end{array}\right)$.
Since the space $\operatorname{Sp}(2 n)$ is path connected, and the set of $n \times n$ non-degenerate matrices has two path connected components consisting of matrices with positive and negative determinants respectively, we denote by

$$
\begin{aligned}
& \operatorname{Sp}(2 n)_{L_{0}}^{ \pm}=\{M \in \operatorname{Sp}(2 n) \mid \pm \operatorname{det} V>0\}, \\
& \mathcal{P}_{\tau}(2 n)_{L_{0}}^{*}=\left\{\gamma \in \mathcal{P}_{\tau}(2 n) \mid \gamma(1) \in \operatorname{Sp}(2 n)_{L_{0}}^{*}\right\}, \\
& \mathcal{P}_{\tau}(2 n)_{L_{0}}^{0}=\left\{\gamma \in \mathcal{P}_{\tau}(2 n) \mid \gamma(1) \in \operatorname{Sp}(2 n)_{L_{0}}^{0}\right\} .
\end{aligned}
$$

Definition 2.3 ([40,57]). We define the $L_{0}$-nullity of any symplectic path $\gamma \in \mathcal{P}_{\tau}(2 n)$ by

$$
v_{L_{0}}(\gamma)=\operatorname{dim} \operatorname{ker} V(\tau)
$$

with the $n \times n$ matrix function $V(t)$ defined in (2.2).
Note that the complex matrix $U(t) \pm \sqrt{-1} V(t)$ is invertible. We define a complex matrix function by

$$
\mathcal{Q}(t)=[U(t)-\sqrt{-1} V(t)][U(t)+\sqrt{-1} V(t)]^{-1} .
$$

The matrix $\mathcal{Q}(t)$ is unitary for any $t \in[0, \tau]$. We denote by

$$
M_{+}=\left(\begin{array}{cc}
0 & I_{n} \\
-I_{n} & 0
\end{array}\right), \quad M_{-}=\left(\begin{array}{cc}
0 & J_{n} \\
-J_{n} & 0
\end{array}\right), \quad J_{n}=\operatorname{diag}(-1,1, \cdots, 1) .
$$

It is clear that $M_{ \pm} \in \operatorname{Sp}(2 n)_{L_{0}}^{ \pm}$.
For a path $\gamma \in \mathcal{P}_{\tau}(2 n)_{L_{0}}^{*}$, we define a symplectic path by

$$
\tilde{\gamma}(t)= \begin{cases}I \cos \frac{(\tau-2 t) \pi}{2 \tau}+J \sin \frac{(\tau-2 t) \pi}{2 \tau}, & t \in[0, \tau / 2] \\ \gamma(2 t-\tau), & t \in[\tau / 2, \tau]\end{cases}
$$

and choose a symplectic path $\beta(t)$ in $\operatorname{Sp}(2 n)_{L_{0}}^{*}$ starting from $\gamma(\tau)$ and ending at $M_{+}$or $M_{-}$according to $\gamma(\tau) \in \operatorname{Sp}(2 n)_{L_{0}}^{+}$or $\gamma(\tau) \in \operatorname{Sp}(2 n)_{L_{0}}^{-}$respectively. We now define a joint path by

$$
\bar{\gamma}(t)=\beta * \tilde{\gamma}:= \begin{cases}\tilde{\gamma}(2 t), & t \in[0, \tau / 2] \\ \beta(2 t-\tau), & t \in[\tau / 2, \tau]\end{cases}
$$

By the definition, we see that the symplectic path $\bar{\gamma}$ starts from $-M_{+}$and ends at either $M_{+}$or $M_{-}$. As above, we define

$$
\overline{\mathcal{Q}}(t)=[\bar{U}(t)-\sqrt{-1} \bar{V}(t)][\bar{U}(t)+\sqrt{-1} \bar{V}(t)]^{-1}
$$

for

$$
\bar{\gamma}(t)=\left(\begin{array}{cc}
\bar{S}(t) & \bar{V}(t) \\
\bar{T}(t) & \bar{U}(t)
\end{array}\right) .
$$

We can choose a continuous function $\bar{\Delta}(t)$ on $[0, \tau]$ such that

$$
\operatorname{det} \overline{\mathcal{Q}}(t)=e^{2 \sqrt{-1} \bar{\Delta}(t)} .
$$

By the above arguments, we see that the number $\frac{1}{\pi}(\bar{\Delta}(\tau)-\bar{\Delta}(0)) \in \mathbf{Z}$ and it does not depend on the choices of the path $\beta$ and the function $\bar{\Delta}(t)$ by a proof similar to that in [56].

Definition 2.4 ([40]). For a symplectic path $\gamma \in \mathcal{P}_{\tau}(2 n)_{L_{0}}^{*}$, we define the $L_{0}$-index of $\gamma$ by

$$
i_{L_{0}}(\gamma)=\frac{1}{\pi}(\bar{\Delta}(\tau)-\bar{\Delta}(0))
$$

Definition 2.5 ([40]). For a symplectic path $\gamma \in \mathcal{P}_{\tau}(2 n)_{L_{0}}^{0}$, let $\mathcal{F}(\gamma)$ be the set of all open neighborhoods of $\gamma$ in $\mathcal{P}_{\tau}(2 n)$, we define the $L_{0}$-index of $\gamma$ by

$$
i_{L_{0}}(\gamma)=\sup _{U \in \mathcal{F}(\gamma)} \inf \left\{i_{L_{0}}\left(\gamma^{*}\right) \mid \gamma^{*} \in U \cap \mathcal{P}_{\tau}(2 n)_{L_{0}}^{*}\right\}
$$

In the general situation, let $L \in \Lambda(n)$. It is well known that $\Lambda(n)=U(n) / O(n)$, this means that for any linear subspace $L \in \Lambda(n)$, there is an orthogonal symplectic matrix

$$
P=\left(\begin{array}{cc}
A & -B \\
B & A
\end{array}\right)
$$

with $A \pm \sqrt{-1} B \in U(n)$ such that $P L_{0}=L$. We define the conjugated symplectic path $\gamma_{c} \in \mathcal{P}_{\tau}(2 n)$ of $\gamma$ by $\gamma_{c}(t)=P^{-1} \gamma(t) P$.

Definition 2.6 ([40]). We define the L-nullity of any symplectic path $\gamma \in \mathcal{P}_{\tau}(2 n)$ by

$$
v_{L}(\gamma)=\operatorname{dim} \operatorname{ker} V_{c}(\tau),
$$

the $n \times n$ matrix function $V_{c}(t)$ is defined in (2.2) with the symplectic path $\gamma$ replaced by $\gamma_{c}$, i.e.,

$$
\gamma_{c}(t)=\left(\begin{array}{ll}
S_{c}(t) & V_{c}(t) \\
T_{c}(t) & U_{c}(t)
\end{array}\right) .
$$

Definition 2.7 ([40]). For a symplectic path $\gamma \in \mathcal{P}_{\tau}(2 n)$, we define the L-index of $\gamma$ by

$$
i_{L}(\gamma)=i_{L_{0}}\left(\gamma_{c}\right)
$$

Remark 2.1. (1) The Definitions 2.6 and 2.7 do not depend on the special choice of $P$. (2) In [57] of 2006, Long, Zhang and Zhu studied the multiple solutions of the brake orbit problem on a convex hypersurface, they introduced indices $\left(\mu_{1}(\gamma), \nu_{1}(\gamma)\right)$ and $\left(\mu_{2}(\gamma), v_{2}(\gamma)\right)$ for any symplectic path $\gamma$. The indices $\mu_{1}(\gamma)$ and $\mu_{2}(\gamma)$ are special cases of the $L$-index $i_{L}(\gamma)$ for Lagrangian subspaces $L_{0}=\{0\} \times \mathbf{R}^{n}$ and $L_{1}=\mathbf{R}^{n} \times\{0\}$ respectively up to a constant $n$. In [63] of 1993, Robbin and Salamon defined a half integer valued index for symplectic paths with Lagrange boundary conditions.

The $i_{L}$ index can also be defined by Maslov indices of the corresponding Lagrangian subspace pair paths. There is a good introduction on Maslov indices of the corresponding real Lagrangian subspace pair paths in [11] of 1994 by Cappel, Lee and Miller, which can be extended to complex Lagrangian subspace pair paths [58]. Recently the first author of this paper defined also an $i_{L}$-index theory for general symplectic curves in the monograph [43], such an index theory satisfies an axioms characterization in terms of the affine scale invariance, homotopy invariance, path additivity, symplectic additivity, symplectic invariance and normalization.

We denote by

$$
F=\mathbf{R}^{2 n} \oplus \mathbf{R}^{2 n}
$$

equipped with the standard inner product $(\cdot, \cdot)$ and define the symplectic structure of $F$ by

$$
\{v, w\}=(\mathcal{J} v, w), \quad \forall v, w \in F, \quad \text { where } \mathcal{J}=(-J) \oplus J=\left(\begin{array}{cc}
-J & 0 \\
0 & J
\end{array}\right) .
$$

We denote by $\operatorname{Lag}(F)$ the set of Lagrangian subspaces of $F$, and equip it with the topology as a subspace of the Grassmannian of all $2 n$-dimensional subspaces of $F$.

It is easy to check that, for any $M \in \operatorname{Sp}(2 n)$ its graph

$$
\operatorname{Gr}(M) \equiv\left\{\left.\binom{x}{M x} \right\rvert\, x \in \mathbf{R}^{2 n}\right\}
$$

is a Lagrangian subspace of $F$.
Let

$$
\begin{aligned}
& V_{1}=L_{0} \times L_{0}=\{0\} \times \mathbf{R}^{n} \times\{0\} \times \mathbf{R}^{n} \subset \mathbf{R}^{4 n}, \\
& V_{2}=L_{1} \times L_{1}=\mathbf{R}^{n} \times\{0\} \times \mathbf{R}^{n} \times\{0\} \subset \mathbf{R}^{4 n} .
\end{aligned}
$$

Proposition 2.1 ( $[47,59])$. For any continuous path $\gamma \in \mathcal{P}_{\tau}(2 n)$, there hold

$$
\begin{aligned}
& i_{L_{0}}(\gamma)=\mu_{F}^{C L M}\left(V_{1}, \operatorname{Gr}(\gamma),[0, \tau]\right)-n, \\
& i_{L_{1}}(\gamma)=\mu_{F}^{C L M}\left(V_{2}, \operatorname{Gr}(\gamma),[0, \tau]\right)-n, \\
& v_{L_{j}}(\gamma)=\operatorname{dim}\left(\gamma(\tau) L_{j} \cap L_{j}\right), \quad j=0,1,
\end{aligned}
$$

where we denote by $i_{F}^{C L M}(V, W,[a, b])$ the Maslov index for Lagrangian subspace path pair $(V, W)$ in $F$ on $[a, b]$ defined by Cappell, Lee, and Miller in [11]. For any $M \in \operatorname{Sp}(2 n)$ and $j=0,1$, we also denote by $v_{L_{j}}(M)=\operatorname{dim}\left(M L_{j} \cap L_{j}\right)$.

In [16], Duistermaat introduced the Hörmander index which expresses the difference of Maslov index of the same symplectic path under different lagrangian boundary conditions as signature of corresponding quadratic form in nondegenerate case. In [75] of 2018, Zhou, Wu, and Zhu extended the Hörmander index into degenerate case. By the computation of the Hörmander index, in [57] of 2006, Long, Zhang and Zhu proved
Theorem 2.1 ([57]). For any continuous path $\gamma \in \mathcal{P}_{\tau}(2 n)$, there hold

$$
\left|i_{L_{0}}(\gamma)-i_{L_{1}}(\gamma)\right| \leq n
$$

More precisely, for any $P \in \operatorname{Sp}(2 n)$ and $\varepsilon \in \mathbf{R}$, set

$$
M_{\varepsilon}(P)=P^{T}\left(\begin{array}{cc}
\sin 2 \varepsilon I_{n} & -\cos 2 \varepsilon I_{n} \\
-\cos 2 \varepsilon I_{n} & -\sin 2 \varepsilon I_{n}
\end{array}\right) P+\left(\begin{array}{cc}
\sin 2 \varepsilon I_{n} & \cos 2 \varepsilon I_{n} \\
\cos 2 \varepsilon I_{n} & -\sin 2 \varepsilon I_{n}
\end{array}\right) .
$$

In [72], Zhang proved
Theorem 2.2 ([72]). For $\gamma \in \mathcal{P}_{\tau}(2 n)$ with $\tau>0$, we have

$$
i_{L_{0}}(\gamma)-i_{L_{1}}(\gamma)=\frac{1}{2} \operatorname{sgn} M_{\varepsilon}(\gamma(\tau))
$$

where $\operatorname{sgn} M_{\varepsilon}(\gamma(\tau))$ is the signature of the symmetric matrix $M_{\varepsilon}(\gamma(\tau))$ and $\varepsilon>0$ is sufficiently small.

We also have,

$$
\left(i_{L_{0}}(\gamma)+v_{L_{0}}(\gamma)\right)-\left(i_{L_{1}}(\gamma)+v_{L_{1}}(\gamma)\right)=\frac{1}{2} \operatorname{sgn} M_{\varepsilon}(\gamma(\tau))
$$

where $\varepsilon<0$ and $|\varepsilon|$ is sufficiently small.

The key ingredients in the proof of Theorem 3.2 below are some ideas from $[47,57]$ and the following estimate, where the iteration path $\gamma^{2}$ will be defined in Section 2 below.
Theorem 2.3 ([48]). For $\gamma \in \mathcal{P}_{\tau}(2 n)$, let $P=\gamma(\tau)$. If $i_{L_{0}}(\gamma) \geq 0, i_{L_{1}}(\gamma) \geq 0, i(\gamma) \geq n$, $\gamma^{2}(t)=\gamma(t-\tau) \gamma(\tau)$ for all $t \in[\tau, 2 \tau]$, then

$$
i_{L_{1}}(\gamma)+S_{P^{2}}^{+}(1)-v_{L_{0}}(\gamma) \geq 0 .
$$

## 3 The iteration theory for $i_{L_{0}}$ and $i_{L_{1}}$ index

In many problems related to nonlinear Hamiltonian systems, it is necessary to study iterations of periodic solutions. In order to distinguish two geometrically distinct periodic solutions, one way is to study the Maslov-type indices of the iteration paths of the fundamental solutions of the corresponding linearized Hamiltonian systems. For $\gamma \in \mathcal{P}_{\tau}(2 n)$, we define $\tilde{\gamma}(t)=\gamma(t-j) \gamma(1)^{j}, j \leq t \leq j+1, j \in\{0\} \cup \mathbf{N}$, and the $k$-times iteration path of $\gamma$ by $\gamma^{k}=\left.\tilde{\gamma}\right|_{[0, k]}$ for any $k \in \mathbf{N}$. In the paper [54] of Long in 1999, the following result was proved

$$
i\left(\gamma^{k}\right)=\sum_{\omega^{k}=1} i_{\omega}(\gamma), \quad v\left(\gamma^{k}\right)=\sum_{\omega^{k}=1} v_{\omega}(\gamma) .
$$

In [55] of 2000, Long established the precise index iteration formula for the Maslov-type indices. From these results, various iteration index formulas were obtained and were used to study the multiplicity and stability problems of periodic solutions related to the nonlinear Hamiltonian systems. We refer to the book [56] of Long in 2002 and the references therein for these topics.

In order to study the brake orbit problem, it is necessary to study iterations of the brake orbits. In order to do this, one way is to study the $L_{0}$-index of the iteration path $\gamma^{k}$ of the fundamental solution $\gamma$ of the corresponding linear system for any $k \in \mathbf{N}$. In this case, the $L_{0}$-iteration path $\gamma^{k}$ of $\gamma$ is different from that of the general periodic case mentioned above. Its definition is given below.

In 1956, Bott in [10] established the famous iteration formula of the Morse index for closed geodesics on Riemannian manifolds. For convex Hamiltonian systems, Ekeland developed the similar Bott-type iteration index formulas for the Ekeland index theory [17] of 1990. In [54] of 1999, Long established the Bott-type iteration formulas for the Maslov-type index theory. Motivated by the above results, in [47] of Liu and Zhang in 2014, the following Bott-type iteration formulas for the $L_{0}$-index was established. In [70] of 2018, Wu and Zhu extended the iteration formula to weak symplectic Hilbert spaces.

Define the involution matrix of $\left(\mathbf{R}^{2 n}, \omega_{0}\right)$ by

$$
N=\left(\begin{array}{cc}
-I & 0 \\
0 & I
\end{array}\right) .
$$

It is anti-symplectic, i.e., $N J=-J N$. The fixed point set of $N$ and $-N$ are the Lagrangian subspaces $L_{0}=\{0\} \times \mathbf{R}^{n}$ and $L_{1}=\mathbf{R}^{n} \times\{0\}$ of $\left(\mathbf{R}^{2 n}, \omega_{0}\right)$, respectively.

For simplicity, we suppose $\gamma \in \mathcal{P}_{1}(2 n)$, i.e., we take $\tau=1$. For $j \in \mathbf{N}$, we define the $j$-times iteration path $\gamma^{j}:[0, j] \rightarrow \operatorname{Sp}(2 n)$ of $\gamma$ by

$$
\begin{aligned}
& \gamma^{1}(t)=\gamma(t), \quad t \in[0,1], \\
& \gamma^{2}(t)= \begin{cases}\gamma(t), & t \in[0,1], \\
N \gamma(2-t) \gamma(1)^{-1} N \gamma(1), & t \in[1,2],\end{cases}
\end{aligned}
$$

and in general, for $k \in \mathbf{N}$, we define $\gamma(2)=N \gamma(1)^{-1} N \gamma(1)$ and

$$
\begin{aligned}
& \gamma^{2 k-1}(t)= \begin{cases}\gamma(t), & t \in[0,1], \\
N \gamma(2-t) \gamma(1)^{-1} N \gamma(1), & t \in[1,2], \\
\cdots & \\
N \gamma(2 k-2-t) N \gamma(2)^{k-1}, & t \in[2 k-3,2 k-2], \\
\gamma(t-2 k+2) \gamma(2)^{k-1}, & t \in[2 k-2,2 k-1],\end{cases} \\
& \gamma^{2 k}(t)= \begin{cases}\gamma(t), & t \in[0,1], \\
N \gamma(2-t) \gamma(1)^{-1} N \gamma(1), & t \in[1,2], \\
\cdots & \\
\gamma(t-2 k+2) \gamma(2)^{k-1}, & t \in[2 k-2,2 k-1], \\
N \gamma(2 k-t) N \gamma(2)^{k}, & t \in[2 k-1,2 k] .\end{cases}
\end{aligned}
$$

For $\gamma \in \mathcal{P}_{\tau}(2 n)$, we define

$$
\begin{equation*}
\gamma^{k}(t)=\tilde{\gamma}^{k}\left(\frac{t}{\tau}\right) \quad \text { with } \quad \tilde{\gamma}(t)=\gamma(\tau t) \tag{3.1}
\end{equation*}
$$

Theorem 3.1 ([47] of Liu and Zhang in 2014). Suppose $\gamma \in \mathcal{P}_{\tau}(2 n)$, for the iteration symplectic paths $\gamma^{k}$, when $k$ is odd, there hold

$$
i_{L_{0}}\left(\gamma^{k}\right)=i_{L_{0}}\left(\gamma^{1}\right)+\sum_{i=1}^{\frac{k-1}{2}} i_{\omega_{k}^{2 i}}\left(\gamma^{2}\right), \quad v_{L_{0}}\left(\gamma^{k}\right)=v_{L_{0}}\left(\gamma^{1}\right)+\sum_{i=1}^{\frac{k-1}{2}} v_{\omega_{k}^{2 i}}\left(\gamma^{2}\right)
$$

when $k$ is even, there hold

$$
\begin{aligned}
& i_{L_{0}}\left(\gamma^{k}\right)=i_{L_{0}}\left(\gamma^{1}\right)+i_{\sqrt{-1}}^{L_{0}}\left(\gamma^{1}\right)+\sum_{i=1}^{\frac{k}{2}-1} i_{\omega_{k}^{2 i}}\left(\gamma^{2}\right) \\
& v_{L_{0}}\left(\gamma^{k}\right)=v_{L_{0}}\left(\gamma^{1}\right)+v_{\sqrt{-1}}^{L_{0}}\left(\gamma^{1}\right)+\sum_{i=1}^{\frac{k}{2}-1} v_{\omega_{k}^{2 i}}\left(\gamma^{2}\right)
\end{aligned}
$$

where $\omega_{k}=e^{\pi \sqrt{-1} / k}$, and $\left(i_{\omega}^{L_{0}}\left(\gamma^{1}\right), \nu_{\omega}^{L_{0}}\left(\gamma^{1}\right)\right)$ is the $\left(L_{0}, \omega\right)$-index pair first defined in [47] for $\omega \in \mathbf{U}$ (see also [72] and Definition 3.1 below in a different way).

From the Bott-type formulas in Theorem 3.1, the abstract precise iteration index formula of $i_{L_{0}}$ was given in [47]. We recall the definition of $E(a)=\min \{k \in \mathbf{Z} \mid k \geq a\}$ for $a \in \mathbf{R}$.

Theorem 3.2 ([47]). Let $\gamma \in \mathcal{P}_{\tau}(2 n), \gamma^{k}$ is defined by as above, and $M=\gamma^{2}(2 \tau)$. Then for every $k \in 2 \mathbf{N}-1$, there holds

$$
\begin{aligned}
i_{L_{0}}\left(\gamma^{k}\right)=i_{L_{0}} & \left(\gamma^{1}\right)+\frac{k-1}{2}\left(i\left(\gamma^{2}\right)+S_{M}^{+}(1)-C(M)\right) \\
& +\sum_{\theta \in(0,2 \pi)} E\left(\frac{k \theta}{2 \pi}\right) S_{M}^{-}\left(e^{\sqrt{-1} \theta}\right)-C(M)
\end{aligned}
$$

where $C(M)$ is defined by

$$
C(M)=\sum_{\theta \in(0,2 \pi)} S_{M}^{-}\left(e^{\sqrt{-1} \theta}\right)
$$

and $S_{M}^{ \pm}(\omega)$ is the splitting number of the symplectic matrix $M$ at $\omega$ for $\omega \in \mathbf{U}$ defined in Subsection 1.1. For every $k \in 2 \mathbf{N}$, there holds

$$
\begin{aligned}
i_{L_{0}}\left(\gamma^{k}\right)= & i_{L_{0}}\left(\gamma^{2}\right)+\left(\frac{k}{2}-1\right)\left(i\left(\gamma^{2}\right)+S_{M}^{+}(1)-C(M)\right) \\
& \quad-C(M)-\sum_{\theta \in(\pi, 2 \pi)} S_{M}^{-}\left(e^{\sqrt{-1} \theta}\right)+\sum_{\theta \in(0,2 \pi)} E\left(\frac{k \theta}{2 \pi}\right) S_{M}^{-}\left(e^{\sqrt{-1} \theta}\right) .
\end{aligned}
$$

In [72] of Zhang in 2015, the minimal period problems for symmetric brake orbits was studied, the Maslov-type index of symmetric brake orbits was defined as follows.
Definition 3.1 ([72]). For any $\gamma \in \mathcal{P}_{\tau}(2 n)$ and $\omega=e^{\sqrt{-1} \theta}$ with $\theta \in(0, \pi)$, let $V_{\omega}=$ $L_{0} \times\left(e^{\theta J} L_{0}\right)$, we define

$$
\begin{aligned}
& i_{\omega}^{L_{0}}(\gamma)=\mu_{F}^{C L M}\left(V_{\omega}, \operatorname{Gr}(\gamma),[0, \tau]\right), \\
& v_{\omega}^{L_{0}}(\gamma)=\operatorname{dim}\left(\gamma(\tau) L_{0} \cap e^{\sqrt{-1} \theta J} L_{0}\right) .
\end{aligned}
$$

In order to estimate the minimal period for symmetric brake orbits, we need the iteration formula of the Maslov-type index of $\left(i_{\sqrt{-1}}^{L_{0}}, \nu_{\sqrt{-1}}^{L_{0}}\right)$ for symplectic paths starting at the identity. Precisely the following Bott-type iteration formula was proved.
Theorem 3.3 ([72] ). Let $\gamma \in \mathcal{P}_{\tau}(2 n)$ and $\omega_{k}=e^{\pi \sqrt{-1} / k}$. For odd $k$ we have

$$
\begin{aligned}
& i_{\sqrt{-1}}^{L_{0}}\left(\gamma^{k}\right)=i_{\sqrt{-1}}^{L_{0}}\left(\gamma^{1}\right)+\sum_{i=1}^{(k-1) / 2} i_{\omega_{k}^{2 i-1}}\left(\gamma^{2}\right), \\
& v_{\sqrt{-1}}^{L_{0}}\left(\gamma^{k}\right)=v_{\sqrt{-1}}^{L_{0}}\left(\gamma^{1}\right)+\sum_{i=1}^{(k-1) / 2} v_{\omega_{k}^{2 i-1}}\left(\gamma^{2}\right),
\end{aligned}
$$

and for even $k$, we have

$$
\begin{equation*}
i_{\sqrt{-1}}^{L_{0}}\left(\gamma^{k}\right)=\sum_{i=1}^{k / 2} i_{\omega_{k}^{2 i-1}}\left(\gamma^{2}\right), \quad v_{\sqrt{-1}}^{L_{0}}\left(\gamma^{k}\right)=\sum_{i=1}^{k / 2} v_{\omega_{k}^{2 i-1}}\left(\gamma^{2}\right) . \tag{3.2}
\end{equation*}
$$

For any given compact strictly convex (or star-shaped) $C^{2}$ hypersurface $\Sigma$ in $\mathbf{R}^{2 n}$, a closed characteristic $(\tau, y)$ on $\Sigma$ is a solution of the problem

$$
\left\{\begin{array}{l}
\dot{y}=J n_{\Sigma}(y)  \tag{3.3}\\
y(\tau)=y(0)
\end{array}\right.
$$

where $n_{\Sigma}(y)$ is the outward normal vector of $\Sigma$ at $y$ normalized by the condition $n_{\Sigma}(y)$. $y=1$. Here $a \cdot b$ denotes the standard inner product of $a, b \in R^{2 n}$.

In the study of closed characteristics problems and closed geodesics, the common index jump theorem [59] of Long and Zhu in 2002 and the enhanced common index jump theorem [13] of Duan, Long and Wang in 2016 for a finite collection of symplectic paths starting from identity with positive mean indices $i_{1}\left(\gamma_{j}\right)$ play important roles. The common index jump theorem of the $i_{L_{0}}$-index for a finite collection of symplectic paths starting from identity with positive mean $i_{L_{0}}$-indices was established in [47]. In the following of this paper, we write $\left(i_{L_{0}}(\gamma, k), v_{L_{0}}(\gamma, k)\right)=\left(i_{L_{0}}\left(\gamma^{k}\right), v_{L_{0}}\left(\gamma^{k}\right)\right)$ for any symplectic path $\gamma \in \mathcal{P}_{\tau}(2 n)$ and $k \in \mathbf{N}$. From Theorems 3.1 and 3.2, we know that the mean indices

$$
\hat{i}_{L_{0}}(\gamma):=\lim _{k \rightarrow \infty} \frac{i_{L_{0}}(\gamma, k)}{k} \quad \text { and } \quad \hat{i}(\gamma):=\lim _{k \rightarrow \infty} \frac{i(\gamma, k)}{k}
$$

are well defined and we have

$$
\hat{i}_{L_{0}}(\gamma)=\hat{i}_{L_{1}}(\gamma)=\hat{i}(\gamma)
$$

for any symplectic path $\gamma \in \mathcal{P}_{\tau}(2 n)$.
Theorem 3.4 (The common index jump theorem for brake orbit boundary condition [47, 59]). Let $\gamma_{j} \in \mathcal{P}_{\tau_{j}}(2 n)$ and $M_{j}=\gamma_{j}^{2}\left(2 \tau_{j}\right)=N \gamma_{j}\left(\tau_{j}\right)^{-1} N \gamma_{j}\left(\tau_{j}\right)$ for $j=1, \cdots, q$. Suppose

$$
\hat{i}_{L_{0}}\left(\gamma_{j}\right)>0, \quad \forall j=1, \cdots, q .
$$

Then there exist infinitely many $\left(R, m_{1}, m_{2}, \cdots, m_{q}\right) \in \mathbf{N}^{q+1}$ such that
(i) $v_{L_{0}}\left(\gamma_{j}, 2 m_{j} \pm 1\right)=v_{L_{0}}\left(\gamma_{j}\right)$,
(ii) $i_{L_{0}}\left(\gamma_{j}, 2 m_{j}-1\right)+v_{L_{0}}\left(\gamma_{j}, 2 m_{j}-1\right)=R-\left(i_{L_{1}}\left(\gamma_{j}\right)+n+S_{M_{j}}^{+}(1)-v_{L_{0}}\left(\gamma_{j}\right)\right)$,
(iii) $i_{L_{0}}\left(\gamma_{j}, 2 m_{j}+1\right)=R+i_{L_{0}}\left(\gamma_{j}\right)$,
(iv) $v\left(\gamma_{j}^{2}, 2 m_{j} \pm 1\right)=v\left(\gamma_{j}^{2}\right)$,
(v) $i\left(\gamma_{j}^{2}, 2 m_{j}-1\right)+v\left(\gamma_{j}^{2}, 2 m_{j}-1\right)=2 R-\left(i\left(\gamma_{j}^{2}\right)+2 S_{M_{j}}^{+}(1)-v\left(\gamma_{j}^{2}\right)\right)$,
(vi) $i\left(\gamma_{j}^{2}, 2 m_{j}+1\right)=2 R+i\left(\gamma_{j}^{2}\right)$,
where we have set

$$
i\left(\gamma_{j}^{2}, n_{j}\right)=i\left(\gamma_{j}^{2 n_{j}},\left[0,2 n_{j} \tau_{j}\right]\right), \quad v\left(\gamma_{j}^{2}, n_{j}\right)=v\left(\gamma_{j}^{2 n_{j}},\left[0,2 n_{j} \tau_{j}\right]\right)
$$

for $n_{j} \in \mathbf{N}$.

## 4 Applications, brake orbits on given reversible hypersurfaces in $\mathbf{R}^{2 n}$

The $i_{L}$ index theory is suitable for studying the Lagrangian boundary value problems ( $L$ solution, for short) related to nonlinear Hamiltonian systems. A typical application is to study the Seifert conjecture for the multiplicity of brake orbits.

### 4.1 The Seifert conjecture

Let us recall the famous conjecture proposed by $H$. Seifert in his pioneer work [64] of 1948 concerning the multiplicity of brake orbits in certain Hamiltonian systems in $\mathbf{R}^{2 n}$.

We assume that $H \in C^{2}\left(\mathbf{R}^{2 n}, \mathbf{R}\right)$ possesses the following form

$$
\begin{equation*}
H(p, q)=\frac{1}{2} A(q) p \cdot p+V(q), \tag{4.1}
\end{equation*}
$$

where $p, q \in \mathbf{R}^{n}, A(q)$ is a $C^{2}$ positive definite $n \times n$ symmetric matrix in $q \in \mathbf{R}^{n}$ and $V \in C^{2}\left(\mathbf{R}^{n}, \mathbf{R}\right)$ is the potential energy. The solution of the following Hamiltonian system

$$
\begin{align*}
& \dot{x}=J H^{\prime}(x), \quad x=(p, q),  \tag{4.2a}\\
& p(0)=p\left(\frac{\tau}{2}\right)=0, \tag{4.2b}
\end{align*}
$$

is called a brake orbit. Moreover, if $h$ is the total energy of a brake orbit $(p, q)$, i.e., $H(p(t), q(t))=h$ and $V(q(0))=V(q(\tau))=h$. Then $q(t) \in \bar{\Omega} \equiv\left\{q \in \mathbf{R}^{n} \mid V(q) \leq h\right\}$ for all $t \in \mathbf{R}$.

In [64] of 1948, Seifert studied the existence of brake orbits for system (4.2a)-(4.2b) with the Hamiltonian function $H$ being in the form of (4.1) and proved that the set $\mathcal{J}_{b}(\Sigma)$ of brake orbits on the energy surface $\Sigma=H^{-1}(h)$ is not empty, i.e., $\mathcal{J}_{b}(\Sigma) \neq \varnothing$ provided $V^{\prime} \neq 0$ on $\partial \Omega, V$ is analytic and $\bar{\Omega}$ is bounded and homeomorphic to the unit ball $B_{1}^{n}(0)$ in $\mathbf{R}^{n}$. Denoted by $\tilde{\mathcal{J}}_{b}(\Sigma)$ the set of geometrically distinct brake orbits on the energy surface $\Sigma$. The precise sense of the sets $\mathcal{J}_{b}(\Sigma)$ and $\tilde{\mathcal{J}}_{b}(\Sigma)$ are explained in the next subsection. Then in the same paper he proposed the following conjecture ${ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq n$ for $\Sigma$ described as above.

We note that for the Hamiltonian function

$$
H(p, q)=\frac{1}{2}|p|^{2}+\sum_{j=1}^{n} a_{j}^{2} q_{j}^{2}, \quad q, p \in \mathbf{R}^{n}
$$

where $a_{i} / a_{j} \in \mathbf{R} \backslash \mathbf{Q}$ for all $i \neq j$ and $q=\left(q_{1}, q_{2}, \cdots, q_{n}\right)$, there are exactly $n$ geometrically distinct brake orbits on the energy hypersurface $\Sigma=H^{-1}(h)$.

### 4.2 The generalized Seifert conjecture for reversible hypersurfaces

In general, we suppose that $H \in C^{2}\left(\mathbf{R}^{2 n} \backslash\{0\}, \mathbf{R}\right) \cap C^{1}\left(\mathbf{R}^{2 n}, \mathbf{R}\right)$ satisfies the following reversible condition

$$
\begin{equation*}
H(N x)=H(x), \quad \forall x \in \mathbf{R}^{2 n} . \tag{4.3}
\end{equation*}
$$

For given $h>0$, we consider the following fixed energy problem of nonlinear Hamiltonian system with Lagrangian boundary conditions

$$
\begin{align*}
& \dot{x}(t)=J H^{\prime}(x(t)),  \tag{4.4a}\\
& H(x(t))=h,  \tag{4.4b}\\
& x(0) \in L_{0}, \quad x(\tau / 2) \in L_{0} . \tag{4.4c}
\end{align*}
$$

It is clear that a solution $(\tau, x)$ of (4.4a)-(4.4c) is a characteristic chord on the contact submanifold $\Sigma:=H^{-1}(h)=\left\{y \in \mathbf{R}^{2 n} \mid H(y)=h\right\}$ of $\left(\mathbf{R}^{2 n}, \omega_{0}\right)$ and satisfies

$$
\begin{align*}
& x(-t)=N x(t),  \tag{4.5a}\\
& x(\tau+t)=x(t) . \tag{4.5b}
\end{align*}
$$

In general, this kind of $\tau$-periodic characteristic $(\tau, x)$ is called a brake orbit on the hypersurface $\Sigma$. We note that the problem (4.2a)-(4.2b) with the Hamiltonian function $H$ defined in (4.1) is a special case of the problem (4.4a)-(4.4c). We denote by $\mathcal{J}_{b}(\Sigma, H)$ the set of all brake orbits on $\Sigma$. Two brake orbits $\left(\tau_{i}, x_{i}\right) \in \mathcal{J}_{b}(\Sigma, H)$ with $i=1,2$, are equivalent, if the two brake orbits are geometrically the same, i.e., $x_{1}(\mathbf{R})=x_{2}(\mathbf{R})$. We denote by $[(\tau, x)]$ the equivalence class of $(\tau, x) \in \mathcal{J}_{b}(\Sigma, H)$ in this equivalence relation and by $\tilde{\mathcal{J}}_{b}(\Sigma, H)$ the set of $[(\tau, x)]$ for all $(\tau, x) \in \mathcal{J}_{b}(\Sigma, H)$. In fact $\tilde{\mathcal{J}}_{b}(\Sigma, H)$ is the set of geometrically distinct brake orbits on $\Sigma$, which is independent of the choice of $H$. So from now on we simply denote it by $\tilde{\mathcal{J}}_{b}(\Sigma)$ and in the notation $[(\tau, x)]$ we always mean that $x$ has the minimal period $\tau$. We also denote by $\tilde{\mathcal{J}}(\Sigma)$ the set of all geometrically distinct closed characteristics on $\Sigma$. The number of elements in a set $S$ is denoted by ${ }^{\#} S$. It is well known that \# $\tilde{\mathcal{J}}_{b}(\Sigma)$ (and also ${ }^{\#} \tilde{\mathcal{J}}(\Sigma)$ ) depends only on $\Sigma$, that is to say, for simplicity we take $h=1$, if $H$ and $G$ are two $C^{2}$ functions satisfying (4.3) and $\Sigma_{H}:=H^{-1}(1)=\Sigma_{G}:=G^{-1}(1)$, then ${ }^{\#} \mathcal{J}_{b}\left(\Sigma_{H}\right)={ }^{\#} \mathcal{J}_{b}\left(\Sigma_{G}\right)$. So we can consider the brake orbit problem in a more general setting. Let $\Sigma$ be a $C^{2}$ compact hypersurface in $\mathbf{R}^{2 n}$ bounding a compact set $C$ with
nonempty interior. Suppose $\Sigma$ has non-vanishing Gaussian curvature and satisfies the reversible condition $N\left(\Sigma-x_{0}\right)=\Sigma-x_{0}:=\left\{x-x_{0} \mid x \in \Sigma\right\}$ for some $x_{0} \in C$. Without loss of generality, we may assume $x_{0}=0$. We denote the set of all such hypersurfaces in $\mathbf{R}^{2 n}$ by $\mathcal{H}_{b}(2 n)$. For $x \in \Sigma$, let $n_{\Sigma}(x)$ be the outward unit normal vector at $x \in \Sigma$ as in (3.3). Note that here by the reversible condition there holds $n_{\Sigma}(N x)=N n_{\Sigma}(x)$. We consider the dynamics problem of finding $\tau>0$ and a $C^{1}$ smooth curve $x:[0, \tau] \rightarrow \mathbf{R}^{2 n}$ such that

$$
\begin{array}{ll}
\dot{x}(t)=J n_{\Sigma}(x(t)), & x(t) \in \Sigma, \\
x(-t)=N x(t), & x(\tau+t)=x(t) \quad \text { for all } t \in \mathbf{R} . \tag{4.6b}
\end{array}
$$

A solution $(\tau, x)$ of the problem (4.6a)-(4.6b) determines a brake orbit on $\Sigma$. Now the generalized Seifert conjecture can be represented as
The Generalized Seifert Conjecture: For any $\Sigma \in \mathcal{H}_{b}(2 n)$, there holds

$$
{ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq n .
$$

We can view the above estimate as a result on the number of Lagrangian intersection (more precisely the Legendre intersection, since $\Sigma \cap L_{0}$ is a Legendre submanifold of the contact manifold $\Sigma$ ) of "reversible" Hamiltonian map $\varphi_{b}$ :

$$
\#\left\{\Sigma \cap L_{0} \cap \varphi_{b}\left(L_{0}\right)\right\} \geq n .
$$

The famous Arnold conjecture is related to the Lagrangian boundary problem, it says that the number of Lagrangian intersection of a Hamiltonian map on a closed symplectic manifold $M$ can be estimated from below by the Betti number of $M$ in the non-degenerate case and by the cuplength of $M$ [4] of 1965. In this direction readers are referred to [22, 34,39 ] of 1989, 1998, and 2005 respectively.

### 4.3 Some related results since 1948

As a special case, letting $A(q)=I$ in (4.1), the problem (4.2a)-(4.2b) corresponds to the following classical fixed energy problem of the second order autonomous Hamiltonian system

$$
\begin{array}{ll}
\ddot{q}(t)+V^{\prime}(q(t))=0 & \text { for } q(t) \in \Omega, \\
\frac{1}{2}|\dot{q}(t)|^{2}+V(q(t))=h, & \forall t \in \mathbf{R}, \\
\dot{q}(0)=\dot{q}\left(\frac{\tau}{2}\right)=0, & \tag{4.7c}
\end{array}
$$

where $V \in C^{2}\left(\mathbf{R}^{n}, \mathbf{R}\right)$ and $h$ is a constant such that $\Omega \equiv\left\{q \in \mathbf{R}^{n} \mid V(q)<h\right\}$ is nonempty, bounded and connected.

A solution $(\tau, q)$ of (4.7a)-(4.7c) is still called a brake orbit in $\bar{\Omega}$. Two brake orbits $q_{1}$ and $q_{2}: \mathbf{R} \rightarrow \mathbf{R}^{n}$ are geometrically distinct if $q_{1}(\mathbf{R}) \neq q_{2}(\mathbf{R})$. We denote by $\mathcal{O}(\Omega, V)$ and $\tilde{\mathcal{O}}(\Omega)$ the sets of all brake orbits and geometrically distinct brake orbits in $\bar{\Omega}$ respectively.

Remark 4.1. It is well known that via

$$
H(p, q)=\frac{1}{2}|p|^{2}+V(q)
$$

$x=(p, q)$ and $p=\dot{q}$, the elements in $\mathcal{O}(\Omega, V)$ and the solutions of (4.4a)-(4.4c) are one to one correspondent.

After 1948, various studies have been carried out for the brake orbit problem. Bolotin proved in [8] of 1978 the existence of brake orbits in general setting. Hayashi in [31] of 1983, Gluck and Ziller in [28] of 1983, and Benci in [6] of 1984 proved ${ }^{\#} \tilde{\mathcal{O}}(\Omega) \geq 1$, if $V$ is $C^{1}, \bar{\Omega}=\{V \leq h\}$ is compact, and $V^{\prime}(q) \neq 0$ for all $q \in \partial \Omega$. Rabinowitz in [62] of 1978 proved that if $H$ satisfies (4.3), $\Sigma \equiv H^{-1}(h)$ is star-shaped, and $x \cdot H^{\prime}(x) \neq 0$ for all $x \in \Sigma$, then ${ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq 1$. Benci and Giannoni gave a different proof of the existence of one brake orbit in [7] of 1989. In 2005, it was pointed out in [24] of Giambò, Giannoni and Piccione that the problem of finding brake orbits is equivalent to find orthogonal geodesic chords on manifold with concave boundary. Giambò, Giannoni and Piccione in [25] of 2010 proved the existence of an orthogonal geodesic chord on a Riemannian manifold homeomorphic to a closed disk and with concave boundary. For the multiplicity of the brake orbit problems, Weinstein in [69] of 1973 proved a local result: Assume $H$ satisfies (4.3). For any $h$ sufficiently close to $H\left(z_{0}\right)$ with $z_{0}$ being a nondegenerate local minimum of $H$, there exist at least $n$ geometrically distinct brake orbits on the energy surface $H^{-1}(h)$. In [9] of 1978 of Bolotin and Kozlov and in [28] of 1983 of Gluck and Ziller, the existence of at least $n$ brake orbits was proved under assumptions of Seifert in [64] and an additional assumption on the energy integral such that different minimax critical levels correspond to geometrically distinct brake orbits. Szulkin in [65] of 1989 proved that ${ }^{\#} \tilde{\mathcal{J}}_{b}\left(H^{-1}(h)\right) \geq n$, if $H$ satisfies conditions in [62] of 1978 of Rabinowitz and the energy hypersurface $H^{-1}(h)$ is $\sqrt{2}$-pinched. Groesen in [29] of 1985 and Ambrosetti, Benci and Long in [1] of 1993 also proved ${ }^{\#} \tilde{O}(\Omega) \geq n$ under different pinching conditions.

### 4.4 Recent progress on the Seifert conjecture

Definition 4.1. We denote by

$$
\begin{aligned}
& \mathcal{H}_{b}^{c}(2 n)=\left\{\Sigma \in \mathcal{H}_{b}(2 n) \mid \Sigma \text { is strictly convex }\right\}, \\
& \mathcal{H}_{b}^{s, c}(2 n)=\left\{\Sigma \in \mathcal{H}_{b}^{c}(2 n) \mid-\Sigma=\Sigma\right\}
\end{aligned}
$$

Without any pinching conditions, Long, Zhang and Zhu in [57] of 2006 established a Maslov-type index theory for brake orbits and proved

Theorem 4.1 ([57]). For any $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$, there holds

$$
\# \tilde{\mathcal{J}}_{b}(\Sigma) \geq 2 .
$$

Liu and Zhang established the iteration theory for $i_{L_{0}}$ index in [47] and proved that \# $\tilde{J}_{b}(\Sigma) \geq\left[\frac{n}{2}\right]+1$ for $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$. Moreover it was proved that if all brake orbits on $\Sigma$ are nondegenerate, then ${ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq n+\mathfrak{A}(\Sigma)$, where $2 \mathfrak{A}(\Sigma)$ is the number of geometrically distinct asymmetric brake orbits on $\Sigma$. In [73] of 2014, Liu and Zhang improved the above result to that ${ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq\left[\frac{n+1}{2}\right]+1$ for $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$ with $n \geq 3$. In this case, the Seifert conjecture is true for $n \leq 3$. In [74] of 2013 Liu and Zhang proved that ${ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq\left[\frac{n+1}{2}\right]+2$ for $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$ with $n \geq 4$. In this case, the Seifert conjecture is true for $n \leq 5$.

For any integer $n$, the following result was proved by Liu and Zhang in 2014.
Theorem 4.2 ([48]). For any $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$, there holds

$$
{ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq n .
$$

In order to show the role of iteration theory of $i_{L}$ index, we give a sketch of the proof of Theorem 4.2 below by applying Theorem 3.4 and the estimate in Theorem 2.3. More details can be found in [48].

For any $x_{\tau}$ being a $\tau$-periodic brake orbit solution, let $\gamma_{x_{\tau}}$ be the symplectic path associated to $x_{\tau}$. We define

$$
i_{L_{0}}\left(x_{\tau}\right)=i_{L_{0}}\left(\left.\gamma_{x_{\tau}}\right|_{\left[0, \frac{\tau}{2}\right]}\right), \quad v_{L_{0}}\left(x_{\tau}\right)=v_{L_{0}}\left(\gamma_{x_{\tau}}\left(\frac{\tau}{2}\right)\right) .
$$

Definition 4.2. For $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$, a brake orbit $(\tau, x)$ on $\Sigma$ is called symmetric if $x(\mathbf{R})=$ $-x(\mathbf{R})$. Similarly, for a $C^{2}$ convex symmetric bounded domain $\Omega \subset \mathbf{R}^{n}$, a brake orbit $(\tau, q) \in$ $\mathcal{O}(\Omega, V)$ is called symmetric if $q(\mathbf{R})=-q(\mathbf{R})$.
A sketch of the proof of Theorem 4.2. Suppose that there are $p$ symmetric and $2 q$ asymmetric geometrically distinct brake orbits on $\Sigma$. Denote them by $\left\{\left(\tau_{j}, x_{j}\right) \mid j=1,2, \cdots, p\right\}$ and $\left\{\left(\tau_{k}, x_{k}\right),\left(\tau_{k},-x_{k}\right) k=p+1, p+2, \cdots, p+q\right\}$ respectively, where $\tau_{j}$ is the minimal period of $x_{j}$ for $j=1,2, \cdots, p+q$. Then the proof is completed in three steps.

Step 1 Applying Theorem 3.4 to the associated symplectic paths of

$$
\left(\tau_{1}, x_{1}\right),\left(\tau_{2}, x_{2}\right), \cdots,\left(\tau_{p+q}, x_{p+q}\right),\left(2 \tau_{p+1}, x_{p+1}^{2}\right), \cdots,\left(2 \tau_{p+q}, x_{p+q}^{2}\right)
$$

we obtain a sufficient large integer $R$ and the iteration times $m_{1}, m_{2}, \cdots$, $m_{p+q}, m_{p+q}, m_{p+q+1}, \cdots, m_{p+2 q}$ satisfying (i)-(vi) of Theorem 3.4.
By the proofs in [57] of Long, Zhang and Zhu in 2006 and the fact that $x$ and $-x$ have the same $i_{L_{0}}$ and $v_{L_{0}}$ index, we can define a map $\phi$ with

$$
\phi(R-s+1)=\left(\left(\tau_{k(s)}, x_{k(s)}\right), m(s)\right) \text { for } s=1,2, \cdots, n,
$$

such that $1 \leq k(s) \leq p+q$ and

$$
\begin{align*}
& i_{L_{0}}\left(x_{k(s)}, m(s)\right) \leq R-s \leq i_{L_{0}}\left(x_{k(s)}, m(s)\right)+v_{L_{0}}\left(x_{k(s)}, m(s)\right)-1,  \tag{4.8a}\\
& m(j)>m(l), \quad \forall j<l \quad \text { with } k(j)=k(l) . \tag{4.8b}
\end{align*}
$$

Step 2 Let

$$
S_{1}=\{s \in\{1,2, \cdots, n\} \mid k(s) \leq p\}, \quad S_{2}=\{1,2, \cdots, n\} \backslash S_{1} .
$$

We shall prove that

$$
\begin{equation*}
m(s)=2 m_{k(s)}, \quad s \in S_{1} \tag{4.9}
\end{equation*}
$$

In fact, by the strict convexity of $\Sigma$, we have $i_{L_{0}}\left(x_{k(s)}\right) \geq 0$. Hence by (4.8a) and (iii) of Theorem 3.4, for every $s=1,2, \cdots, n$, there holds

$$
\begin{equation*}
i_{L_{0}}\left(x_{k(s)}, m(s)\right)<R \leq i_{L_{0}}\left(x_{k(s)}, 2 m_{k(s)}+1\right) \tag{4.10}
\end{equation*}
$$

Note that $\gamma_{x_{k}}$ satisfies conditions of Theorem 2.3 with $\tau=\frac{\tau_{k}}{2}$. So by Theorem 2.3, we have

$$
\begin{equation*}
i_{L_{1}}\left(x_{k}\right)+S_{M_{k}}^{+}(1)-v_{L_{0}}\left(x_{k}\right) \geq 0, \quad \forall k=1, \cdots, p \tag{4.11}
\end{equation*}
$$

(4.11) and (ii) of Theorem 3.4 would yield

$$
\begin{align*}
& \quad i_{L_{0}}\left(x_{k(s)}, 2 m_{k(s)}-1\right)+v_{L_{0}}\left(x_{k(s)}, 2 m_{k(s)}-1\right) \\
& <i_{L_{0}}\left(x_{k(s)}, m(s)\right)+v_{L_{0}}\left(x_{k(s)}, m(s)\right) . \tag{4.12}
\end{align*}
$$

Note that the convex assumption of the hypersurface $\Sigma$ implies that the $i_{L_{0}}(x, j)$ and $i_{L_{0}}(x, j)+v_{L_{0}}(x, j)$ are both strictly increasing in the iteration time $j$ for any brake orbit $x$ on $\Sigma$.
Hence by (4.10), (4.12), we obtain

$$
2 m_{k(s)}-1<m(s)<2 m_{k(s)}+1
$$

Hence (4.9) holds.
Step 3 (4.8b) and (4.9) imply ${ }^{\#} S_{1} \leq p$. By similar arguments, we obtain

$$
2 m_{k(s)}-2<m(s)<2 m_{k(s)}+1
$$

which yields ${ }^{\#} S_{2} \leq 2 q$. So we have

$$
p+2 q \geq^{\#} S_{1}+{ }^{\#} S_{2}=n
$$

The proof of Theorem 4.2 is completed.
Remark 4.2. Theorem 4.2 is a kind of multiplicity result related to the Arnold chord conjecture. The Arnold chord conjecture is an existence result which was proved by Mohnke in [60] of 2001. Another kind of multiplicity result related to the Arnold chord conjecture was proved by Guo and Liu in [30] of 2008.

A typical example of $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$ is the ellipsoid $\mathcal{E}_{n}(r)$ defined as follows. Let $r=$ $\left(r_{1}, \cdots, r_{n}\right)$ with $r_{j}>0$ for $1 \leq j \leq n$. Define

$$
\mathcal{E}_{n}(r)=\left\{x=\left(x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{n}\right) \in \mathbf{R}^{2 n} \left\lvert\, \sum_{k=1}^{n} \frac{x_{k}^{2}+y_{k}^{2}}{r_{k}^{2}}=1\right.\right\} .
$$

If $r_{j} / r_{k} \in \mathbf{R} \backslash \mathbf{Q}$ whenever $j \neq k$, one can easily see that there are precisely $n$ geometrically distinct symmetric brake orbits on $\mathcal{E}_{n}(r)$ and all of them are nondegenerate.

The following two important results are direct consequences of Theorem 4.2.
Corollary 4.1 ([48]). If $H(p, q)$ defined by (4.1) is even and convex, then Seifert conjecture holds.
Corollary 4.2 ([48]). Suppose $V(0)=0, V(q) \geq 0, V(-q)=V(q)$ and $V^{\prime \prime}(q)$ is positive definite for all $q \in \mathbf{R}^{n} \backslash\{0\}$. Then for any given $h>0$ and $\Omega \equiv\left\{q \in \mathbf{R}^{n} \mid V(q)<h\right\}$, there holds

$$
{ }^{\#} \tilde{O}(\Omega) \geq n .
$$

In 2015, by non-smooth Lyusternik-Schnirelmann theory, Giambò, Giannoni and Piccione proved the following result which means Seifert conjecture holds in the case $n=2$ while it is still open for $n \geq 3$.

Theorem 4.3 ([26]). Under Seifert's condition with $A$ and $V$ weakened to $C^{2}$, for $n \geq 2$, there holds

$$
{ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq 2 .
$$

We call a compact star-shaped reversible hypersurface $\Sigma \in \mathbf{R}^{2 n}$ being dynamically convex, if for any brake orbit $(\tau, x)$ on $\Sigma$, there holds

$$
i_{L_{0}}(x) \geq 0, \quad i_{L_{1}}(x) \geq 0 .
$$

We call $\Sigma$ is $L_{0}$-nondegenerate if every brake orbits on it is nondegenerate.
In a preprint of 2018, using the equivariant wrapped Floer homology theory and the Common Index Jump Theorem 3.4, Kim, Kim and Kwon proved,

Theorem 4.4 ([38]). For any $L_{0}$-nondegenerate compact dynamically convex reversible hypersurface $\Sigma \in \mathbf{R}^{2 n}$, there holds

$$
{ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq n .
$$

The conclusion of Theorem 4.2 can be extended to dynamically convex case.
Theorem 4.5 ([49] of Z. Liu and Zhang). For any compact symmetric dynamically convex reversible hypersurface $\Sigma \in \mathbf{R}^{2 n}$, there holds

$$
{ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma) \geq n
$$

In 2006, Zhang considered the multiplicity of symmetric brake orbits and proved,
Theorem 4.6 ([71]). For any $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$, there exist at least two geometrically symmetric brake orbits on $\Sigma$.

For stability of brake orbits, there are only few results, since information obtained from variational methods is not easy to be used. In 2017, Fan and Zhang proved,

Theorem 4.7 ([19]). For any $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$, if there are exactly $n$ geometrically distinct brake orbits on $\Sigma$, then there are at least $n-2$ among them possessing irrational mean $i_{L_{0}}$ indices.

### 4.5 Related results

It is interesting to ask the following question: whether all closed characteristics on any hypersurfaces $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$ are symmetric brake orbits after suitable time translation provided $\# \tilde{\mathcal{J}}(\Sigma)<+\infty$ ? In this direction, the following result was proved in [48] by Liu and Zhang.

Theorem 4.8 ([48]). For any $\Sigma \in \mathcal{H}_{b}^{s, c}(2 n)$, suppose

$$
{ }^{\#} \tilde{\mathcal{J}}(\Sigma)=n .
$$

Then all of the $n$ closed characteristics on $\Sigma$ are symmetric brake orbits after suitable time translation.

Note that for the hypersurface

$$
\Sigma=\left\{\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \in \mathbf{R}^{4} \left\lvert\, x_{1}^{2}+y_{1}^{2}+\frac{x_{2}^{2}+y_{2}^{2}}{4}=1\right.\right\}
$$

we have

$$
\# \tilde{\mathcal{J}}_{b}(\Sigma)=+\infty \quad \text { and } \quad \# \tilde{\mathcal{J}}_{b}^{s}(\Sigma)=2
$$

where we have denoted by $\tilde{\mathcal{J}}_{b}^{s}(\Sigma)$ the set of all symmetric brake orbits on $\Sigma$. We also note that on the hypersurface $\Sigma=\left\{x \in \mathbf{R}^{2 n}| | x \mid=1\right\}$ there are some non-brake closed characteristics.

For $n=2$, it was proved in [33] of Hofer, Wysocki and Zehnder that $\# \tilde{\mathcal{J}}(\Sigma)$ is either 2 or $+\infty$ for any $C^{2}$ compact convex hypersurface $\Sigma$ in $\mathbf{R}^{4}$. In the brake orbit case, in [23] of 2016, Frauenfelder and Kang proved that ${ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma)$ is either 2 or $+\infty$ for any $C^{2}$ compact dynamically convex reversible hypersurface $\Sigma$ in $\mathbf{R}^{4}$. So it is natural to propose the following conjecture:
Conjeture: ${ }^{\#} \tilde{\mathcal{J}}_{b}(\Sigma)$ is either $n$ or $+\infty$ for any $C^{2}$ compact convex reversible hypersurface $\Sigma$ in $\mathbf{R}^{2 n}$.

The multiplicity of closed characteristics on a fixed energy hypersurface in $\mathbf{R}^{2 n}$ is a very important problem in nonlinear Hamiltonian systems. Similar to Seifert conjecture, there is a long standing (more than 100 years) conjecture that on every compact convex
hypersurface in $\mathbf{R}^{2 n}$, there exist at least $n$ closed characteristics. An important progress was made by Long and Zhu in [59] of 2002, by using the iteration theory of Maslovtype index of symplectic paths and establishing the common index jump theorem. They proved that

$$
{ }^{\#} \tilde{\mathcal{J}}(\Sigma) \geq\left[\frac{n}{2}\right]+1
$$

Then in 2002, Liu, Long and Zhu in [45] proved that

$$
\# \tilde{\mathcal{J}}(\Sigma) \geq n
$$

provided $\Sigma$ is a convex compact symmetric hypersurface in $\mathbf{R}^{2 n}$.
In [68] of 2007, Wang, Hu and Long proved that the conjecture holds in the case $n=3$. In [66] of 2016, Wang proved that ${ }^{\#} \tilde{\mathcal{J}}(\Sigma) \geq\left[\frac{n+1}{2}\right]+1$ when $n \geq 2$. In [67] of 2016, Wang proved that the conjecture holds in the case $n=4$.

It is also interesting to ask the following question: Can we prove the above conjecture on closed characteristics if the hypersurface is additionally reversible?

## 5 Applications, minimal period solution problems in the brake orbit case

For the nonlinear Hamiltonian system:

$$
\begin{equation*}
\dot{x}=J H^{\prime}(x), \quad x \in \mathbf{R}^{2 n}, \tag{5.1}
\end{equation*}
$$

in his pioneering paper [61] of 1978, Rabinowitz proved the following famous result via a variational method. Suppose $H$ satisfies the following conditions:
(H1') $H \in C^{1}\left(\mathbf{R}^{2 n}, \mathbf{R}\right)$.
(H2) There exist constants $\mu>2$ and $r_{0}>0$ such that

$$
0<\mu H(x) \leq H^{\prime}(x) \cdot x, \quad \forall|x| \geq r_{0} .
$$

(H3) $H(x)=o\left(|x|^{2}\right)$ at $x=0$.
(H4) $H(x) \geq 0$ for all $x \in \mathbf{R}^{2 n}$.
Then for any $T>0$, the system (5.1) possesses a non-constant $T$-periodic solution.
Because a $T / k$ periodic function is also a $T$-periodic function, in [61] Rabinowitz proposed the conjecture that under conditions (H1') and (H2)-(H4), there is a periodic solution of (5.1) with $T$ as its minimal period for any $T>0$. Since 1978, this conjecture has been deeply studied by many mathematicians. A significant progress was made by Ekeland and Hofer in their celebrated paper [18] of 1985, where they confirmed Rabinowitz's conjecture for the strictly convex Hamiltonian systems. For Hamiltonian systems with convex or weakly convex assumptions, we refer to $[2,3,12,17,44,56]$ and references therein for more details. For the seconder order case without any convex condition
we refer to [50-52], and Chapter 13 of [56] as well as references therein. In [12] of 1997, Dong and Long gave the first index theoretical proof of the Ekeland-Hofer theorem, and discovered the deep connection between the minimal period and the index theory.

It is natural to consider the minimal period solution problem of brake orbits in reversible first order nonlinear Hamiltonian systems. The key tool is the iteration theory of $i_{L}$ index. Motivated by $[12,20,21,50,51]$ we consider the case that the systems are semipositive, i.e., the Hessian $H^{\prime \prime}(x)$ has no negative eigenvalues at any $x \in \mathbf{R}^{2 n}$, which guarantees the existence of a lower bound of $i_{L}$ indices of brake orbits of the system.

It is natural to suppose $H$ satisfies the following reversible and semipositive conditions:
(H5) $H(N x)=H(x)$ for all $x \in \mathbf{R}^{2 n}$.
(H6) $H^{\prime \prime}(x)$ is semipositive definite for all $x \in \mathbf{R}^{2 n}$.
We also suppose the following smooth condition:
(H1) $H \in C^{2}\left(\mathbf{R}^{2 n}, \mathbf{R}\right)$.
In order to introduce our results more conveniently, we define the following (B1) condition. Since the Hamiltonian systems considered here are reversible, this condition is natural.
(B1) Condition. For any $\tau>0$ and $B \in C\left([0, \tau], \mathcal{L}_{s}\left(\mathbf{R}^{2 n}\right)\right.$ of the $n \times n$ matrix square block form

$$
B(t)=\left(\begin{array}{ll}
B_{11}(t) & B_{12}(t) \\
B_{21}(t) & B_{22}(t)
\end{array}\right)
$$

satisfying $B_{12}(0)=B_{21}(0)=0=B_{12}(\tau)=B_{21}(\tau)$, we call $B$ satisfying the condition (B1).

For any $B \in C\left([0, \tau], \mathcal{L}_{s}\left(\mathbf{R}^{2 n}\right)\right)$, denote by $\gamma_{B}$ the fundamental solution of the following problem

$$
\begin{aligned}
& \dot{\gamma}_{B}(t)=J B(t) \gamma_{B}(t), \\
& \gamma_{B}(0)=I_{2 n} .
\end{aligned}
$$

Then $\gamma_{B} \in \mathcal{P}_{\tau}(2 n)$. We call $\gamma_{B}$ the symplectic path associated to $B$.
If $H$ is even and $x_{\tau}$ is a $\tau$-periodic symmetric brake orbit solution of (5.1), let $B(t)=$ $H^{\prime \prime}(x(t))$, we define $\gamma_{x_{\tau}}=\left.\gamma_{B}\right|_{\left[0, \frac{\tau}{4}\right]}$ and call it the symplectic path associated to $x_{\tau}$. We define

$$
i_{\sqrt{-1}}^{L_{0}}\left(x_{\tau}\right)=i_{\sqrt{-1}}^{L_{0}}\left(\gamma_{x_{\tau}}\right), \quad v_{\sqrt{-1}}^{L_{0}}\left(x_{\tau}\right)=i_{\sqrt{-1}}^{L_{0}}\left(\gamma_{x_{\tau}}\right) .
$$

Theorem 5.1 ([42] of Liu in 2010). Suppose that H satisfies conditions (H1)-(H6). Then for any $\tau>0$, the system (5.1) possesses a $\tau$ periodic brake orbit $x_{\tau}$. Furthermore if $x_{\tau}$ satisfies
$\left(H 6^{\prime}\right) \int_{0}^{\frac{\tau}{2}} H^{\prime \prime}\left(x_{\tau}(t)\right) d t>0$.
Then the minimal period of $x_{\tau}$ belongs to $\left\{\tau, \frac{\tau}{2}\right\}$.

Theorem 5.2 ([72] of Zhang in 2015). Suppose that H satisfies conditions (H1)-(H6). Then for any $\tau>0$, the system (5.1) possesses a $\tau$ periodic brake orbit $x_{\tau}$ with minimal period not less than $\frac{\tau}{2 n+2}$. Moreover, for $x=\left(x_{1}, x_{2}\right)$ with $x_{1}, x_{2} \in \mathbf{R}^{n}$, denote by $H_{22}^{\prime \prime}(x)$ the second order differential of $H$ with respect to $x_{2}$, if

$$
\begin{equation*}
\int_{0}^{\frac{\tau}{2}} H_{22}^{\prime \prime}\left(x_{\tau}(t)\right) d t>0 \tag{5.2}
\end{equation*}
$$

then the minimal period of $x_{\tau}$ belongs to $\left\{\tau, \frac{\tau}{2}\right\}$.
For readers' convenience we give the idea of Theorem 5.2 below as an example to show how to estimate the minimal period by the index iteration theory, more details can be found in [72] of Zhang in 2015.

Idea of the proof of Theorem 5.2. For any $\tau>0$, by the Galerkin approximation and the variational argument, we obtain a $\tau$-periodic brake orbit solution $x_{\tau}$ of (5.1) such that $i_{L_{0}}\left(x_{\tau}\right) \leq 1$. Suppose its minimal period is $T$, then $\tau / T \equiv k$ is a positive integer and $x_{\tau}=$ $x_{T}^{k}$ with $x_{T}=\left.x_{\tau}\right|_{[0, T]}$. In the variational argument we also have $i_{L_{1}}\left(x_{T}\right)+v_{L_{1}}\left(x_{T}\right) \geq 1$. By the semipositive assumption we have

$$
\begin{equation*}
i_{\sqrt{-1}}^{L_{1}}\left(\gamma_{x_{T}}\right) \geq 0 \tag{5.3}
\end{equation*}
$$

and $i_{L_{0}}\left(\gamma_{x_{T}}\right)+v_{L_{0}}\left(\gamma_{x_{T}}\right) \geq 0$ which implies

$$
\begin{equation*}
i_{L_{0}}\left(\gamma_{x_{T}}\right) \geq-n \tag{5.4}
\end{equation*}
$$

where $\gamma_{x_{T}}$ is the associated symplectic path of the brake orbit $x_{T}$. Hence $i_{1}\left(\gamma_{x_{T}}^{2}\right)+$ $v_{1}\left(\gamma_{x_{T}}^{2}\right) \geq n+1$. Thus by the above Theorem 3.1 and Proposition 4.1 of [44] of Liu and Long in 2000 Theorem 10.1.1 of [56] of Long in 2002, we have

$$
1 \geq i_{L_{0}}\left(x_{\tau}\right)=i_{L_{0}}\left(\gamma_{x_{T}}^{k}\right) \geq \begin{cases}i_{L_{0}}\left(\gamma_{x_{T}}\right)+(k-1) / 2, & k \text { odd },  \tag{5.5}\\ i_{L_{0}}\left(\gamma_{x_{T}}\right)+i \sqrt{L_{-1}}\left(\gamma_{x_{T}}\right)+k / 2-1, & k \text { even } .\end{cases}
$$

By (5.3)-(5.5) we have $k \leq 2 n+4$. By Theorem 2.2 and the estimate of Hörmander index we have $k \neq 2 n+3,2 n+4$. So we have $k \leq 2 n+2$ which means that the minimal period of $x_{\tau}$ is not less than $\frac{\tau}{2 n+2}$.

Moreover, if (5.2) holds, then we have $i_{L_{0}}\left(\gamma_{x_{T}}\right) \geq 0$, by the same argument as above we have $k \leq 2$ which means that the minimal period of $x_{\tau}$ belongs to $\left\{\tau, \frac{\tau}{2}\right\}$.

Next we consider the minimal period problem for

$$
H(x)=\frac{1}{2} B_{0} x \cdot x+\hat{H}(x),
$$

where $B_{0} \in \mathcal{L}_{s}\left(\mathbf{R}^{2 n}\right)$.

Theorem 5.3 ([72]). Let $B_{0}=\operatorname{diag}\left(B_{11}, B_{22}\right)$ be a $2 n \times 2 n$ real semipositive matrix with $B_{11}$ and $B_{22}$ being $n \times n$ matrices. Assume

$$
H(x)=\frac{1}{2} B_{0} x \cdot x+\hat{H}(x) \quad \text { for all } x \in \mathbf{R}^{2 n}
$$

and $\hat{H}$ satisfies conditions (H1)-(H6).
Then for any $\tau>0$, the system (5.1) possesses a $\tau$-periodic brake orbit $x_{\tau}$ with its minimal period not less than $\frac{\tau}{2 i_{L_{0}}\left(B_{0}\right)+2 \nu_{L_{0}}\left(B_{0}\right)+2 n+2}$, where $B_{0}$ is viewed as an element in $C\left([0, \tau / 2], \mathcal{L}_{s}\left(\mathbf{R}^{2 n}\right)\right)$ which satisfies the condition (B1).

Remark 5.1. In [72], it was proved that if $B_{0}$ is semipositive, then $i_{L_{0}}\left(B_{0}\right)+v_{L_{0}}\left(B_{0}\right) \geq 0$.
Theorem 5.4 ([72]). Suppose that $H$ satisfies the conditions (H1)-(H6) and (H7) $H(-x)=H(x)$ for all $x \in \mathbf{R}^{2 n}$.
Then for any $\tau>0$, the system (5.1) possesses a symmetric brake orbit with minimal period belonging to $\{\tau, \tau / 3\}$.

Theorem 5.5 ([72]). Let $B_{0}=\operatorname{diag}\left(B_{11}, B_{22}\right)$ be a $2 n \times 2 n$ real semipositive matrix with $B_{11}$ and $B_{22}$ being $n \times n$ matrix. Assume $H(x)=\frac{1}{2} B_{0} x \cdot x+\hat{H}(x)$ for all $x \in \mathbf{R}^{2 n}$, and $\hat{H}$ satisfies the conditions (H1)-(H7). Then for any $\tau>0$, the system (5.1) possesses a symmetric brake orbit $x_{\tau}$ with minimal period not less than $\frac{\tau}{4\left(i_{\sqrt{-1}}^{L_{0}}\left(B_{0}\right)+\nu_{\sqrt{-1}}^{L_{0}}\left(B_{0}\right)\right)+7}$. Moreover, if $L_{\sqrt{-1}}^{L_{0}}\left(B_{0}\right)+v_{\sqrt{-1}}^{L_{0}}\left(B_{0}\right)$ is even, then the minimal period of $x_{\tau}$ is not less than $\frac{\tau}{4\left(i_{\nu-1}^{L_{0}}\left(B_{0}\right)+v_{\nu-1}^{L_{0}}\left(B_{0}\right)\right)+3^{3}}$, where $B_{0}$ is viewed as an element in $C\left([0, \tau / 4], \mathcal{L}_{s}\left(\mathbf{R}^{2 n}\right)\right)$ satisfying the condition (B1).
Remark 5.2. In [72], it was proved that, if $B_{0}$ is semipositive, then $i_{\sqrt{-1}}^{L_{0}}\left(B_{0}\right) \geq 0$, hence

$$
i_{\sqrt{-1}}^{L_{0}}\left(B_{0}\right)+v_{\sqrt{-1}}^{L_{0}}\left(B_{0}\right) \geq 0
$$

## Acknowledgements

The first author is partially supported by the NSFC Grants (No. 11790271), Guangdong Basic and Applied basic Research Foundation (No. 2020A1515011019), Innovation and Development Project of Guangzhou University. The second author is partially supported by National Key R\&D Program of China (No. 2020YFA0713300), NSFC Grants Nos. 11671215 and 11790271, LPMC of Ministry of Education of China, Nankai University, Nankai Zhide Foundation, Wenzhong Foundation, and the Beijing Center for Mathematics and Information Interdisciplinary Sciences at Capital Normal University. The third author is partially supported by National Key R\&D Program of China (No. 2020YFA0713300), NSFC Garnts Nos. 11790271 and 11171341, and LPMC of Nankai University.

## References

[1] A. Ambrosetti, V. Benci, and Y. Long, A note on the existence of multiple brake orbits, Nonlinear Anal. T. M. A., 21 (1993), 643-649.
[2] A. Ambrosetti, and V. Coti Zelati, Solutions with minimal period for Hamiltonian systems in a potential well, Ann. I. H. P. Anal. Nonlináaire, 4 (1987), 275-296.
[3] A. Ambrosetti and G. Mancini, Solutions of minimal period for a class of convex Hamiltonian systems, Math. Ann., 255 (1981), 405-421.
[4] V. I. Arnold, Sur une proprétés des application globalement canoniques de la méchanique classique, Comptes Rendus de I'Académic. Paris, 261 (1965), 3719-3722.
[5] V. Bangert, and Y. Long, The existence of two closed geodesics on every Finsler 2-sphere, Math. Ann., 346(2) (2010), 335-366.
[6] V. Benci, Closed geodesics for the Jacobi metric and periodic solutions of prescribed energy of natural Hamiltonian systems, Ann. I. H. P. Analyse Nonl., 1 (1984), 401-412.
[7] V. Benci, and F. Giannoni, A new proof of the existence of a brake orbit, Advanced Topics in the Theory of Dynamical Systems, Notes Rep. Math. Sci. Eng. Ser., 6 (1989), 37-49.
[8] S. Bolotin, Libration motions of natural dynamical systems, Vestnik Moskov Univ. Ser. I. Mat. Mekh., 6 (1978) 72-77 (in Russian).
[9] S. Bolotin, and V. V. Kozlov, Librations with many degrees of freedom, J. Appl. Math. Mech., 42 (1978), 245-250 (in Russian).
[10] R. Bott, On the iteration of closed geodesics and the Sturm intersection theory, Commun. Pure Appl. Math., 9 (1956), 171-206.
[11] S. E. Cappell, R. Lee and E. Y. Miller, On the Maslov-type index, Commun. Pure Appl. Math., 47 (1994), 121-186.
[12] D. Dong, and Y. Long, The iteration formula of the Maslov-type index theory with applications to nonlinear Hamiltonian systems, Trans. Amer. Math. Soc., 349(7) (1997), 2619-2661.
[13] H. Duan, Y. Long, and W. Wang, The enhanced common index jump theorem for symplectic paths and non-hyperbolic closed geodesics on Finsler manifolds. Calc. Var. Partial Differential Equations, 55(6) (2016).
[14] H. Duan, Y. Long, and W. Wang, Two closed geodesics on compact simply connected bumpy Finsler manifolds, J. Differential Geom., 104(2) (2016), 275-289.
[15] H. Duan, Y. Long, and C. Zhu, Index iteration theories for periodic orbits: old and new, Nonlinear Anal. T. M. A., to appear https://doi.org/10.1016/j.na.2020.111999.
[16] J. J. Duistermaat, Fourier Integral Operators, Birkhäuser, Basel, 1996.
[17] I. Ekeland, Convexity Methods in Hamiltonian Mechanics, Spring-Verlag, Berlin, 1990.
[18] I. Ekeland and E. Hofer, Periodic solutions with percribed period for convex autonomous Hamiltonian systems, Invent. Math., 81 (1985), 155-188.
[19] Z. Fan, and D. Zhang, Stability of the brake orbits on reversible symmetric compact convex hypersurfaces in $\mathbf{R}^{2 n}$, J. Fixed Point Theory Appl., 19(1) (2017), 503-527.
[20] G. Fei, S.-K. Kim and T. Wang, Minimal period estimates of period solutions for superquadratic Hamiltonian syetems, J. Math. Anal. Appl., 238 (1999), 216-233.
[21] G. Fei, S.-K. Kim and T. Wang, Solutions of minimal period for even classical Hamiltonian systems, Nonlinear Anal., 43 (2001), 363-375.
[22] A. Floer, Cuplength estimates on Lagrangian intersections, Commun. Pure Appl Math., 42 (1989), 335-356.
[23] U. Frauenfelder, and J. Kang, Real holomorphic curves and invariant global surfaces of section, Proc. Lond. Math. Soc., 112 (3) (2016), 477-511.
[24] R. Giambò, F. Giannoni, and P. Piccione, Orthogonal geodesic chords, brake orbits and homoclinic orbits in Riemannian manifolds, Adv. Diff. Eq., 10 (2005), 931-960.
[25] R. Giambò, F. Giannoni, and P. Piccione, Existence of orthogonal geodesic chords on Riemannian manifolds with concave boundary and homeomorphic to the N -demensional disk, Nonlinear Anal. T. M. A., 73 (2010), 290-337.
[26] R. Giambò, F. Giannoni, and P. Piccione, Multiple brake orbits in $m$-dimensional disks, Calc. Var. Partial Differential Equations, 54(3) (2015), 2553-2580.
[27] V. L. Ginzburg, The Conley conjecture, Ann. Math., 172(2) (2010), 1127-1180.
[28] H. Gluck, and W. Ziller, Existence of periodic solutions of conservtive systems, Seminar on Minimal Submanifolds, Princeton University Press, 1983, 65-98.
[29] E. W. C. van Groesen, Analytical mini-max methods for Hamiltonian brake orbits of prescribed energy, J. Math. Anal. Appl., 132 (1985), 1-12.
[30] F. Guo, and C. Liu, Multiplicity of Lagrangian orbits on symmetric star-shaped hypersurfaces, Nonlinear Anal., 69(4) (2008), 1425-1436.
[31] K. Hayashi, Periodic solution of classical Hamiltonian systems, Tokyo J. Math., 6 (1983), 473-486.
[32] N. Hingston, Subharmonic solutions of Hamiltonian equations on tori, Ann. Math., 170(2) (2009), 525-560
[33] H. Hofer, K. Wysocki, and E. Zehnder, The dynamics on three-dimensional strictly convex energy surfaces, Ann. Math., 148 (2) (1998), 197-289.
[34] H. Hofer, Lusternik-Schnirelman theory for Lagrangian intersections, Ann I. H. P. Analyse Nonl., 5 (5) (1988), 465-499.
[35] X. Hu, Y. Long, and S. Sun, Linear stability of elliptic Lagrangian solutions of the planar three-body problem via index theory, Arch. Ration. Mech. Anal., 213(3) (2014), 993-1045.
[36] X. Hu, and S. Sun, Index and stability of symmetric periodic orbits in Hamiltonian systems with application to figure-eight orbit, Commun. Math. Phys., 290(2) (2009), 737-777.
[37] X. Hu, and S. Sun, Morse index and stability of elliptic Lagrangian solutions in the planar three-body problem, Adv. Math., 223(1) (2010), 98-119.
[38] J. Kim, S. Kim, and M. Kwon, Equivariant wrapped Floer homology and symmetric periodic Reeb orbits, arXiv:1811.08099v1.
[39] C. Liu, Cup-length estimate for Lagrangian intersections, J. Differential Equations, 209 (2005), 57-76.
[40] C. Liu, Maslov-type index theory for symplectic paths with Lagrangian boundary conditions, Adv. Nonlinear Stud., 7(1) (2007), 131-161.
[41] C. Liu, Asymptotically linear Hamiltonian systems with Lagrangian boundary conditions, Pacific J. Math., 232(1) (2007), 233-255.
[42] C. Liu, Minimal period estimates for brake orbits of nonlinear symmetric Hamiltonian systems, Dis. Cont. Dynam. Sys., 27(1) (2010), 337-355.
[43] C. Liu, Index Theory in Nonlinear Analysis, Springer, Science Press, 2019.
[44] C. Liu and Y. Long, Iteration inequalities of Maslov-type index theory with applications, J. Differential Equations, 165(2) (2000), 355-376.
[45] C. Liu, Y. Long and C. Zhu, Multiplicity of closed characteristics on symmetric convex hypersurfaces in $\mathbf{R}^{2 n}$, Math. Ann., 323(2) (2002), 201-215.
[46] C. Liu, and Q. Wang, Symmetrical Symplectic Capacity with Applications, Dis. Cont. Dynam. Sys., 32(6) (2012), 2253-2270.
[47] C. Liu, and D. Zhang, Iteration theory of L-index and multiplicity of brake orbits, J. Differential Equations, 257(4) (2014), 1194-1245.
[48] C. Liu, and D. Zhang, Seifert conjecture in the even convex case, Commun. Pure Appl. Math., 67 (2014), 1563-1604.
[49] Z. Liu, and D. Zhang, Brake orbits on compact symmetric dynamically convex reversible hypersurfaces on $\mathbf{R}^{2 n}$, Discrete Contin. Dyn. Syst., 39(7) (2019), 4187-4206.
[50] Y. Long, The minimal period problem of classical Hamiltonian systems with even potentials, Ann. I. H. P. Anal. Non Linéaire, 10 (1993), 605-626.
[51] Y. Long, The minimal period problem of period solutions for autonomous superquadratic second Hamiltonian systems, J. Differential Equations, 111 (1994), 147-174.
[52] Y. Long, On the minimal period for periodic solution problem of nonlinear Hamiltonian systems, A Chinese summary appears in Chinese Ann. Math. Ser. A, 18 (5) (1997), 666. Chinese Ann. Math. Ser. B, 18(4) (1997), 481-484.
[53] Y. Long, Topological structures of $\omega$-subsets in symplectic groups, Acta Math. Sinica, Eng. Series, 15 (1999), 255-268.
[54] Y. Long, Bott formula of the Maslov-type index theory, Pacific J. Math., 187 (1999), 113-149.
[55] Y. Long, Precise iteration formulae of the Maslov-type index theory and ellipticity of closed characteristics, Adv. Math., 154(1) (2000), 76-131.
[56] Y. Long, Index Theory for Symplectic Paths with Applications, Birkhäuser, Basel, 2002.
[57] Y. Long, D. Zhang, and D. C. Zhu, Multiple brake orbits in bounded convex symmetric domains, Adv. Math., 203 (2006), 568-635.
[58] Y. Long. and C. Zhu, Maslov-type index theory for symplectic paths and spectral flow (II), Chinese Ann. Math., 21(B:1) (2000), 89-108.
[59] Y. Long, and C. Zhu, Closed characteristics on compact convex hypersurfaces in $\mathbf{R}^{2 n}$, Ann. Math., 155 (2002), 317-368.
[60] K. Mohnke, Holomorphic disks and the chord conjecture, Ann. Math., 154 (2001), 219-222.
[61] P. H. Rabinowitz, Periodic solution of Hamiltonian systems, Commun. Pure Appl. Math., 31 (1978), 157-184.
[62] P. H. Rabinowitz, On the existence of periodic solutions for a class of symmetric Hamiltonian systems, Nonlinear Anal. T. M. A., 11 (1987), 599-611.
[63] J. Robbin and D. Salamon, The Maslov indices for paths, Topology, 32 (1993), 827-844.
[64] H. Seifert, Periodische Bewegungen mechanischer Systeme, Math. Z., 51 (1948), 197-216.
[65] A. Szulkin, An index theory and existence of multiple brake orbits for star-shaped Hamiltonian systems, Math. Ann., 283 (1989), 241-255.
[66] W. Wang, Existence of closed characteristics on compact convex hypersurfaces in $R^{2 n}$, Calc. Var. Partial Differential Equations, 55(1) (2016).
[67] W. Wang, Closed characteristics on compact convex hypersurfaces in $\mathbf{R}^{8}$, Adv. Math., 297 (2016), 93-148.
[68] W. Wang, X. Hu and Y. Long, Resonance identity, stability and multiplicity of closed characteristics on compact convex hypersurfaces, Duke Math. J., 139 (2007), 411-462.
[69] A. Weinstein, Normal modes for nonlinear Hamiltonian systems, Inv. Math., 20 (1973), 4757.
[70] L. Wu, and C. Zhu, The iteration formulae of the Maslov-type index theory in weak symplectic Hilbert space, China Ann. Math. Ser. B, 39(1) (2018), 17-32.
[71] D. Zhang, Multiple symmetric brake orbits in bounded convex symmetric domains, Adv. Nonlinear Stud., 6(4) (2006), 643-652.
[72] D. Zhang, Minimal period problems for brake orbits of nonlinear autonomous reversible semipositive Hamiltonian systems. Dis. Cont. Dynam. Sys., 5 (2015), 2227-2272.
[73] D. Zhang, and C. Liu, Multiple brake orbits on compact convex symmetric reversible hyper-
surfaces in $\mathbf{R}^{2 n}$, Ann. I. H. P. Anal. Non Linéaire, 31 (2014), 531-554.
[74] D. Zhang, and C. Liu, Multiplicity of brake orbits on compact convex symmetric reversible hypersurfaces in $\mathbf{R}^{2 n}$ for $n \geq 4$. Proc. Lond. Math. Soc., 107(3) (2013), 1-38.
[75] Y. Zhou, L. Wu, and C. Zhu, Hörmanderindex in finite-dimensional case, Front. Math. China., 13(3) (2018), 725-761.


[^0]:    ${ }^{*}$ Corresponding author. Email addresses: liucg@nankai.edu.cn (C. G. Liu), longym@nankai.edu.cn (Y. M. Long), zhangdz@nankai. edu.cn (D. Z. Zhang)

