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#### Abstract

We establish Hölder continuity of the horizontal gradient of weak solutions to quasi-linear $p$-Laplacian type non-homogeneous equations in the Heisenberg Group.
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## 1 Introduction

The $C^{1, \alpha}$ regularity of the $p$-Laplacian has been established earlier in, for instance $[6,15,19]$ in the Euclidean setting. Its sub-elliptic analogue for homgeneous sub-elliptic equations of $p$-Laplacian type on the Heisenberg group, was unavailable until [17,21], in the last years. It is therefore natural to consider the case of regularity for the corresponding inhomogeneous equation and this is the purpose of the present contribution.

In this paper, we consider the equation

$$
\begin{equation*}
-\operatorname{div}_{H} a(x, \mathfrak{X} u)=\mu \quad \text { in } \Omega \subseteq \mathbb{H}^{n}, \tag{1.1}
\end{equation*}
$$

where $\Omega$ is a domain and $\mu$ is a Radon measure with $|\mu|(\Omega)<\infty$ and $\mu\left(\mathbb{H}^{n} \backslash \Omega\right)=$ 0 ; hence Eq. (1.1) can be considered as defined in all of $\mathbb{H}^{n}$. Here we denote $\mathfrak{X} u=$ ( $X_{1} u, \cdots, X_{2 n} u$ ) as the horizontal gradient of $u: \Omega \rightarrow \mathbb{R}$, see Section 2.

We shall take up the following structural assumptions throughout the paper: the continuous function $a: \Omega \times \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}$ is assumed to be $C^{1}$ in the gradient variable and

[^0]satisfies the following structure condition for every $x, y \in \Omega$ and $z, \xi \in \mathbb{R}^{2 n}$,
\[

$$
\begin{align*}
& \left(|z|^{2}+s^{2}\right)^{\frac{p-2}{2}}|\xi|^{2} \leq\left\langle D_{z} a(x, z) \xi, \xi\right\rangle \leq L\left(|z|^{2}+s^{2}\right)^{\frac{p-2}{2}}|\xi|^{2},  \tag{1.2a}\\
& |a(x, z)-a(y, z)| \leq L^{\prime}|z|\left(|z|^{2}+s^{2}\right)^{\frac{p-2}{2}}|x-y|^{\alpha}, \tag{1.2b}
\end{align*}
$$
\]

where $L, L^{\prime} \geq 1, s \geq 0, \alpha \in(0,1]$ and $D_{z} a(x, z)$ is a symmetric matrix for every $x \in \Omega$. The sub-elliptic $p$-Laplacian equation with measure data, given by

$$
\begin{equation*}
-\operatorname{div}_{H}\left(|\mathfrak{X} u|^{p-2} \mathfrak{X} u\right)=\mu, \tag{1.3}
\end{equation*}
$$

is a prototype of Eq. (1.1) with the condition (1.2) for the case $s=0$. The weak solutions of (1.1) are defined in horizontal Sobolev space $H W^{1, p}(\Omega)$; the Lipschitz and Hölder classes, denoted by same classical notations, are defined with respect to the CC-metric $(x, y) \mapsto d(x, y)$, see Section 2 for details. We shall denote $Q=2 n+2$ as the homogeneous dimension. Now we state our main result.

Theorem 1.1. Let $u \in H W^{1, p}(\Omega)$ be a weak solution of Eq. (1.1) with $p \geq 2$ and a $C^{1}$-function $a: \Omega \times \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}$ satisfying the structure condition (1.2). If we have $\mu=f \in L_{\mathrm{loc}}^{q}(\Omega)$ for some $q>Q$, then $\mathfrak{X u}$ is locally Hölder continuous and there exists $c=c(n, p, L)>0$ and $\bar{R}=\bar{R}\left(n, p, L, L^{\prime}, \alpha, q, \operatorname{dist}\left(x_{0}, \partial \Omega\right)\right)>0$ such that for any $x_{0} \in \Omega, 0<R \leq \bar{R}$ and $x, y \in B_{R}\left(x_{0}\right) \subset \Omega$, the estimate

$$
\begin{equation*}
|\mathfrak{X} u(x)-\mathfrak{X} u(y)| \leq c d(x, y)^{\gamma}\left(f_{B_{R}\left(x_{0}\right)}(|\mathfrak{X} u|+s) d x+\|f\|_{L^{q}\left(B_{R}\left(x_{0}\right)\right)}^{1 /(p-1)}\right), \tag{1.4}
\end{equation*}
$$

holds for some $\gamma=\gamma(n, p, L, \alpha, q) \in(0,1)$. In particular, if $a(x, z)$ is independent of $x$, then (1.4) holds for $\bar{R}=\bar{R}\left(n, p, L, \operatorname{dist}\left(x_{0}, \partial \Omega\right)\right)>0$ and $\gamma(n, p, L, q) \in(0,1)$.

The proof of Theorem 1.1 in this paper, relies on novel techniques introduced by Duzaar-Mingione [7] based on sharp comparison estimates of homogeneous equations with frozen coefficients, in other words, harmonic replacements. However, in the present sub-elliptic setting, one encounters extra terms coming from commutators of the horizontal vector fields which lead to estimates that are not always as strong as those in the Euclidean setting. An instance appears in Proposition 3.1 for the integral decay estimate, where the extra term in (3.1) appears unavoidably and can not be removed unlike similar integral estimates obtained previously in the Euclidean setting in [7,16], see Remark 3.1. Hence, one gets a weaker integral decay estimate of the oscillation of the gradient of solutions of the in-homogeneous solution. Nevertheless, a perturbation lemma (Lemma 4.2 ), similar to the standard lemma of Campanato [ 3,9$]$, leads to the $C^{1, \alpha}$-regularity of weak solutions of Eq. (1.1) by exploiting the high integrability of the data.

We develop necessary notations, definitions and provide previous results on subelliptic equations in Section 2. Then we prove the intermediate estimates in Section 3 and finally, we prove Theorem 1.1 in Section 4.

## 2 Preliminaries and previous results

### 2.1 The Heisenberg group

Here we provide the definition and properties of Heisenberg group that would be useful in this paper. For more details, we refer to [2,5], etc. The Heisenberg Group, denoted by $\mathbb{H}^{n}$ for $n \geq 1$, is identified to the Euclidean space $\mathbb{R}^{2 n+1}$ with the group operation

$$
\begin{equation*}
x \circ y:=\left(x_{1}+y_{1}, \cdots, x_{2 n}+y_{2 n}, t+s+\frac{1}{2} \sum_{i=1}^{n}\left(x_{i} y_{n+i}-x_{n+i} y_{i}\right)\right) \tag{2.1}
\end{equation*}
$$

for every $x=\left(x_{1}, \cdots, x_{2 n}, t\right), y=\left(y_{1}, \cdots, y_{2 n}, s\right) \in \mathbb{H}^{n}$. Thus, $\mathbb{H}^{n}$ with $\circ$ of (2.1) forms a non-Abelian Lie group, whose left invariant vector fields corresponding to the canonical basis of the Lie algebra, are

$$
X_{i}=\partial_{x_{i}}-\frac{x_{n+i}}{2} \partial_{t}, \quad X_{n+i}=\partial_{x_{n+i}}+\frac{x_{i}}{2} \partial_{t},
$$

for every $1 \leq i \leq n$ and the only non zero commutator $T=\partial_{t}$. We have

$$
\begin{equation*}
\left[X_{i}, X_{n+i}\right]=T \quad \text { and } \quad\left[X_{i}, X_{j}\right]=0, \quad \forall j \neq n+i, \tag{2.2}
\end{equation*}
$$

and we call $X_{1}, \cdots, X_{2 n}$ as horizontal vector fields and $T$ as the vertical vector field.
Given any scalar function $f: \mathbb{H}^{n} \rightarrow \mathbb{R}$, we denote $\mathfrak{X} f=\left(X_{1} f, \cdots, X_{2 n} f\right)$ the horizontal gradient and $\mathfrak{X X} f=\left(X_{i}\left(X_{j} f\right)\right)_{i, j}$ as the horizontal Hessian. Also, the sub-Laplacian operator is denoted by $\Delta_{H} f=\sum_{j=1}^{2 n} X_{j} X_{j} f$. For a vector valued function $F=\left(f_{1}, \cdots, f_{2 n}\right)$ : $\mathbb{H}^{n} \rightarrow \mathbb{R}^{2 n}$, the horizontal divergence is defined as

$$
\operatorname{div}_{H}(F)=\sum_{i=1}^{2 n} X_{i} f_{i}
$$

The Euclidean gradient of a scalar function $g: \mathbb{R}^{k} \rightarrow \mathbb{R}$, shall be denoted by $\nabla g=$ $\left(D_{1} g, \cdots, D_{k} g\right)$ and the Hessian matrix by $D^{2} g$.

The Carnot-Carathèodory metric (CC-metric) is defined as the length of the shortest horizontal curves connecting two points, see [5], and is denoted by $d$. This is equivalent to the homogeneous metric, denoted as $d_{\mathbb{H}^{n}}(x, y)=\left\|y^{-1} \circ x\right\|_{\mathbb{H}^{n}}$, where the homogeneous norm for $x=\left(x_{1}, \cdots, x_{2 n}, t\right) \in \mathbb{H}^{n}$ is

$$
\begin{equation*}
\|x\|_{\mathbb{H}^{n}}:=\left(\sum_{i=1}^{2 n} x_{i}^{2}+|t|\right)^{\frac{1}{2}} \tag{2.3}
\end{equation*}
$$

Throughout this article we use the CC-metric balls $B_{r}(x)=\left\{y \in \mathbb{H}^{n}: d(x, y)<r\right\}$ for $r>0$ and $x \in \mathbb{H}^{n}$. However, by virtue of the equivalence of the metrics, all assertions for CC-balls can be restated to any homogeneous metric balls.

The Haar measure of $\mathbb{H}^{n}$ is just the Lebesgue measure of $\mathbb{R}^{2 n+1}$. For a measurable set $E \subset \mathbb{H}^{n}$, we denote the Lebesgue measure as $|E|$. For an integrable function $f$, we denote

$$
(f)_{E}=f_{E} f d x=\frac{1}{|E|} \int_{E} f d x
$$

The Hausdorff dimension with respect to the metric $d$ is also the homogeneous dimension of the group $\mathbb{H}^{n}$, which shall be denoted as $Q=2 n+2$, throughout this paper. Thus, for any CC-metric ball $B_{r}$, we have that $\left|B_{r}\right|=c(n) r^{Q}$.

For $1 \leq p<\infty$, the Horizontal Sobolev space $\operatorname{HW}^{1, p}(\Omega)$ consists of functions $u \in$ $L^{p}(\Omega)$ such that the distributional horizontal gradient $\mathfrak{X} u$ is in $L^{p}\left(\Omega, \mathbb{R}^{2 n}\right) . H W^{1, p}(\Omega)$ is a Banach space with respect to the norm

$$
\begin{equation*}
\|u\|_{H W^{1, p}(\Omega)}=\|u\|_{L^{p}(\Omega)}+\|\mathfrak{X} u\|_{L^{p}\left(\Omega, \mathbb{R}^{2 n}\right)} \tag{2.4}
\end{equation*}
$$

We define $\operatorname{HW}_{\text {loc }}^{1, p}(\Omega)$ as its local variant and $\operatorname{HW}_{0}^{1, p}(\Omega)$ as the closure of $C_{0}^{\infty}(\Omega)$ in $H W^{1, p}(\Omega)$ with respect to the norm in (2.4). The Sobolev Embedding theorem has the following version in the setting of Heisenberg group, see [4,5,12] etc.
Theorem 2.1 (Sobolev Inequality). Given $B_{r} \subset \mathbb{H}^{n}$ and $1<q<Q$, there exists $c=c(n, q)>$ 0 such that, for every $u \in \operatorname{HW}_{0}^{1, q}\left(B_{r}\right)$ we have

$$
\begin{equation*}
\left(\int_{B_{r}}|u|^{\frac{Q q}{Q-q}} d x\right)^{\frac{Q-q}{Q_{q}}} \leq c\left(\int_{B_{r}}|\mathfrak{X} u|^{q} d x\right)^{\frac{1}{q}} . \tag{2.5}
\end{equation*}
$$

Hölder spaces with respect to homogeneous metrics have been defined in FollandStein [8] and therefore, are sometimes known as Folland-Stein classes and denoted by $\Gamma^{\alpha}$ or $\Gamma^{0, \alpha}$ in some literature. However, as in $[17,21]$, here we continue to maintain the classical notation and define

$$
\begin{equation*}
C^{0, \alpha}(\Omega)=\left\{u \in L^{\infty}(\Omega):|u(x)-u(y)| \leq c d(x, y)^{\alpha}, \forall x, y \in \Omega\right\} \tag{2.6}
\end{equation*}
$$

for $0<\alpha \leq 1$, which are Banach spaces with the norm

$$
\begin{equation*}
\|u\|_{C^{0, \alpha}(\Omega)}=\|u\|_{L^{\infty}(\Omega)}+\sup _{x, y \in \Omega} \frac{|u(x)-u(y)|}{d(x, y)^{\alpha}} . \tag{2.7}
\end{equation*}
$$

These have standard extensions to classes $C^{k, \alpha}(\Omega)$ for $k \in \mathbb{N}$, comprising functions having horizontal derivatives up to order $k$ in $C^{0, \alpha}(\Omega)$; their local counterparts are denoted as $C_{\text {loc }}^{k, \alpha}(\Omega)$. The Morrey embedding theorem is the following.

Theorem 2.2 (Morrey Inequality). Given any $B_{r} \subset \mathbb{H}^{n}$ and $q>Q$, there exists $c=c(n, q)>$ 0 such that, for every $u \in \operatorname{HW}_{0}^{1, q}\left(B_{r}\right) \cap C\left(\bar{B}_{r}\right)$ we have

$$
\begin{equation*}
|u(x)-u(y)| \leq c d(x, y)^{1-Q / q}\left(\int_{B_{r}}|\mathfrak{X} u|^{q} d x\right)^{\frac{1}{q}}, \quad \forall x, y \in B_{r} . \tag{2.8}
\end{equation*}
$$

### 2.2 Sub-elliptic equations

Here, we enlist some of the properties and results previously known for sub-elliptic equations of the form (1.1).

First, we recall that the structure condition (1.2) implies the monotonicity and ellipticity inequalities, as follows:

$$
\begin{align*}
& \left\langle a\left(x, z_{1}\right)-a\left(x, z_{2}\right), z_{1}-z_{2}\right\rangle \geq c\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}+s^{2}\right)^{\frac{p-2}{2}}\left|z_{1}-z_{2}\right|^{2}  \tag{2.9a}\\
& \langle a(x, z), z\rangle \geq c\left(|z|^{2}+s^{2}\right)^{\frac{p-2}{2}}|z|^{2} \tag{2.9b}
\end{align*}
$$

for some $c=c(n, p, L)>0$. This ensures existence and local uniqueness of weak solution $u \in H W^{1, p}(\Omega)$ of Eq. (1.1) from the classical theory of monotone operators, see [14]. We denote $u$ as the precise representative, hereafter.

The regularity and apriori estimates of the homogeneous equation corresponding to (1.1) with freezing of the coefficients, is necessary. Therefore, for any $x_{0} \in \Omega$, we consider the equation

$$
\begin{equation*}
\operatorname{div}_{H} a\left(x_{0}, \mathfrak{X} u\right)=0 \quad \text { in } \Omega . \tag{2.10}
\end{equation*}
$$

The $C^{1, \alpha}$ regulaity of $p$-Laplacian type equations has been dealt with in [17,21], where the equation $\operatorname{div}_{H}(D f(\mathfrak{X} u))=0$ has been considered. Given $D_{z} a\left(x_{0}, z\right)$ being symmetric, all the arguments there also follow in the same way for (2.10) with the growth conditions (1.2) which is the same as that in [17] and slightly weaker than that in [21] (in fact, (2.10) has been considered in [18] in a more general setting). The following regularity theorem is due to [21, Theorem 1.1] and [17, Theorem 1.3].

Theorem 2.3. If $u \in H W^{1, p}(\Omega)$ is a weak solution of Eq. (2.10) with a $\left(x_{0}, z\right)$ satisfying the condition (1.2) and $D_{z} a\left(x_{0}, z\right)$ is a symmetric matrix, then $\mathfrak{X} u$ is locally Hölder continuous. Moreover, there exist constants $c=c(n, p, L)>0$ and $\beta=\beta(n, p, L) \in(0,1)$ such that the following holds,

$$
\begin{align*}
& \text { (i) } \sup _{B_{R / 2}}|\mathfrak{X} u|^{p} \leq c f_{B_{R}}\left(|\mathfrak{X} u|^{2}+s^{2}\right)^{\frac{p}{2}} d x,  \tag{2.11a}\\
& \text { (ii) } f_{B_{e}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{e}}\right|^{p} d x \leq c(\varrho / R)^{\beta} f_{B_{R}}\left(|\mathfrak{X} u|^{2}+s^{2}\right)^{\frac{p}{2}} d x, \tag{2.11b}
\end{align*}
$$

for every concentric $B_{Q} \subseteq B_{R} \subset \Omega$ and $1<p<\infty$.
In fact, similarly as the Euclidean case, the following local estimate can be shown by using Sobolev's inequality and Moser's iteration on the Caccioppoli type inequalities of [21], for any $0<\sigma<1$ and $q>0$,

$$
\begin{equation*}
\sup _{B_{\sigma R}}|\mathfrak{X} u| \leq c(1-\sigma)^{-\frac{Q}{q}}\left(f_{B_{R}}\left(|\mathfrak{X} u|^{2}+s^{2}\right)^{\frac{q}{2}} d x\right)^{\frac{1}{q}} \tag{2.12}
\end{equation*}
$$

for some $c=c(n, p, L, q)>0$, see [21, p. 12]. Thus, taking $q=1$, we can have

$$
\begin{equation*}
\sup _{B_{R / 2}}|\mathfrak{X} u| \leq c f_{B_{R}}(|\mathfrak{X} u|+s) d x \tag{2.13}
\end{equation*}
$$

From (2.13) it ie easy to see that for all $0<r \leq R / 2$, we have

$$
\begin{equation*}
\int_{B_{r}}|\mathfrak{X} u| d x \leq c\left(\frac{r}{R}\right)^{Q} \int_{B_{R}}(|\mathfrak{X} u|+s) d x, \tag{2.14}
\end{equation*}
$$

where $u \in C^{1, \beta}(\Omega)$ is a solution of Eq. (2.10) in the above inequalities.
We recall the notion of De Giorgi's class of functions in this setting, which would be required for Proposition 3.1, in Section 3. Given a metric ball $B_{\rho_{0}} \subset \mathbb{H}^{n}$, the De Giorgi's class $D G^{+}\left(B_{\rho_{0}}\right)$ consists of functions $v \in H W^{1,2}\left(B_{\rho_{0}}\right) \cap L^{\infty}\left(B_{\rho_{0}}\right)$, which satisfy the inequality

$$
\begin{equation*}
\int_{B_{\rho^{\prime}}}\left|\mathfrak{X}(v-k)^{+}\right|^{2} d x \leq \frac{\gamma}{\left(\rho-\rho^{\prime}\right)^{2}} \int_{B_{\rho}}\left|(v-k)^{+}\right|^{2} d x+\chi^{2}\left|A_{k, \rho}^{+}\right|^{1-\frac{2}{Q}+\varepsilon} \tag{2.15}
\end{equation*}
$$

for some $\gamma, \chi, \epsilon>0$, where $A_{k, p}^{+}=\left\{x \in B_{\rho}:(v-k)^{+}=\max (v-k, 0)>0\right\}$ for any arbitrary $k \in \mathbb{R}$, the balls $B_{\rho^{\prime}}, B_{\rho}$ and $B_{\rho_{0}}$ are concentric with $0<\rho^{\prime}<\rho \leq \rho_{0}$. The class $D G^{-}\left(B_{\rho_{0}}\right)$ is similarly defined and $D G\left(B_{\rho_{0}}\right)=D G^{+}\left(B_{\rho_{0}}\right) \cap D G^{-}\left(B_{\rho_{0}}\right)$. All properties of classical De Giorgi class functions, also hold for these classes.

We end this section by introducing the sub-elliptic Wolff potential given by

$$
\begin{equation*}
W_{\beta, p}^{\mu}\left(x_{0}, R\right):=\int_{0}^{R}\left(\frac{|\mu|\left(B_{\varrho}\left(x_{0}\right)\right)}{\varrho^{Q-\beta p}}\right)^{\frac{1}{p-1}} \frac{d \varrho}{\varrho}, \quad \forall \beta \in(0, Q / p], \tag{2.16}
\end{equation*}
$$

and recalling following lemma of the density of Wolff potential, see [7] for proof.
Lemma 2.1. Given any $H>1, x_{0} \in \Omega$ and $r>0$, if $r_{i}=r / H^{i}$ for every $i \in\{0,1,2, \cdots\}$, then we have

$$
\begin{equation*}
\sum_{i=0}^{\infty}\left(\frac{|\mu|\left(B_{r_{i}}\left(x_{0}\right)\right)}{r_{i}^{Q-1}}\right)^{\frac{1}{p-1}} \leq\left(\frac{2^{\frac{Q-1}{p-1}}}{\log (2)}+\frac{H^{\frac{Q-1}{p-1}}}{\log (H)}\right) W_{\frac{1}{p}, p}^{\mu}\left(x_{0}, 2 r\right) . \tag{2.17}
\end{equation*}
$$

## 3 Estimates of the horizontal gradient

In this section, we show several comparison estimates along the lines of $[7,13]$ ultimately leading to a pointwise estimate of the horizontal gradient. Here onwards we fix $x_{0} \in \Omega$ and denote $B_{\varrho}=B_{\varrho}\left(x_{0}\right)$ for every $\varrho>0$. Also, we denote all constants as $c$, the values of which may vary from line to line but they are positive and dependent only on $n, p, L$, unless explicitly specified otherwise.

In the following, first we show the integral oscillation decay estimate of solutions of Eq. (2.10), analogous to that of the Euclidean setting in $[7,16]$ etc.

Proposition 3.1. Let $B_{r_{0}} \subset \Omega$ and $u \in C^{1, \beta}(\Omega)$ be a solution of Eq. (2.10), with $\beta=$ $\beta(n, p, L) \in(0,1)$. Then there exists $c=c(n, p, L)>0$, such that for all $0<\varrho<r<r_{0}$, we have

$$
\begin{equation*}
f_{B_{e}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{e}}\right| d x \leq c\left(\frac{\varrho}{r}\right)^{\beta}\left[f_{B_{r}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{r}}\right| d x+\chi r^{\beta}\right] \tag{3.1}
\end{equation*}
$$

with $\chi=\left(s+M\left(r_{0}\right)\right) / r_{0}^{\beta}$, where

$$
M\left(r_{0}\right)=\max _{1 \leq i \leq 2 n} \sup _{B_{r_{0}}}\left|X_{i} u\right| .
$$

Proof. Given $B_{r_{0}} \subset \Omega$, let us denote

$$
M(\rho)=\max _{1 \leq i \leq 2 n} \sup _{B_{\rho}}\left|X_{i} u\right|
$$

and

$$
\begin{equation*}
\omega(\rho)=\max _{1 \leq i \leq 2 n} \operatorname{osc}_{B_{\rho}} X_{i} u \text { and } I(\rho)=f_{B_{\rho}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{\rho}}\right| d x \tag{3.2}
\end{equation*}
$$

for every $0<\rho<r_{0}$. Hence, note that $\omega(\rho) \leq 2 M(\rho)$. Now, we recall the oscillation lemma proved in [17, Theorem 4.1], that there exists $m=m(n, p, L) \geq 0$ such that for every $0<r \leq r_{0} / 16$, we have

$$
\begin{equation*}
\omega(r) \leq\left(1-2^{-m}\right) \omega(8 r)+2^{m}\left(s+M\left(r_{0}\right)\right)\left(\frac{r}{r_{0}}\right)^{\beta} \tag{3.3}
\end{equation*}
$$

for some $\beta=\beta(n, p, L) \in(0,1 / p)$. A standard iteration on (3.3), see for instance [11, Lemma 7.3], implies that for every $0<\varrho<r \leq r_{0}$, we have

$$
\begin{equation*}
\omega(\varrho) \leq c\left[\left(\frac{\varrho}{r}\right)^{\beta} \omega(r)+\chi \varrho^{\beta}\right]=c\left(\frac{\varrho}{r}\right)^{\beta}\left[\omega(r)+\chi r^{\beta}\right], \tag{3.4}
\end{equation*}
$$

where $\chi=\left(s+M\left(r_{0}\right)\right) / r_{0}^{\beta}$ and $c=c(n, p, L)>0$. If $\varrho \leq \delta r$ for some $\delta \in(0,1)$, it is easy to see from (3.4), that for some $c=c(n, p, L)>0$, we have

$$
\begin{equation*}
I(\varrho) \leq c \omega(\varrho) \leq c \delta^{-\beta}\left(\frac{\varrho}{r}\right)^{\beta}\left[\omega(\delta r)+\chi r^{\beta}\right] . \tag{3.5}
\end{equation*}
$$

Now we claim that, there exists $\delta=\delta(n, p, L) \in(0,1)$ such that, the inequality

$$
\begin{equation*}
\omega(\delta r) \leq c\left[I(r)+\chi r^{\beta}\right] \tag{3.6}
\end{equation*}
$$

holds for some $c=c(n, p, L)>0$. Then (3.5) and (3.6) together, yields (3.1); hence proving the claim (3.6) is enough to complete the proof.

To this end, let us denote $r^{\prime}=\delta r$, where $\delta \in(0,1)$ is to be chosen later. Notice that, to prove the claim (3.6), we can make the priori assumption:

$$
\begin{equation*}
\omega(r) \geq\left(s+M\left(r_{0}\right)\right)\left(r / r_{0}\right)^{\sigma} \tag{3.7}
\end{equation*}
$$

with $\sigma=1 / p$ for $p \geq 2$, since, otherwise (3.6) holds trivially with $\beta=\sigma$. Now, we consider the following complementary cases. This is very standard for elliptic estimates, see $[6,7,16,19]$ for corresponding Euclidean cases.
Case 1: For at least one index $l \in\{1, \cdots, 2 n\}$, we have either

$$
\left|B_{4 r^{\prime}} \cap\left\{X_{l} u<\frac{M\left(4 r^{\prime}\right)}{4}\right\}\right| \leq \theta\left|B_{4 r^{\prime}}\right| \quad \text { or } \quad\left|B_{4 r^{\prime}} \cap\left\{X_{l} u>-\frac{M\left(4 r^{\prime}\right)}{4}\right\}\right| \leq \theta\left|B_{4 r^{\prime}}\right| .
$$

It has been shown in [17, Theorem 4.1] that under assumption (3.7), if Case 1 holds with choice of a small enough $\theta=\theta(n, p, L)>0$, then $X_{i} u \in D G\left(B_{2 r^{\prime}}\right)$ for every $i \in\{1, \cdots, 2 n\}$. Then, the standard local boundedness estimates of De Giorgi class functions [11, Theorems 7.2 and 7.3] follow; the fact that $X_{i} u$ belongs to $D G^{+}\left(B_{2 r^{\prime}}\right)$ and $D G^{-}\left(B_{2 r^{\prime}}\right)$, yields the following respective estimates for any $\vartheta<M\left(r^{\prime}\right)$ :

$$
\begin{align*}
& \sup _{B_{r^{\prime}}}\left(X_{i} u-\vartheta\right) \leq c\left[f_{B_{2 r^{\prime}}}\left(X_{i} u-\vartheta\right)^{+} d x+\chi r^{\prime \beta}\right],  \tag{3.8a}\\
& \sup _{B_{r^{\prime}}}\left(\vartheta-X_{i} u\right) \leq c\left[f_{B_{2 r^{\prime}}}\left(\vartheta-X_{i} u\right)^{+} d x+\chi r^{\prime \beta}\right] \tag{3.8b}
\end{align*}
$$

for every $i \in\{1, \cdots, 2 n\}$. Adding (3.8a) and (3.8b) with $\vartheta=\left(X_{i} u\right)_{B_{r^{\prime}}}$, we get

$$
\operatorname{osc}_{B_{r^{\prime}}} X_{i} u \leq c\left[f_{B_{2 r^{\prime}}}\left|X_{i} u-\left(X_{i} u\right)_{B_{r^{\prime}}}\right| d x+\chi r^{\prime \beta}\right] \leq c\left[I(r)+\chi r^{\beta}\right]
$$

for some $c=c(n, p, L)>0$ and $\delta<1 / 2$, which further implies (3.6) for this case.
Case 2: With $\theta=\theta(n, p, L)>0$ as in Case 1, for every $i \in\{1, \cdots, 2 n\}$, we have

$$
\left|B_{4 r^{\prime}} \cap\left\{X_{i} u<\frac{M\left(4 r^{\prime}\right)}{4}\right\}\right|>\theta\left|B_{4 r^{\prime}}\right| \text { and }\left|B_{4 r^{\prime}} \cap\left\{X_{i} u>-\frac{M\left(4 r^{\prime}\right)}{4}\right\}\right|>\theta\left|B_{4 r^{\prime}}\right| .
$$

First, we notice that the above assertions respectively imply $\inf _{B_{4 r^{\prime}}} X_{i} u \leq M\left(4 r^{\prime}\right) / 4$ and $\sup _{B_{4, r^{\prime}}} X_{i} u \geq-M\left(4 r^{\prime}\right) / 4$ for every $i \in\{1, \cdots, 2 n\}$. These further imply that

$$
\begin{equation*}
\omega\left(4 r^{\prime}\right) \geq M\left(4 r^{\prime}\right)-M\left(4 r^{\prime}\right) / 4=3 M\left(4 r^{\prime}\right) / 4 \tag{3.9}
\end{equation*}
$$

Now, let us denote

$$
L=\max _{1 \leq i \leq 2 n}\left|\left(X_{i} u\right)_{B_{r}}\right|=\left|\left(X_{k} u\right)_{B_{r}}\right|
$$

for some $k \in\{1, \cdots, 2 n\}$. Then note that, if $L>2 \omega\left(4 r^{\prime}\right)$ then using (3.9), we have

$$
\left|\left(X_{k} u\right)_{B_{r}}\right|-\left|X_{k} u\right| \geq 2 \omega\left(4 r^{\prime}\right)-M\left(4 r^{\prime}\right) \geq M\left(4 r^{\prime}\right) / 2 \text { in } B_{4 r^{\prime}}
$$

which, together with the choice of $\delta<1 / 4$, further implies

$$
\begin{equation*}
I(r) \geq c(n) f_{B_{4 \prime^{\prime}}}\left|X_{k} u-\left(X_{k} u\right)_{B_{r}}\right| d x \geq \frac{c(n)}{2} M\left(4 r^{\prime}\right) \geq \frac{c(n)}{4} \omega\left(4 r^{\prime}\right) \tag{3.10}
\end{equation*}
$$

If $L \leq 2 \omega\left(4 r^{\prime}\right)=2 \omega(4 \delta r)$ then, we choose $\delta<1 / 8$, so that using $\omega(r / 2) \leq 2 M(r / 2)$ and (2.13) i.e.,

$$
M(r / 2) \leq c f_{B_{r}} \mid \mathfrak{X u |} d x
$$

respectively on (3.4), we obtain

$$
\begin{align*}
\omega(4 \delta r) & \leq c(8 \delta)^{\beta}\left[\omega(r / 2)+\chi r^{\beta}\right] \leq c \delta^{\beta}\left[f_{B_{r}}|\mathfrak{X} u| d x+\chi r^{\beta}\right] \\
& \leq c_{1} \delta^{\beta}\left[I(r)+L+\chi r^{\beta}\right] \leq c_{1} \delta^{\beta}\left[I(r)+2 \omega(4 \delta r)+\chi r^{\beta}\right] \tag{3.11}
\end{align*}
$$

for some $c_{1}=c_{1}(n, p, L)>0$, where the second last inequality of the above is a consequence of triangle inequality and the definition of $I$ and $L$. Now we make a further reduction of $\delta$, such that $2 c_{1} \delta^{\beta}<1$, so that (3.11) imply

$$
\begin{equation*}
\omega(4 \delta r) \leq \frac{c_{1} \delta^{\beta}}{1-2 c_{1} \delta^{\beta}}\left[I(r)+\chi r^{\beta}\right] . \tag{3.12}
\end{equation*}
$$

Thus (3.10) and (3.12) together shows that (3.6) holds for Case 2, as well. Therefore, we have shown that claim (3.6) holds for both cases and the proof is finished.

Remark 3.1. For the Euclidean case, i.e.,

$$
\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=0,
$$

it is well known, see [7,16], that for any $0<\varrho<r$, the following estimate holds:

$$
\begin{equation*}
f_{B_{e}}\left|\nabla u-(\nabla u)_{B_{e}}\right| d x \leq c\left(\frac{\varrho}{r}\right)^{\beta} f_{B_{r}}\left|\nabla u-(\nabla u)_{B_{r}}\right| d x . \tag{3.13}
\end{equation*}
$$

The purpose of the Proposition 3.1 is to show that the sub-elliptic setting is very different even for the homogeneous equation and the integral oscillation estimate is not as strong as the above. We have the extra term $\chi \neq 0$ in (3.1) which one can not get rid of from estimates in [17,21]. Its source goes back to the extra terms containing the commutator $T u=\left[X_{i} u, X_{n+i} u\right]$ in the De Giorgi type estimates of [17,21], where Tu is locally majorized by $\mathfrak{X} u$ from an integrability estimate in [21].

Thus, if $u \in C^{1, \beta}(\Omega)$ is a solution of Eq. (2.10), the integral decay estimate of the oscillation we end up with from (2.13) and (3.1), is

$$
\begin{equation*}
f_{B_{e}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{e}}\right| d x \leq c\left(\frac{\varrho}{r}\right)^{\beta} f_{B_{r}}(|\mathfrak{X} u|+s) d x, \tag{3.14}
\end{equation*}
$$

for any $0<\varrho<r$, which is not as strong as the (3.13). Nevertheless, it is good enough for proving Theorem 1.1 via a perturbation argument.

### 3.1 Comparison estimates

In this subsection, we prove comparison estimates essential for the proof of our theorems, by localizing Eqs. (1.1) and (2.10). They follow similarly as in the Euclidean case in [7]. Here onwards, we denote $u \in H W^{1, p}(\Omega)$ as a weak solution of (1.1) and $p \geq 2$.

Fix $R>0$ such that $B_{2 R} \subset \Omega$ and consider the Dirichlet problem

$$
\left\{\begin{array}{l}
\operatorname{div}_{H} a(x, \mathfrak{X} w)=0 \quad \text { in } B_{2 R},  \tag{3.15}\\
w-u \in H W_{0}^{1, p}\left(B_{2 R}\right) .
\end{array}\right.
$$

The following is the first comparison lemma where the density of the Wolff potential (2.16) appears in the estimates. The proof is similar to that of [7], see also [1].

Lemma 3.1. Let $u \in H W^{1, p}(\Omega)$ be a weak solution of Eq. (1.1) and $p \geq 2$. Then, the weak solution $w \in H W^{1, p}\left(B_{2 R}\right)$ of Eq. (3.15) satisfies

$$
\begin{equation*}
f_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u| d x \leq c\left(\frac{|\mu|\left(B_{2 R}\right)}{R^{Q-1}}\right)^{\frac{1}{p-1}} \tag{3.16}
\end{equation*}
$$

for some $c=c(n, p, L)>0$.
Proof. By testing Eq. (3.15) with $\varphi \in H_{0}^{1, p}\left(B_{2 R}\right)$ and using Eq. (1.1), we have the weak formulation

$$
\begin{equation*}
\int_{B_{2 R}}\langle a(x, \mathfrak{X} u)-a(x, \mathfrak{X} w), \mathfrak{X} \varphi\rangle d x=\int_{B_{2 R}} \varphi d \mu \tag{3.17}
\end{equation*}
$$

which we estimate with appropriate choices of $\varphi$, in order to show (3.16).
First, we assume $2 \leq p \leq Q$. For any $j \in \mathbb{N}$, we denote the following truncations

$$
\begin{aligned}
& \psi_{j}=\max \left\{-\frac{j}{R^{\gamma}}, \min \left\{\frac{u-w}{m}, \frac{j}{R^{\gamma}}\right\}\right\} \\
& \varphi_{j}=\max \left\{-\frac{1}{R^{\gamma}}, \min \left\{\frac{u-w}{m}-\psi_{j}, \frac{1}{R^{\gamma}}\right\}\right\},
\end{aligned}
$$

where the scaling constants $m, \gamma \geq 0$ are to be chosen later. Notice that, for each $j \in \mathbb{N}$, we have

$$
\left|\varphi_{j}\right| \leq 1 / R^{\gamma} \quad \text { and } \quad \mathfrak{X} \varphi_{j}=\frac{1}{m}(\mathfrak{X} u-\mathfrak{X} w) \mathbb{1}_{E_{j}}
$$

where

$$
E_{j}=\left\{m j / R^{\gamma}<|u-w| \leq m(j+1) / R^{\gamma}\right\}
$$

Taking $\varphi=\varphi_{j}$ in (3.17) and using (2.9a) with $p \geq 2$, it is easy to obtain

$$
\begin{equation*}
\int_{B_{2 R} \cap E_{j}}|\mathfrak{X} w-\mathfrak{X} u|^{p} d x \leq \frac{c m}{R^{\gamma}}|\mu|\left(B_{2 R}\right) \tag{3.18}
\end{equation*}
$$

for some $c=c(n, p, L)>0$. Now, using Hölder's inequality and (3.18), we obtain

$$
\begin{aligned}
\int_{B_{2 R} \cap E_{j}}|\mathfrak{X} w-\mathfrak{X} u| d x & \leq\left|E_{j}\right|^{\frac{p-1}{p}}\left(\int_{B_{2 R} \cap E_{j}}|\mathfrak{X} w-\mathfrak{X} u|^{p} d x\right)^{\frac{1}{p}} \\
& \leq c\left|E_{j}\right|^{\frac{p-1}{p}}\left(m / R^{\gamma}\right)^{\frac{1}{p}}|\mu|\left(B_{2 R}\right)^{\frac{1}{p}},
\end{aligned}
$$

then, using the fact that $|u-w|^{\kappa}>\left(m j / R^{\gamma}\right)^{\kappa}$ in $E_{j}$, we obtain

$$
\begin{equation*}
\int_{B_{2 R} \cap E_{j}}|\mathfrak{X} w-\mathfrak{X} u| d x \leq \frac{c\left(m / R^{\gamma}\right)^{\frac{1}{p}}|\mu|\left(B_{2 R}\right)^{\frac{1}{p}}}{\left(m j / R^{\gamma}\right)^{\frac{\kappa(p-1)}{p}}}\left(\int_{B_{2 R} \cap E_{j}}|u-w|^{\kappa} d x\right)^{\frac{p-1}{p}} \tag{3.19}
\end{equation*}
$$

with $\kappa=Q /(Q-1)$. Also from (3.18), note that for any $N \in \mathbb{N}$,

$$
\begin{align*}
\int_{B_{2 R} \cap\left\{|u-w| \leq m N / R^{\gamma}\right\}}|\mathfrak{X} w-\mathfrak{X} u|^{p} d x & =\sum_{j=0}^{N-1} \int_{B_{2 R} \cap E_{j}}|\mathfrak{X} w-\mathfrak{X} u|^{p} d x \\
& \leq \frac{c m}{R^{\gamma}} N|\mu|\left(B_{2 R}\right) . \tag{3.20}
\end{align*}
$$

Now, we estimate the whole integral using (3.20) and (3.19), as follows:

$$
\begin{aligned}
& \int_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u| d x \\
= & \int_{B_{2 R} \cap\{|u-w| \leq m N / R \gamma\}}|\mathfrak{X} w-\mathfrak{X} u| d x+\int_{B_{2 R} \cap\{|u-w|>m N / R \gamma\}}|\mathfrak{X} w-\mathfrak{X} u| d x \\
\leq & \left|B_{2 R}\right|^{\frac{p-1}{p}}\left(\int_{B_{2 R} \cap\left\{|u-w| \leq m N / R^{\gamma}\right\}}|\mathfrak{X} w-\mathfrak{X} u|^{p} d x\right)^{\frac{1}{p}}+\sum_{j=N}^{\infty} \int_{B_{2 R} \cap E_{j}}|\mathfrak{X} w-\mathfrak{X} u| d x \\
\leq & c\left(m / R^{\gamma}\right)^{\frac{1}{p}}|\mu|\left(B_{2 R}\right)^{\frac{1}{p}}\left(\left|B_{2 R}\right|^{\frac{p-1}{p}} N^{\frac{1}{p}}+\sum_{j=N}^{\infty}\left[\frac{1}{\left(m j / R^{\gamma}\right)^{\kappa}} \int_{B_{2 R} \cap E_{j}}|u-w|^{\kappa} d x\right]^{\frac{p-1}{p}}\right) .
\end{aligned}
$$

Using Sobolev inequality (2.5) on the second term of the above, we obtain

$$
\begin{aligned}
& \quad \int_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u| d x \\
& \leq c\left(m / R^{\gamma}\right)^{\frac{1}{p}}|\mu|\left(B_{2 R}\right)^{\frac{1}{p}}\left|B_{2 R}\right|^{\frac{p-1}{p}} N^{\frac{1}{p}} \\
& \quad+c\left(m / R^{\gamma}\right)^{\frac{1}{p}-\frac{\kappa(p-1)}{p}}|\mu|\left(B_{2 R}\right)^{\frac{1}{p}} \epsilon(N)^{\frac{1}{p}}\left(\int_{B_{2 R}}|\mathfrak{X} u-\mathfrak{X} w| d x\right)^{\frac{\kappa(p-1)}{p}},
\end{aligned}
$$

where

$$
\epsilon(N)=\sum_{j=N}^{\infty} 1 / j^{\kappa(p-1)}, \quad \kappa=Q /(Q-1) \quad \text { and } \quad c=c(n, p, L)>0 .
$$

Now, first we consider the case $p<Q$, so that we have $\kappa(p-1) / p<1$. Then, by applying Young's inequality on the second term, we obtain

$$
\begin{gathered}
\int_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u| d x \leq c\left(\frac{m}{R^{\gamma}}\right)^{\frac{1}{p}}|\mu|\left(B_{2 R}\right)^{\frac{1}{p}}\left|B_{2 R}\right|^{\frac{p-1}{p}} N^{\frac{1}{p}}+c\left(\frac{m}{R^{\gamma}}\right)^{\frac{1+\kappa-\kappa p}{p+\kappa-\kappa p}}|\mu|\left(B_{2 R}\right)^{\frac{1}{p+\kappa-\kappa p}} \\
+\epsilon(N)^{\frac{1}{\kappa(p-1)}}\left(\int_{B_{2 R}}|\mathfrak{X} u-\mathfrak{X} w| d x\right)
\end{gathered}
$$

for some $c=c(n, p, L)>0$. Now, we make the following choice of the scaling constants,

$$
m=|\mu|\left(B_{2 R}\right)^{\frac{1}{p-1}} \quad \text { and } \quad \gamma=(Q-p) /(p-1)
$$

such that the first two terms of the above are the same. Also note that, since $p \geq 2>$ $1+1 / \kappa$, we have $\kappa(p-1)>1$ and hence,

$$
\sum_{j=1}^{\infty} 1 / j^{\kappa(p-1)}=\zeta(\kappa(p-1))<\infty .
$$

If $N$ is large enough, we can have

$$
\epsilon(N)=\sum_{j=N}^{\infty} 1 / j^{\kappa(p-1)}<1 / 2^{\kappa(p-1)}
$$

and thus, the last term of the estimate can be absolved in the left hand side. With these choices of $m, \gamma, N$, we finally obtain

$$
\begin{equation*}
\int_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u| d x \leq \mathcal{c}|\mu|\left(B_{2 R}\right)^{\frac{1}{p-1}} R^{\frac{Q p-2 Q+1}{p-1}} \tag{3.21}
\end{equation*}
$$

for some $c=c(n, p, L)>0$, which immediately implies (3.16).
For the case of $p=Q$, the estimate (3.21) also follows similary with a possibly larger $N$ and the same choices of scaling constants, i.e.,

$$
m=|\mu|\left(B_{2 R}\right)^{1 /(Q-1)} \quad \text { and } \quad \gamma=0
$$

except here we absolve the last term to the right hand side directly, without using Young's inequality.

Now we assume the $p \geq Q$. Here we simply choose $\varphi=u-w$ in (3.17) and use (2.9a) together with Morrey's inequality (2.8) to obtain

$$
\begin{aligned}
\int_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u|^{p} d x & \leq c \int_{B_{2 R}}|u-w| d \mu \leq c|\mu|\left(B_{2 R}\right) \sup _{B_{2 R}}|u-w| \\
& \leq c|\mu|\left(B_{2 R}\right) R^{1-\frac{Q}{p}}\left(\int_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u|^{p} d x\right)^{\frac{1}{p}},
\end{aligned}
$$

which, upon using Young's inequality, yields

$$
\begin{equation*}
\int_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u|^{p} d x \leq c|\mu|\left(B_{2 R}\right)^{\frac{p}{p-1}} R^{\frac{p-Q}{p-1}} . \tag{3.22}
\end{equation*}
$$

Then, using Hölder's inequality and (3.22), we obtain

$$
\begin{aligned}
\int_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u| d x & \leq\left|B_{2 R}\right|^{\frac{p-1}{p}}\left(\int_{B_{2 R}}|\mathfrak{X} w-\mathfrak{X} u|^{p} d x\right)^{\frac{1}{p}} \\
& \leq c|\mu|\left(B_{2 R}\right)^{\frac{1}{p-1}} R^{\frac{Q p-2 Q+1}{p-1}},
\end{aligned}
$$

which, just as before, implies (3.16). Thus, the proof is finished.
Remark 3.2. It is evident that by using Sobolev or Morrey inequality (2.5), (2.8) on (3.16), we can obtain the estimate

$$
f_{B_{2 R}}|w-u| d x \leq c\left(\frac{|\mu|\left(B_{2 R}\right)}{R^{Q}-p}\right)^{\frac{1}{p-1}}
$$

where $u$ and $w$ are the functions stated in Lemma 3.1.
For the next comparison estimate, we require the Dirichlet problem with freezing of the coefficients. Letting $w \in H W^{1, p}\left(B_{2 R}\right)$ as weak solution of (3.15), we consider

$$
\left\{\begin{array}{l}
\operatorname{div}_{H} a\left(x_{0}, \mathfrak{X} v\right)=0 \quad \text { in } B_{R}  \tag{3.23}\\
v-w \in H W_{0}^{1, p}\left(B_{R}\right)
\end{array}\right.
$$

Lemma 3.2. Given weak solution $w \in H W^{1, p}\left(B_{2 R}\right)$ of (3.15), if $v \in H W^{1, p}\left(B_{R}\right)$ is the weak solution of Eq. (3.23), then there exists $c=c(n, p, L)>0$ such that

$$
\begin{equation*}
f_{B_{R}}|\mathfrak{X} v-\mathfrak{X} w|^{p} d x \leq c L^{\prime 2} R^{2 \alpha} f_{B_{R}}(|\mathfrak{X} w|+s)^{p} d x . \tag{3.24}
\end{equation*}
$$

Proof. First, note that by testing Eq. (3.23) with $w-v$ and using the ellipticity (2.9b), it is not difficult to show the following inequality,

$$
\begin{equation*}
\int_{B_{R}}|\mathfrak{X} v|^{p} d x \leq c \int_{B_{R}}(|\mathfrak{X} w|+s)^{p} d x \tag{3.25}
\end{equation*}
$$

for some $c=c(n, p, L)$; the proof is standard. Also, testing both Eqs. (3.15) and (3.23) with $w-v$, we have that

$$
\int_{B_{2 R}}\langle a(x, \mathfrak{X} w), \mathfrak{X} w-\mathfrak{X} v\rangle d x=0=\int_{B_{R}}\left\langle a\left(x_{0}, \mathfrak{X} v\right), \mathfrak{X} w-\mathfrak{X} v\right\rangle d x .
$$

Using the above together with (2.9a) and (1.2), we obtain

$$
\begin{aligned}
& c \int_{B_{R}}\left(|\mathfrak{X} w|^{2}+|\mathfrak{X} v|^{2}+s^{2}\right)^{\frac{p-2}{2}}|\mathfrak{X} w-\mathfrak{X} v|^{2} d x \\
\leq & \int_{B_{R}}\left\langle a\left(x_{0}, \mathfrak{X} w\right)-a\left(x_{0}, \mathfrak{X} v\right), \mathfrak{X} w-\mathfrak{X} v\right\rangle d x \\
= & \int_{B_{R}}\left\langle a\left(x_{0}, \mathfrak{X} w\right)-a(x, \mathfrak{X} w), \mathfrak{X} w-\mathfrak{X} v\right\rangle d x \\
\leq & c L^{\prime} R^{\alpha} \int_{B_{R}}\left(|\mathfrak{X} w|^{2}+|\mathfrak{X} v|^{2}+s^{2}\right)^{\frac{p-2}{2}}|\mathfrak{X} w||\mathfrak{X} w-\mathfrak{X} v| d x .
\end{aligned}
$$

Using Young's inequality on the last integral of the above, it is easy to get

$$
\begin{aligned}
& \int_{B_{R}}\left(|\mathfrak{X} w|^{2}+|\mathfrak{X} v|^{2}+s^{2}\right)^{\frac{p-2}{2}}|\mathfrak{X} w-\mathfrak{X} v|^{2} d x \\
\leq & c\left(L^{\prime} R^{\alpha}\right)^{2} \int_{B_{R}}\left(|\mathfrak{X} w|^{2}+|\mathfrak{X} v|^{2}+s^{2}\right)^{\frac{p}{2}} d x .
\end{aligned}
$$

This, together with (3.25), is enough to prove (3.24).
Combining Lemma 3.1 and Lemma 3.2, we obtain the following comparison estimate of weak solution $u$ of (1.1) and weak solution $v$ of (3.23).

Corollary 3.1. Let $u \in H W^{1, p}(\Omega)$ be a weak solution of Eq. (1.1) and let $v \in H W^{1, p}\left(B_{R}\right)$ be the weak solution of Eq. (3.23), where $w \in H W^{1, p}\left(B_{2 R}\right)$ given in the problem (3.23) is the weak solution of Eq. (3.15). Then there exists $c=c(n, p, L)>0$ such that

$$
f_{B_{R}}|\mathfrak{X} v-\mathfrak{X} u| d x \leq c\left(1+\left(L^{\prime} R^{\alpha}\right)^{\frac{2}{p}}\right)\left(\frac{|\mu|\left(B_{2 R}\right)}{R^{Q-1}}\right)^{\frac{1}{p-1}}+c\left(L^{\prime} R^{\alpha}\right)^{\frac{2}{p}} f_{B_{2 R}}(|\mathfrak{X} u|+s) d x .
$$

Proof. First, notice that Hölder's inequality and (3.24) imply

$$
\begin{equation*}
f_{B_{R}}|\mathfrak{X} v-\mathfrak{X} w| d x \leq c\left(L^{\prime} R^{\alpha}\right)^{\frac{2}{p}}\left(f_{B_{R}}(|\mathfrak{X} w|+s)^{p} d x\right)^{\frac{1}{p}} . \tag{3.26}
\end{equation*}
$$

Hence, using (3.16) and (3.26), we obtain

$$
\begin{align*}
f_{B_{R}}|\mathfrak{X} v-\mathfrak{X} u| d x & \leq f_{B_{R}}|\mathfrak{X} w-\mathfrak{X} u| d x+f_{B_{R}}|\mathfrak{X} v-\mathfrak{X} w| d x \\
& \leq c\left(\frac{|\mu|\left(B_{2 R}\right)}{R^{Q}-1}\right)^{\frac{1}{p-1}}+c\left(L^{\prime} R^{\alpha}\right)^{\frac{2}{p}}\left(f_{B_{R}}(|\mathfrak{X} w|+s)^{p} d x\right)^{\frac{1}{p}} . \tag{3.27}
\end{align*}
$$

We estimate the last integral using sub-elliptic reverse Hölder's inequality and Gehring's lemma, see [20], to obtain

$$
\begin{align*}
\left(f_{B_{R}}(|\mathfrak{X} w|+s)^{p} d x\right)^{\frac{1}{p}} & \leq c f_{B_{2 R}}(|\mathfrak{x} w|+s) d x \\
& \leq c f_{B_{2 R}}(|\mathfrak{X} u|+s) d x+c f_{B_{2 R}}|\mathfrak{X} u-\mathfrak{X} w| d x \\
& \leq c f_{B_{2 R}}(|\mathfrak{X} u|+s) d x+c\left(\frac{|\mu|\left(B_{2 R}\right)}{R^{Q}-1}\right)^{\frac{1}{p-1}} \tag{3.28}
\end{align*}
$$

where the last inequality follows from (3.16). Now it is easy to see that by combining (3.27) and (3.28), the proof is finished.

## 4 Proof of the Theorem 1.1

We shall prove Theorem 1.1 in this section. As before, here we maintain $u \in H W^{1, p}(\Omega)$ as a weak solution of Eq. (1.1) and fix some arbitrary $x_{0} \in \Omega$ and denote the metric balls $B_{\rho}=B_{\rho}\left(x_{0}\right)$ for every $\rho>0$. The comparison estimates of Section 3 shall lead to the necessary estimates for $u$.

With respect to the given data, let us set

$$
\begin{equation*}
\bar{R}=\bar{R}\left(n, p, L, L^{\prime}, \alpha, \operatorname{dist}\left(x_{0}, \partial \Omega\right)\right)>0 \tag{4.1}
\end{equation*}
$$

which shall be chosen as small as required as we proceed, finally the minimum of every reductions of $\bar{R}$, is to be considered. Let

$$
\bar{R} \leq \min \left\{1, \frac{1}{2} \operatorname{dist}\left(x_{0}, \partial \Omega\right), L^{\prime-1 / \alpha}\right\}
$$

to begin with, so that for any $R<\bar{R}$, we have $R, L^{\prime} R^{\alpha}<1$ and $B_{R} \subset \Omega$.
The following lemma is a consequence of the uniform Lipschitz estimate (2.14).
Lemma 4.1. For any $0<\rho \leq R \leq \bar{R} / 2$, we have the estimate

$$
\begin{gather*}
\int_{B_{\rho}}(|\mathfrak{X} u|+s) d x \leq c\left(\frac{\rho}{R}\right)^{Q} \int_{B_{R}}(|\mathfrak{X} u|+s) d x+c R^{Q}\left(\frac{|\mu|\left(B_{2 R}\right)}{R Q-1}\right)^{\frac{1}{p-1}} \\
+c\left(L^{\prime} R^{\alpha}\right)^{\frac{2}{p}} \int_{B_{2 R}}(|\mathfrak{X} u|+s) d x . \tag{4.2}
\end{gather*}
$$

Proof. We denote comparison function $v$ as the weak solution of Eq. (3.23), as before. Then we write

$$
\begin{equation*}
\int_{B_{\rho}}(|\mathfrak{X} u|+s) d x \leq \int_{B_{\rho}}(|\mathfrak{X} v|+s) d x+\int_{B_{\rho}}|\mathfrak{X} u-\mathfrak{X} v| d x . \tag{4.3}
\end{equation*}
$$

The first term is estimated from (2.14) as

$$
\begin{align*}
\int_{B_{\rho}}(|\mathfrak{X} v|+s) d x & \leq c\left(\frac{\rho}{R}\right)^{Q} \int_{B_{R}}(|\mathfrak{X} v|+s) d x \\
& \leq c\left(\frac{\rho}{R}\right)^{Q} \int_{B_{R}}(|\mathfrak{X} u|+s) d x+c\left(\frac{\rho}{R}\right)^{Q} \int_{B_{R}}|\mathfrak{X} v-\mathfrak{X} u| d x . \tag{4.4}
\end{align*}
$$

The last terms of (4.3) and (4.4) are estimated by Corollary 3.1 and we end up with (4.2). This concludes the proof.

The following Lemma is similar to a well-known lemma of Campanato [3,10]. The proof follows along the same lines as in [9, Lemma 2.1].

Lemma 4.2. Let $\phi:(0, \infty) \rightarrow[0, \infty)$ be a non-decreasing functions, $A>1$ and $\epsilon \geq 0$ be fixed constants. Let $\psi, \Psi:(0, \infty) \rightarrow[0, \infty)$ be functions such that

$$
\sum_{j=0}^{\infty} \psi\left(t^{j} r\right) \leq \Psi(r)
$$

for any $0<t<t_{0}<1$. Given any $a>0$, suppose that

$$
\begin{equation*}
\phi(\rho) \leq A\left[\left(\frac{\rho}{r}\right)^{a}+\epsilon\right] \phi(r)+r^{a} \psi(r) \tag{4.5}
\end{equation*}
$$

holds for any $0<\rho<r \leq R_{0}$, then there exists constants $\epsilon_{0}=\epsilon_{0}(A, a)>0$ and $c=c(A, a)>$ 0 such that if $\epsilon \leq \epsilon_{0}$, then for all $0<\rho<r \leq R_{0}$, we have

$$
\begin{equation*}
\phi(\rho) \leq c\left[\left(\frac{\rho}{r}\right)^{a-\bar{\varepsilon}} \phi(r)+\rho^{a-\bar{\varepsilon}} r^{\bar{\varepsilon}} \Psi(r)\right] \tag{4.6}
\end{equation*}
$$

for any $0<\bar{\varepsilon}<a$.
Proof. We fix $0<r \leq R_{0}$. Notice that, for any $0<t<1$,(4.5) implies

$$
\phi(t r) \leq A t^{a}\left(1+\frac{\epsilon}{t^{a}}\right) \phi(r)+r^{a} \psi(r)
$$

We fix some $t<t_{0}$ and let $\epsilon_{0} \leq t^{a}$, so that for every $\epsilon \leq \epsilon_{0}$, we have

$$
A t^{a}\left(1+\epsilon / t^{a}\right) \leq 2 A t^{a} .
$$

Using this on the above, we get

$$
\begin{equation*}
\phi(t r) \leq 2 A t^{a} \phi(r)+r^{a} \psi(r) \tag{4.7}
\end{equation*}
$$

Now, we iterate (4.7) as follows; for any $k \in \mathbb{N}$,

$$
\begin{aligned}
\phi\left(t^{k+1} r\right) & \leq 2 A t^{a} \phi\left(t^{k} r\right)+t^{k a} r^{a} \psi\left(t^{k} r\right) \\
& \leq\left(2 A t^{a}\right)^{2} \phi\left(t^{k-1} r\right)+2 A t^{k a} r^{a} \psi\left(t^{k-1} r\right)+t^{k a} r^{a} \psi\left(t^{k} r\right) \\
& \leq\left(2 A t^{a}\right)^{3} \phi\left(t^{k-2} r\right)+(2 A)^{2} t^{k a} r^{a} \psi\left(t^{k-2} r\right)+2 A t^{k a} r^{a} \psi\left(t^{k-1} r\right)+t^{k a} r^{a} \psi\left(t^{k} r\right) \\
& \leq \cdots \leq\left(2 A t^{a}\right)^{k+1} \phi(r)+t^{k a} r^{a} \sum_{j=0}^{k}(2 A)^{j} \psi\left(t^{k-j} r\right) .
\end{aligned}
$$

Since, $\sum_{j=0}^{\infty} \psi\left(t^{j} r\right) \leq \Psi(r)$ as given, we have

$$
\phi\left(t^{k+1} r\right) \leq\left(2 A t^{a}\right)^{k+1} \phi(r)+\left(2 A t^{a}\right)^{k} r^{a} \Psi(r)
$$

Now, given any $0<\bar{\varepsilon}<a$, we can choose $t$ small enough such that $t^{\bar{\varepsilon}} \leq \frac{1}{2 A}$ and hence $2 A t^{a} \leq t^{a-\bar{\varepsilon}}$. Then, we have

$$
\begin{equation*}
\phi\left(t^{k+1} r\right) \leq c\left[t^{(k+1)(a-\bar{\varepsilon})} \phi(r)+t^{k(a-\bar{\varepsilon})} r^{a} \Psi(r)\right] \tag{4.8}
\end{equation*}
$$

for some $c=c(A, a)>0$. Now, given any $\rho<r$, we can choose $k \in \mathbb{N}$ such that, we have $t^{k+1} r<\rho \leq t^{k} r$. Then, (4.8) implies

$$
\phi(t \rho) \leq \phi\left(t^{k+1} r\right) \leq c\left(\frac{\rho}{r}\right)^{a-\bar{\varepsilon}} \phi(r)+\frac{c}{t^{a-\bar{\varepsilon}}} \rho^{a-\bar{\varepsilon}} r^{\bar{\varepsilon}} \Psi(r),
$$

which, with a rescaling of $\rho$ by constants dependent on $A, a$, yields (4.6). This completes the proof.

Using the above Lemma together with Lemma 4.1, we obtain an almost-Lipschitz estimate, as follows.

Proposition 4.1. There exists $c=c(n, p, L)>0$ such that,

$$
\begin{equation*}
\int_{B_{r}}(|\mathfrak{X} u|+s) d x \leq c\left(\frac{r}{R}\right)^{Q-\bar{\varepsilon}}\left[\int_{B_{R}}(|\mathfrak{X} u|+s) d x+R^{Q} \boldsymbol{W}_{\frac{1}{p}, p}^{\mu}\left(x_{0}, R\right)\right] \tag{4.9}
\end{equation*}
$$

holds for any $0<\bar{\varepsilon}<Q$ and $0<r \leq R \leq \bar{R}$.
Proof. First, let us fix $0<r \leq \bar{R}$ and denote

$$
\phi(r)=\int_{B_{r}}(|\mathfrak{X} u|+s) d x \quad \text { and } \quad w_{\mu}(r)=\left(\frac{|\mu|\left(B_{r}\right)}{r^{Q-1}}\right)^{\frac{1}{p-1}}
$$

We recall (4.2) with appropriate scaling, to have

$$
\phi(\rho) \leq c\left(\frac{\rho}{r}\right)^{Q} \phi(r)+c r^{Q} w_{\mu}(r)+\left(L^{\prime} r^{\alpha}\right)^{\frac{2}{p}} \phi(r)
$$

for any $\rho \leq r$ and $c=c(n, p, L)>0$. We can apply Lemma 4.2 on the above with $a=Q$ and using approriate reduction

$$
\left(L^{\prime} \bar{R}^{\alpha}\right)^{\frac{2}{p}} \leq \epsilon_{0}(n, p, L)
$$

Recalling (2.17), notice that $w_{\mu}$ satisfy the summability condition of Lemma 4.2 and we obtain

$$
\phi(r) \leq c\left[\left(\frac{r}{R}\right)^{Q-\bar{\varepsilon}} \phi(R)+r^{Q-\bar{\varepsilon}} R^{\bar{\varepsilon}} W_{\frac{1}{p}, p}^{\mu}\left(x_{0}, R\right)\right]
$$

for every $0<r \leq R \leq \bar{R}$, and hence we have (4.9). This completes the proof.
Now, we use the estimate (3.14) along with the above estimates to prove $C^{1, \gamma}$ regularity of $u$. We continue to assume $\bar{R}$ subject to reductions with dependence of data as in (4.1). First, we have the following lemma.

Lemma 4.3. There exist $\beta=\beta(n, p, L) \in(0,1)$ and $c=c(n, p, L)>0$ such that, for every $0<\varrho<R<\bar{R} / 2$, the following estimate holds:

$$
\begin{aligned}
& f_{B_{\ell}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{\ell}}\right| d x \\
\leq & c\left(\frac{\varrho}{R}\right)^{\beta} f_{B_{R}}(|\mathfrak{X} u|+s) d x+c\left(\frac{R}{\varrho}\right)^{Q}\left[\left(\frac{|\mu|\left(B_{2 R}\right)}{R^{Q}-1}\right)^{\frac{1}{p-1}}+\left(L^{\prime} R^{\alpha}\right)^{\frac{2}{p}} f_{B_{2 R}}(|\mathfrak{X} u|+s) d x\right] .
\end{aligned}
$$

Proof. We define the comparison functions $w$ and $v$ as weak solutions of Eqs. (3.15) and (3.23), as before. Then we have

$$
\begin{align*}
f_{B_{e}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{e}}\right| d x & \leq 2 f_{B_{e}}\left|\mathfrak{X} u-(\mathfrak{X} v)_{B_{e}}\right| d x \\
& \leq 2 f_{B_{e}}\left|\mathfrak{X v}-(\mathfrak{X} v)_{B_{e}}\right| d x+2 f_{B_{e}}|\mathfrak{X} u-\mathfrak{X} v| d x . \tag{4.10}
\end{align*}
$$

Now, we shall estimate both terms of the right hand side of (4.10) seperately.
Using (3.14), we estimate the first term of (4.10) as

$$
\begin{aligned}
f_{B_{e}}\left|\mathfrak{X} v-(\mathfrak{X} v)_{B_{e}}\right| d x & \leq c\left(\frac{\varrho}{R}\right)^{\beta} f_{B_{R}}(|\mathfrak{X} v|+s) d x \\
& \leq c\left(\frac{\varrho}{R}\right)^{\beta} f_{B_{R}}(|\mathfrak{X} u|+s) d x+c\left(\frac{\varrho}{R}\right)^{\beta} f_{B_{R}}|\mathfrak{X} v-\mathfrak{X} u| d x .
\end{aligned}
$$

The second term of (4.10) is estimated simply as

$$
f_{B_{\varrho}}|\mathfrak{X} u-\mathfrak{X} v| d x \leq c\left(\frac{R}{\varrho}\right)^{Q} f_{B_{R}}|\mathfrak{X} u-\mathfrak{X} v| d x .
$$

Using the above estimates in (4.10), together with Corollary 3.1 to estimate the integral of $|\mathfrak{X} u-\mathfrak{X} v|$, the proof is finished.

Now we are ready to prove Theorem 1.1. An extra dependence on $q$ is assumed on $\bar{R}$, where $q>Q$ is as in the statement of Theorem 1.1.

Proof of Theorem 1.1. Let us assume the notation $w_{\mu}$ for the density of the Wolff potential, as used in the previous subsection. From Lemma 4.3, we get

$$
\begin{align*}
& \int_{B_{e}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{e}}\right| d x \\
\leq & c\left(\frac{\varrho}{r}\right)^{Q+\beta} \int_{B_{r}}(|\mathfrak{X} u|+s) d x+c r^{Q} w_{\mu}(r)+c\left(L^{\prime} r^{\alpha}\right)^{\frac{2}{p}} \int_{B_{r}}(|\mathfrak{X} u|+s) d x \tag{4.11}
\end{align*}
$$

and from (4.9) of Proposition 4.1, we have,

$$
\begin{equation*}
\int_{B_{r}}(|\mathfrak{X} u|+s) d x \leq c\left(\frac{r}{R}\right)^{Q-\bar{\varepsilon}}\left[\int_{B_{R}}(|\mathfrak{X} u|+s) d x+R^{Q} \boldsymbol{W}_{\frac{1}{p}, p}^{\mu}\left(x_{0}, R\right)\right] . \tag{4.12}
\end{equation*}
$$

We use (4.12) on (4.11) to obtain the following estimate,

$$
\left.\begin{array}{rl}
\int_{B_{e}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{e}}\right| d x \leq c\left(\frac{\varrho^{Q}+\beta R^{\bar{\varepsilon}}}{r^{\beta+\bar{\varepsilon}}} R^{Q}\right.
\end{array}\right)\left[\int_{B_{R}}(|\mathfrak{X} u|+s) d x+R^{Q} W_{\frac{1}{p}, p}^{\mu}\left(x_{0}, R\right)\right] ~\left[c r^{Q}\left[w_{\mu}(r)+\left(L^{\prime} r^{\alpha}\right)^{\frac{2}{p}} f_{B_{r}}(|\mathfrak{X} u|+s) d x\right]\right.
$$

for every $0<\varrho \leq r \leq R \leq \bar{R}$. Now, given $\mu=f \in L_{\text {loc }}^{q}(\Omega)$ for some $q>Q$, then by Hölder's inequality we have

$$
\frac{|\mu|\left(B_{r}\right)}{r^{Q-1}}=\frac{1}{r^{Q-1}} \int_{B_{r}}|f| d x \leq \frac{\left|B_{r}\right|^{1-1 / q}}{r^{Q-1}}\left(\int_{B_{r}}|f|^{q} d x\right)^{\frac{1}{q}} \leq c r^{1-\frac{Q}{q}}\|f\|_{L q} .
$$

Letting $\delta \leq(1-Q / q) /(p-1)$, the above implies that

$$
w_{\mu}(r) \leq c r^{\delta}\|f\|_{L^{q}}^{1 /(p-1)}
$$

and $0<\delta<1$ since $q>Q$ and $p \geq 2$. The same upper bound is also satisfied by the Wolff potential due to (2.17). Furthermore, we assume $\bar{\varepsilon}<2 \alpha / p$ and $\delta<2 \alpha / p-\bar{\varepsilon}$ so that using (4.9) again for the last term of (4.13) and a further reduction

$$
L^{\prime} \bar{R}^{\alpha-p(\delta+\bar{\varepsilon}) / 2}<1,
$$

leads to

$$
\int_{B_{\varrho}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{e}}\right| d x \leq c\left(\frac{\varrho^{Q+\beta}}{r^{\beta+\bar{\varepsilon}}}+r^{Q+\delta}\right)\left[f_{B_{R}}(|\mathfrak{X} u|+s) d x+\|f\|_{L^{q}}^{1 /(p-1)}\right]
$$

for every $0<\varrho \leq r \leq R \leq \bar{R}$. For some $0<\kappa<1$ we rewrite the above with the choice $r=\varrho^{\kappa}$ to have

$$
\begin{aligned}
\int_{B_{e}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{e}}\right| d x & \leq c\left(\varrho^{Q+(1-\kappa) \beta-\kappa \bar{\varepsilon}}+\varrho^{\kappa(Q+\delta)}\right)\left[f_{B_{R}}(|\mathfrak{X} u|+s) d x+\|f\|_{L^{q}}^{1 /(p-1)}\right] \\
& \leq c \varrho^{Q+\gamma}\left[f_{B_{R}}(|\mathfrak{X} u|+s) d x+\|f\|_{L^{q}}^{1 /(p-1)}\right]
\end{aligned}
$$

where the latter inequality follows when $Q+\gamma \leq \min \{Q+(1-\kappa) \beta-\kappa \bar{\varepsilon} \kappa(Q+\delta)\}$; indeed we can make sure that this is true with the choice of $\kappa=\kappa(\gamma)$ such that

$$
\frac{Q+\gamma}{Q+\delta} \leq \kappa \leq \frac{\beta-\gamma}{\beta+\bar{\varepsilon}^{\prime}}
$$

for any $0<\gamma<\beta \delta /(Q+\beta+\delta+\bar{\varepsilon})$. Also, note that if $\gamma, \bar{\varepsilon}$ are small enough, $\kappa=\kappa(\gamma)$ can be chosen close enough to 1 and we can make sure $\varrho^{\kappa} \leq R$, whenever $0<\varrho<R$. Thus, we have obtained

$$
f_{B_{e}}\left|\mathfrak{X} u-(\mathfrak{X} u)_{B_{e}}\right| d x \leq c \varrho^{\gamma}\left[f_{B_{R}}(|\mathfrak{X} u|+s) d x+\|f\|_{L^{q}}^{1 /(p-1)}\right]
$$

for any $0<\varrho<R \leq \bar{R}$ and the proof is completed.
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