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Abstract. One of the open problems in the field of forward uncertainty quan-
tification (UQ) is the ability to form accurate assessments of uncertainty having
only incomplete information about the distribution of random inputs. Another
challenge is to efficiently make use of limited training data for UQ predictions
of complex engineering problems, particularly with high dimensional random
parameters. We address these challenges by combining data-driven polyno-
mial chaos expansions with a recently developed preconditioned sparse ap-
proximation approach for UQ problems. The first task in this two-step process
is to employ the procedure developed in [1] to construct an “arbitrary” polyno-
mial chaos expansion basis using a finite number of statistical moments of the
random inputs. The second step is a novel procedure to effect sparse approx-
imation via ℓ1 minimization in order to quantify the forward uncertainty. To
enhance the performance of the preconditioned ℓ1 minimization problem, we
sample from the so-called induced distribution, instead of using Monte Carlo

∗Corresponding author. Email addresses: lguo@shnu.edu.cn (L. Guo), akil@sci.utah.edu (A.
Narayan), 11749318@mail.sustc.edu.cn (Y. Liu), tzhou@lsec.cc.ac.cn (T. Zhou)



L. Guo et al. / Commun. Math. Res., 36 (2020), pp. 128-153 129

(MC) sampling from the original, unknown probability measure. We demon-
strate on test problems that induced sampling is a competitive and often better
choice compared with sampling from asymptotically optimal measures (such
as the equilibrium measure) when we have incomplete information about the
distribution. We demonstrate the capacity of the proposed induced sampling
algorithm via sparse representation with limited data on test functions, and on
a Kirchoff plating bending problem with random Young’s modulus.
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1 Introduction

The main purpose of uncertainty quantification (UQ) is to quantify the effect of
various sources of randomness on output model predictions. An effective and
popular approach is to build an approximation for the map between the random
input and the model output,i.e., the quantities of interest (Q◦I). Many techniques
have been developed to construct such approximations. When the distribution
of the random input variables are known, the generalized Polynomial Chaos
(gPC) [33, 37] expansion is a popular approach. The basic idea is to build a poly-
nomial approximation of the QoI and then the goal is to compute the polynomial
expansion coefficients. There are intrusive and non-intrusive approaches to com-
pute the unknown gPC coefficients. In this paper, we focus on the non-intrusive
stochastic collocation method, which constructs a global polynomial approxima-
tions after running the model with a sample set of the random variables. We refer
to [24, 31] and references therein for recent developments for stochastic colloca-
tion methods.

However, in real-world scientific applications, one of the main challenges for
UQ is the lack of explicit knowledge of the random inputs. Recently, extension
of the gPC method to more general input distributions or arbitrary distributions
have been investigated. These methods include Multi-element generalized poly-
nomial chaos (ME-gPC) using local polynomial expansion [27,32], Global polyno-
mial expansions based on Gram-Schmidt orthogonalization [34,35], and moment
match method to deal with arbitrary distributions (termed aPC) [26]. There has
also been extensive work on constructing polynomial approximation for depen-
dent random variables or arbitrary distributions, we refer to the recent paper [19]
and references therein.


