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1 Introduction

Large scale optimization problems appear in a wide variety of scientific and engineering domains. In this paper, we consider a general optimization problem

$$\min_x f(x), \quad \text{s.t. } x \in \mathcal{X}, \quad (1.1)$$

where $x$ is the decision variable, $f(x)$ is the objective function and $\mathcal{X}$ is the feasible set. Efficient numerical optimization algorithms have been extensively developed for (1.1) with various types of objective functions and constraints [89, 113]. With the rapidly increasing problem scales, subspace techniques are ubiquitous and becoming indispensable tools in nonlinear optimization due to their ability to handle large scale problems. For example, the Krylov subspace methods developed in the numerical linear algebraic community have been widely used for the linear least squares problem and linear eigenvalue problem. The characteristics of the subspaces are clear in many popular optimization algorithms such as the linear and nonlinear conjugate gradient methods, Nesterov’s accelerated gradient method, the Quasi-Newton methods and the block coordinate decent (BCD) method. The subspace correction method for convex optimization can be viewed as generalizations of multigrid and domain decomposition methods. The Anderson acceleration or the direct inversion of iterative subspace (DIIS) methods have been successful in computational quantum physics and chemistry. The stochastic gradient type methods usually take a mini-batch from a large collection samples so that the computational cost of each inner iteration is small. The sketching techniques formulate a reduced problem by a multiplication with random matrices with certain properties.

The purpose of this paper is to provide a review of the subspace methods for nonlinear optimization, for their further improvement and for their future usage in even more diverse and emerging fields. The subspaces techniques for (1.1) are generally divided into two categories. The first type is to update the decision variable in a lower dimensional subspace, while the second type is to construct approximations of the objective function or constraints in a certain smaller subspace of functions. Usually, there are three key steps.

- Identify a suitable subspace either for the decision variables or the functions.
- Construct a proper subproblem by various restrictions or approximations.
- Find either an exact or inexact solution of subproblems.

These steps are often mixed together using the specific structures of the problems case by case. The essence is how to reduce the corresponding computational cost significantly. The collection of subspaces techniques is growing ever rich in unconstrained and constrained optimization, nonlinear least squares problem, sparse and low rank optimization, linear and nonlinear eigenvalue computation, semidefinite programming, stochastic optimization, manifold optimization, phase retrieval, variational minimization and
etc. It includes but not limited to direct combinations, BCD, active sets, limited-memory, Anderson acceleration, subspace correction, sampling and sketching. We aim to provide helpful guidelines for the development and implementation of practical algorithms using the subspace framework. Hence, only high level algorithmic ideas rather than theoretical properties of the subspace techniques are covered in various contexts.

1.1 Overview of subspace techniques

We next summarize the concepts and contexts of a few main subspace techniques.

**Direct combinations.** It is a common practice to update the decision variables using a combination of a few known directions which forms a subspace. The linear and nonlinear conjugate gradient methods [89, 113], the Nesterov’s accelerated gradient method [85, 86], the Heavy-ball method [92], the search direction correction method [128] and the momentum method [48] take a linear combination of the gradient and the previous search direction. The main difference is reflected in the choices of the coefficients according to different explicit formulas.

**BCD.** The variables in many problems can be split naturally into a few blocks whose subspaces are spanned by the coordinate directions. The Gauss-Seidel type of the BCD method updates only one block by minimizing the objective function or its surrogate while all other blocks are fixed at each iteration. It has been one of the core algorithmic idea in solving problems with block structures, such as convex programming [78], nonlinear programming [9], semidefinite programming [131, 148], compressive sensing [33, 73], etc. A proximal alternating linearized minimization method is developed in [10] for solving a summation of nonconvex but differentiable and nonsmooth functions. The alternating direction methods of multipliers (ADMM) [11, 28, 42, 46, 56, 127] minimize the augmented Lagrangian function with respect to the primal variables by BCD, then update the Lagrangian multiplier.

**Active sets.** A subset of the variables is fixed in the so-called active sets determined by certain mechanisms and the remaining variables are computed from carefully constructed subproblems. Examples include optimization problems with bound constraints or linear constraints in [17, 18, 53, 82, 83], \( \ell_1 \)-regularized problem for sparse optimization in [65, 107, 135] and general nonlinear programs in [19, 20]. In quadratic programming, the inequality constraints that have zero values at the optimal solution are called active, and they are replaced by equality constraints in the subproblem [113].

**Limited-memory.** A typical subspace is constructed from a number of history information, for example, the previous iterates \( \{ x_k \} \), the previous gradients \( \{ \nabla f(x_k) \} \), the differences between two consecutive iterates \( \{ x_k - x_{k-1} \} \), and the differences between two consecutive gradients \( \{ \nabla f(x_k) - \nabla f(x_{k-1}) \} \). After the new iterate is formed, the oldest vectors in the storage are replaced by the most recent vectors if certain justification
rules are satisfied. Two examples are the limited memory BFGS method [89, 113], and the limited memory block Krylov subspace optimization method (LMSVD) [75].

**Anderson acceleration.** For a sequence \( \{x_k\} \) generated by a general fixed-point iteration, the Anderson acceleration produces a new point using a linear combination of a few points in \( \{x_k\} \), where the coefficients are determined from an extra linear least squares problem with a normalized constraint [4, 13, 125]. A few related schemes include the minimal polynomial extrapolation, modified minimal polynomial extrapolation, reduced rank extrapolation, the vector Epsilon algorithm and the topological Epsilon algorithm. The Anderson acceleration is also known as Anderson mixing, Pulay mixing, DIIS or the commutator DIIS [94, 95, 117] in electronic structure calculation. These techniques have also been applied to optimization problems in [101, 150].

**Subspace correction.** For variational problems, the domain decomposition methods split the spatial domain into several subdomains and solve the corresponding problems on these subdomains iteratively using certain strategies. The successive subspace correction (SSC) and parallel subspace correction (PSC) methods [22, 37, 39, 40, 69, 114] are similar to the Gauss-Seidel-type and Jacobian-type BCD methods, respectively. However, the subspace correction is significantly different from BCD due to the strong connections between variables in the subdomains. The PSC methods have been studied for LASSO in [30, 37, 40] and total variation minimization in [38–40, 69].

**Sampling.** Assume that there are a large number of data. The general concept of sampling is to randomly select a small set of samples with an appropriate probability distribution with or without replacement. In the stochastic gradient descent type methods, the gradient in expectation is approximated by a sum of sample gradients over a mini-batch [48]. Random sampling is also helpful in many other contexts, for example, a greedy algorithm for a mixed integer programming in volumetric modulated arc therapy [142].

**Sketching.** For huge data represented in matrices, the sketching technique builds low-dimensional approximations using random linear maps [79, 120, 138]. It has been adopted for nonlinear least squares problems in [141] and large scale SDP problems in [147]. The Nyström approximation can be viewed as a special sketching scheme. An initial quasi-Newton matrix can be constructed if a single Hessian-matrix multiplication is affordable in [59].

### 1.2 Notation

Let \( S^n \) be the collection of all \( n \)-by-\( n \) symmetric matrices. For any matrix \( X \in \mathbb{R}^{n \times n} \), \( \text{diag}(X) \) denotes a column vector consisting of all diagonal entries of \( X \). For any vector \( x \in \mathbb{R}^n \), \( \text{Diag}(x) \) is an \( n \)-by-\( n \) diagonal matrix whose \( i \)-th diagonal entry is \( x_i \). Given two matrices \( A, B \in \mathbb{C}^{n \times p} \), the Frobenius inner product is defined as \( \langle A, B \rangle = \text{tr}(A^* B) \), and
the corresponding Frobenius norm is defined as \( \|A\|_F = \sqrt{\text{tr}(A^*A)} \). The operation \( A \odot B \) denotes the Hadamard product between two matrices \( A \) and \( B \) of the same sizes. Let \( e_n \) be a vector of all ones in \( \mathbb{R}^n \). For any matrix \( X \in \mathbb{R}^{n \times p} \), \( \text{Range}(X) \) denotes the subspace spanned by the columns of \( X \). The subscript usually denotes the iteration number, while the subscript is reserved as the index of a vector or matrix.

1.3 Organization

The rest of this paper is organized as follows. The subspace methods applied in general unconstrained optimization, nonlinear equations and nonlinear least squares problem, stochastic optimization, sparse optimization, the domain decomposition, general constrained optimization, eigenvalue computation, optimization problems with orthogonality constraints, semidefinite programming and low rank matrix optimization are discussed in Sections 2 to 11, respectively. Finally, a few typical scenarios are summarized in Section 12.

2 General unconstrained optimization

In this section, we consider the unconstrained optimization

\[
\min_{x \in \mathbb{R}^n} f(x),
\]

where \( f(x) : \mathbb{R}^n \to \mathbb{R} \) is a differentiable function. The line search and trust region methods are the two main types of approaches for solving (2.1). The main difference between them is the order of determining the so-called step size and search direction. Subspace techniques have been substantially studied in \([26, 49, 50, 88, 129, 130, 143, 145, 146]\).

2.1 The line search methods

At the \( k \)-th iteration \( x_k \), the line search methods first generate a descent search direction \( d_k \) and then search along this direction for a step size \( \alpha_k \) such that the objective function at the next point

\[
x_{k+1} = x_k + \alpha_k d_k
\]

is suitably reduced. The step size \( \alpha_k \) is often selected by the monotone line search procedures with the Armijo, Goldstein or the Wolfe-Powell rules. The nonmonotone line procedures are also widely used. Interested readers are referred to \([89, 113]\) for further information. Here, we mainly focus on generating the direction \( d_k \) in a subspace \( S_k \), i.e.,

\[
d \in S_k.
\]

For simplicity, we often denote \( g_k = \nabla f(x_k) \).
2.1.1 The nonlinear conjugate gradient (CG) method
The nonlinear CG method is popular for solving large scale optimization problems. The search direction \(d_k\) lies in a particular subspace
\[
S_k = \text{span}\{g_k, d_{k-1}\},
\]
which is spanned by the gradient \(g_k\) and the last search direction \(d_{k-1}\). More specifically, \(d_k\) is a linear combination of \(-g_k\) and \(d_{k-1}\) with a weight \(\beta_{k-1}\), i.e.,
\[
d_k = -g_k + \beta_{k-1}d_{k-1},
\]
where \(d_0 = -g_0\) and \(\beta_0 = 0\). A few widely used choices for the weight \(\beta_{k-1}\) are:
- \(\beta_{k-1} = \frac{g_k^T g_k}{g_{k-1}^T g_k}\), (F-R Formula),
- \(\beta_{k-1} = \frac{g_k^T (g_k - g_{k-1})}{d_{k-1}^T (g_k - g_{k-1})}\), (H-S or C-W Formula),
- \(\beta_{k-1} = \frac{g_k^T (g_k - g_{k-1})}{g_{k-1}^T g_k}\), (PRP Formula),
- \(\beta_{k-1} = -\frac{g_k^T g_k}{d_{k-1}^T g_k}\), (Dixon Formula),
- \(\beta_{k-1} = -\frac{g_k^T g_k}{d_{k-1}^T (g_k - g_{k-1})}\), (D-Y Formula).

It is easy to observe that these formulas are equivalent in the sense that they yield the same search directions when the function \(f(x)\) is quadratic with a positive definite Hessian matrix. In this case, the directions \(d_1, \cdots, d_k\) are conjugate to each other with respect to the Hessian matrix. It can also be proved that the CG method has global convergence and \(n\)-step local quadratic convergence. However, for a general nonlinear function with inexact line search, the behavior of the methods with different \(\beta_k\) can be significantly different [52].

2.1.2 Nesterov’s accelerated gradient method
The steepest descent gradient method simply uses \(d_k = -g_k\) in (2.2) for unconstrained optimization. Assume that the function \(f(x)\) is convex, the optimal value \(f^*\) of (2.1) is finite and it attains at a point \(x^*\), and the gradient \(\nabla f(x)\) is Lipschitz continuous with a constant \(L\), i.e.,
\[
\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|.
\]
Let \(\{x_k\}_{k=0}^\infty\) be a sequence generated by the gradient method with a fixed step size \(\alpha_k = \frac{1}{L}\). Then it can be proved that the convergence of the objective function values is
\[
f(x_k) - f(x^*) \leq \frac{L}{2k}\|x_0 - x^*\|^2,
\]
which is often described as a convergence rate at $O(1/k)$.

A natural question is whether a faster convergence rate can be achieved if only the gradient information is used. We now present a simplified version of the FISTA method proposed by Beck and Teboulle [5] which is equivalent to Nesterov accelerated gradient method [85, 86]. The FISTA method first calculates a new point by an extrapolation of the previous two points, then performs a gradient step at this new point:

\[
y_k = x_{k-1} + \frac{k-2}{k+1}(x_{k-1} - x_{k-2}), \\
x_k = y_k - \alpha_k \nabla f(y_k).
\]

An illustration of the FISTA method is shown in Fig. 1. Under the same assumptions as the gradient method, the FISTA method with a fixed step size $\alpha_k = \frac{1}{L}$ has a convergence rate of $O(1/k^2)$, i.e.,

\[
f(x_k) - f^* \leq \frac{2L}{(k+1)^2} \|x_0 - x^*\|^2.
\]

Obviously, the FISTA method can also be interpreted as a subspace method whose subspace is

\[
S_k = \text{span}\{x_{k-1}, x_{k-2}, \nabla f(y_k)\}. \tag{2.5}
\]

### 2.1.3 The heavy-ball method

The heavy-ball method [92] is also a two-step scheme:

\[
d_k = -g_k + \beta d_{k-1}, \\
x_{k+1} = x_k + \alpha d_k,
\]
with $d_0 = 0$ and $\alpha, \beta > 0$. If $\beta \in [0, 1)$ and $\alpha \in (0, \frac{1-\beta}{2\alpha}]$ and under the same assumptions as in Section 2.1.2, it is established in [43] that

$$f(\bar{x}_k) - f^* \leq \frac{1}{k+1} \left( \frac{\beta}{1-\beta} (f(x_0) - f^*) + \frac{1-\beta}{2\alpha} \|x_0 - x^*\|^2 \right),$$

where $\bar{x}_k = \frac{1}{1+k} \sum_{i=1}^k x_i$. We can see that the nonlinear CG method (2.4) is an instance of the heavy-ball method with adaptive parameters $\beta$ and it does not require the information $L$ for the step sizes. The heavy-ball method is extended to solve a minimization problem composed of a differentiable (possibly nonconvex) and a convex (possibly nondifferentiable) function in [90]. On the other hand, the extension of the nonlinear CG methods is not straightforward since the notion of the conjugacy condition is not clear.

2.1.4 A search direction correction (SDC) method

The search direction (2.4) can also be modified by adding a non-trivial weight to $g_k$. Let $d_0 = 0$. At the beginning of the $(k+1)$-th iteration, if a descent condition

$$\langle g_k, d_k \rangle \leq 0 \tag{2.6}$$

holds, we update

$$d_{k+1} = (1 - \beta_k) d_k - \gamma_k \frac{\|d_k\|}{\|g_k\|} g_k - g_k. \tag{2.7}$$

Then we update $\beta_{k+1}$ and $\gamma_{k+1}$ as follows:

$$\beta_{k+1} = \frac{r}{l_k - 1 + r}, \quad \gamma_{k+1} = \frac{r-3}{l_k - 1 + r}, \tag{2.8}$$

where $r \geq 3$, $\{l_k\}$ is a sequence of parameters with of $l_1 = 1$ and $l_{k+1} = l_k + 1$. If the criterion (2.6) is not met, we reset $d_{k+1}, \beta_{k+1}$ and $\gamma_{k+1}$ as

$$d_{k+1} = -g_k, \quad \beta_{k+1} = \beta_1, \quad \gamma_{k+1} = \gamma_1, \quad l_{k+1} = l_1.$$ 

For more details, we refer the reader to [128].

2.1.5 Quasi-Newton methods

The search directions of the limited-memory quasi-Newton methods [89, 113] also lie in subspaces. Let $B_k$ be the limited-memory BFGS (L-BFGS) matrix and $H_k$ be its inverse matrix generated from a few most recent pairs $\{s_i, y_i\}$, where

$$s_i = x_{i+1} - x_i, \quad y_i = g_{i+1} - g_i.$$

Then the search direction is

$$d_k = -B_k^{-1} g_k = -H_k g_k. \tag{2.9}$$
which is usually computed by the two-loop recursion. In fact, both \( B_k \) and \( H_k \) can be written in a compact representation \([21]\). Assume that there are \( p \) pairs of vectors:

\[
U_k = [s_{k-p}, \ldots, s_{k-1}] \in \mathbb{R}^{n \times p}, \quad Y_k = [y_{k-p}, \ldots, y_{k-1}] \in \mathbb{R}^{n \times p}.
\]

(2.10)

For a given initial matrix \( H_0^k \), the \( H_k \) matrix is:

\[
H_k = H_0^k + C_k P_k C_k^T,
\]

(2.11)

where

\[
C_k := [U_k, H_0^k Y_k] \in \mathbb{R}^{n \times 2p}, \quad D_k = \text{diag} \left[ s_{k-p}^T y_{k-p}, \ldots, s_{k-1}^T y_{k-1} \right],
\]

\[
P_k := \begin{bmatrix} R_k^{-T} (D_k + Y_k^T H_0^k Y_k) R_k^{-1} & -R_k^{-T} \\ -R_k^{-T} & 0 \end{bmatrix}, \quad (R_k)_{ij} = \begin{cases} s_{k-p+i-j-1}^T y_{k-p+j-1}, & \text{if } i \leq j, \\ 0, & \text{o.w.} \end{cases}
\]

The initial matrix \( H_0^k \) is usually set to be a positive scalar \( \gamma_k \) times the identity matrix, i.e., \( \gamma_k I \). Therefore, we have

\[
d_k \in \text{span}\{g_k, s_{k-1}, \ldots, s_{k-p}, y_{k-1}, \ldots, y_{k-p}\}.
\]

2.1.6 Acceleration techniques

Gradient descent algorithms may converge slowly after certain iterations. This issue can be resolved by using acceleration techniques such as Anderson Acceleration (AA) \([4, 125]\). An extrapolation-based acceleration techniques proposed in \([101]\) can be applied to overcome the instability of the Anderson Acceleration. To be precise, we perform linear combinations of the points \( x_k \) every \( l+2 \) iterations to obtain a better estimation \( \tilde{x} = \sum_{i=0}^{l+1} \tilde{c}_i x_{k-l+i} \). Define the difference of \( l+2 \) iteration points as

\[
U = [x_{k-l+1} - x_{k-l}, \ldots, x_{k+1} - x_k].
\]

Then the coefficients \( \tilde{c} = (\tilde{c}_0, \ldots, \tilde{c}_l)^T \) is the solution of the following problem

\[
\tilde{c} = \text{arg min}_{\tilde{c}} \tilde{c}^T (U^T U + \lambda I) \tilde{c},
\]

(2.12)

where \( \lambda > 0 \) is a regularization parameter.

2.1.7 Search direction from minimization subproblems

We next construct the search direction by solving a subproblem defined in a subspace \( \mathcal{S}_k \) as

\[
\min_{d \in \mathcal{S}_k} Q_k(d),
\]

(2.13)

where \( Q_k(d) \) is an approximation to \( f(x_k + d) \) for \( d \) in the subspace \( \mathcal{S}_k \). It would be desirable that the approximation model \( Q_k(d) \) has the following properties: (i) it is easy to
be minimized in the subspace $\mathcal{G}_k$; (ii) it is a good approximation to $f$ and the solution of the subspace subproblem will give a sufficient reduction with respect to the original objective function $f$.

It is natural to use quadratic approximations to the objective function. This leads to quadratic models in subspaces. An algorithm using a successive search in a two-dimensional subspace is developed by Stoer and Yuan in [146] based on

$$
\min_{d \in \text{span}\{-g_k, d_{k-1}\}} Q_k(d).
$$

Let the dimension $\dim(\mathcal{G}_k) = \tau_k$ and $\mathcal{G}_k$ be a set generated by all linear combinations of vectors $p_1, p_2, \cdots, p_{\tau_k} \in \mathbb{R}^n$, i.e.,

$$
\mathcal{G}_k = \text{span}\{p_1, p_2, \cdots, p_{\tau_k}\}.
$$

Define $P_k = [p_1, p_2, \cdots, p_{\tau_k}]$. Then $d \in \mathcal{G}_k$ can be represented as $d = P_k \bar{d}$ with $\bar{d} \in \mathbb{R}^{\tau_k}$. Hence, a quadratic function $Q_k(d)$ defined in the subspace can be expressed as a function $\bar{Q}_k$ in a lower dimension space $\mathbb{R}^{\tau_k}$ in terms of $Q_k(d) = \bar{Q}_k(\bar{d})$. Since $\tau_k$ usually is quite small, the Newton method can be used to solve (2.13) efficiently.

We now discuss a few possible choices for the subspace $\mathcal{G}_k$. A special subspace is a combination of the current gradient and the previous search directions, i.e.,

$$
\mathcal{G}_k = \text{span}\{-g_k, s_{k-1}, \cdots, s_{k-m}\}. \tag{2.14}
$$

In this case, any vector $d$ in the subspace $\mathcal{G}_k$ can be expressed as

$$
d = \alpha g_k + \sum_{i=1}^{m} \beta_i s_{k-i} = (-g_k, s_{k-1}, \cdots, s_{k-m}) \bar{d} \tag{2.15}
$$

where $\bar{d} = (\alpha, \beta_1, \cdots, \beta_m)^\top \in \mathbb{R}^{m+1}$. All second order terms of the Taylor expansion of $f(x_k + d)$ in the subspace $\mathcal{G}_k$ can be approximated by secant conditions

$$
s_{k-i}^\top \nabla^2 f(x_k) s_{k-j} \approx s_{k-i}^\top y_{k-j}, \quad s_{k-i}^\top \nabla^2 f(x_k) g_k \approx y_{k-i}^\top g_k, \tag{2.16}
$$

except $s_k^\top \nabla^2 f(x_k) g_k$. Therefore, it is reasonable to use the following quadratic model in the subspace $\mathcal{G}_k$:

$$
\bar{Q}_k(\bar{d}) = (\|g_k\|^2, g_k^\top s_{k-1}, \cdots, g_k^\top s_{k-m}) \bar{d} + \frac{1}{2} \bar{d}^\top \bar{B}_k \bar{d}, \tag{2.17}
$$

where

$$
\bar{B}_k = 
\begin{pmatrix}
\theta_k & -g_k^\top y_{k-1} & \cdots & -g_k^\top y_{k-m} \\
-g_k y_{k-1} & y_{k-1}^\top s_{k-1} & \cdots & y_{k-m}^\top s_{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
-g_k^\top y_{k-m} & y_{k-m}^\top s_{k-1} & \cdots & y_{k-m}^\top s_{k-m}
\end{pmatrix} \tag{2.18}
$$
with \( \rho_k \approx g_k^\top \nabla^2 f(x_k) g_k \). Hence, once a good estimation to the term \( g_k^\top \nabla^2 f(x_k) g_k \) is available, we can obtain a good quadratic model in the subspace \( \mathcal{S}_k \).

There are different ways to choose \( \rho_k \). Similar to the approach in [146], we can let

\[
\rho_k = 2 \frac{(s_{k-1}^\top g_k)^2}{s_{k-1}^\top y_{k-1}},
\]

(2.19)
due to the fact that the mean value of \( \cos^2(\theta) \) is \( \frac{1}{2} \), which gives

\[
g_k^\top \nabla^2 f(x_k) g_k = \frac{1}{\cos^2 \theta_k} \frac{(s_{k-1}^\top g_k)^2}{s_{k-1}^\top y_{k-1}} \approx 2 \frac{(s_{k-1}^\top g_k)^2}{s_{k-1}^\top y_{k-1}}.
\]

(2.20)

where \( \theta_k \) is the angle between \( (\nabla^2 f(x_k))^{\frac{1}{2}} g_k \) and \( (\nabla^2 f(x_k))^{\frac{1}{2}} s_{k-1} \). Another way to estimate \( g_k^\top \nabla^2 f(x_k) g_k \) is by replacing \( \nabla^2 f(x_k) \) by a quasi-Newton matrix. We can also obtain \( \rho_k \) by computing an extra function value \( f(x_k + t g_k) \) and setting

\[
\rho_k = \frac{2(f(x_k + t g_k) - f(x_k) - t \|g_k\|^2)}{t^2}.
\]

(2.21)

By letting the second order curvature along \( g_k \) to be the average of those along \( s_{k-i} \) \((i = 1, \ldots, m)\), we obtain

\[
\rho_k = \frac{\|g_k\|^2_2}{m} \sum_{i=1}^{m} \frac{s_{k-i}^\top y_{k-i}}{s_{k-i}^\top s_{k-i}}.
\]

(2.22)

Similar to (2.14), a slightly different subspace is

\[
\mathcal{S}_k = \text{span}\{-g_k, y_{k-1}, \ldots, y_{k-m}\}.
\]

(2.23)

In this case, any vector in \( \mathcal{S}_k \) can be represented as

\[
d = \alpha g_k + \sum_{i=1}^{m} \beta_i y_{k-i} = W_k \tilde{d}
\]

(2.24)

where \( W_k = [-g_k, y_{k-1}, \ldots, y_{k-m}] \in \mathbb{R}^{n \times (m+1)} \). The Newton step in the subspace \( \mathcal{S}_k \) is \( W_k \tilde{d}_k \) with

\[
\tilde{d}_k = - \left[ W_k^\top \nabla^2 f(x_k) W_k \right]^{-1} W_k^\top \nabla f(x_k).
\]

(2.25)

Thus, the remaining issue is to obtain a good estimate of \( \tilde{d}_k \), using the fact that all the elements of \( [W_k^\top (\nabla^2 f(x_k))^{-1} W_k] \) is known except one entry \( g_k^\top \nabla^2 f(x_k)^{-1} g_k \).
2.1.8 Subspace by coordinate directions

We next consider subspaces spanned by coordinate directions with sparsity structures. Let \( g'_k \) be the \( i \)-th component of the gradient \( g_k \). The absolute values \( |g'_k| \) are sorted in the descending order such that

\[
|g'_{i_1}| \geq |g'_{i_2}| \geq |g'_{i_3}| \geq \cdots \geq |g'_{i_n}|. \tag{2.26}
\]

The subspace

\[
\mathcal{S}_k = \text{span}\{e^{i_1}, e^{i_2}, \ldots, e^{i_\tau}\} \tag{2.27}
\]

is called as the \( \tau \)-steepest coordinates subspace, where \( e^i \) is a vector of all zeros except that the \( i \)-th component is one. Then, the steepest descent direction in the subspace is sufficiently descent, namely

\[
\min_{d \in \mathcal{S}_k} \frac{d^\top g_k}{\|d\|_2 \|g_k\|_2} \leq -\frac{\tau}{n}. \tag{2.28}
\]

When \((g'^{i+1}_k)^2 \leq \epsilon \sum_{j=1}^\tau (g'^{j}_k)^2\), the following estimation can be established:

\[
\min_{d \in \mathcal{S}_k} \frac{d^\top g_k}{\|d\|_2 \|g_k\|_2} \leq -\frac{1}{\sqrt{1+\epsilon(n-\tau)}}. \tag{2.29}
\]

Consequently, a sequential steepest coordinates search (SSCS) technique can be designed by augmenting the steepest coordinate directions into the subspace sequentially. For example, consider minimizing a convex quadratic function

\[
Q(x) = g^\top x + \frac{1}{2}x^\top Bx.
\]

At the \( k \)-th iteration of SSCS, we first compute \( g_k = \nabla Q(x_k) \), then choose

\[
i_k = \arg\min_i \{|g'_i|\}.
\]

Let \( \mathcal{S}_k \) be defined in (2.27) with \( \tau = k \). The next iteration is to find

\[
x_{k+1} = \text{arg} \min_{x \in x_k + \mathcal{S}_k} Q(x).
\]

2.2 Trust region methods

The trust region methods for (2.1) compute a search direction in a ball determined by a given trust region radius whose role is similar to the step size. The trust region subproblem (TRS) is normally

\[
\min_{s \in \mathbb{R}^n} Q_k(s) = g_k^\top s + \frac{1}{2}s^\top B_k s
\]

s.t. \( \|s\|_2 \leq \Delta_k \), \( \tag{2.30} \)
where $B_k$ is an approximation to the Hessian $\nabla^2 f(x_k)$ and $\Delta_k > 0$ is the trust region radius.

A subspace version of the trust region subproblem is suggested in [103]:

$$
\min_{s \in \mathbb{R}^n} Q_k(s) \\
\text{s.t. } \|s\|_2 \leq \Delta_k, \quad s \in \mathcal{G}_k.
$$

The Steihaug truncated CG method [109] for solving (2.30) is essentially a subspace method. When the approximate Hessian $B_k$ is generated by the quasi-Newton updates such as the SR1, PSB or the Broyden family [89, 113], the TRS has subspace properties. Suppose $B_1 = \sigma I$ with $\sigma > 0$, let $s_k$ be an optimal solution of TRS (2.30) and set $x_{k+1} = x_k + s_k$. Let $\mathcal{G}_k = \text{span}\{g_1, g_2, \cdots, g_k\}$. Then it can be proved that $s_k \in \mathcal{G}_k$ and for any $z \in \mathcal{G}_k, w \in \mathcal{G}_k^\perp$, it holds

$$
B_k z \in \mathcal{G}_k, \quad B_k u = \sigma u. \quad (2.31)
$$

Therefore, the subspace trust region algorithm generates the same sequences as the full space trust region quasi-Newton algorithm. Based on the above results, Wang and Yuan [130] presented a subspace trust region quasi-Newton method for large scale unconstrained optimization. Similar results for the line search quasi-Newton methods were obtained by Gill and Leonard [44, 45].

We next discuss a special trust region subproblem which can make good use of subspace properties. If the norm $\|\cdot\|_2$ is replaced by a general norm $\|\cdot\|_W$ in (2.30), we can obtain a general TRS subproblem

$$
\min_{s \in \mathbb{R}^n} g^T s + \frac{1}{2} s^T B s \\
\text{s.t. } \|s\|_W \leq \Delta.
$$

Here, the subscript $k$ in $g_k$ and $B_k$ is omitted for simplicity. Intuitively, we should choose the norm $\|\cdot\|_W$ properly so that the TRS can easily be solved by using the corresponding subspace properties of the objective function $g^T s + \frac{1}{2} s^T B s$. Assume that $B$ is a limited memory quasi-Newton matrix which can be expressed as

$$
B = \sigma I + PDP^T, \quad P \in \mathbb{R}^{n \times l},
$$

where $P^T P = I$. Let $P^\perp$ be the projection onto the space orthogonal to Range$(P)$. Then the following function

$$
\|s\|_P = \max\{\|P^T s\|_\infty, \|P^\perp s\|_2\} \quad (2.32)
$$

is a well-defined norm, which leads to a $P$-norm TRS:

$$
\min_{s \in \mathbb{R}^n} g^T s + \frac{1}{2} s^T B s \\
\text{s.t. } \|s\|_P \leq \Delta. \quad (2.33)
$$
Due to the definition of the \( \| \cdot \|_p \), the solution \( s \) of the TRS (2.33) can be expressed by

\[
s = Ps_1 + P_\perp s_2,
\]

where \( s_1 \) and \( s_2 \) can be computed easily. In fact, \( s_1 \) is the solution of the box constrained quadratic program (QP):

\[
\begin{align*}
\min_{s \in \mathbb{R}^l} & \quad s^\top (P^\top g) + \frac{1}{2} s^\top (\sigma I + D) s \\
\text{s.t.} & \quad \|s\|_{\infty} \leq \Delta,
\end{align*}
\]

It can be verified that \( s_1 \) has a closed form solution:

\[
(s_1)_i = \begin{cases} 
-\frac{(P^\top g)_i}{\sigma + D_{ii}} & \text{if } |(P^\top g)_i| < (\sigma + D_{ii})\Delta, \\
\Delta \text{sign}(-(P^\top g)_i) & \text{otherwise},
\end{cases}
\]

for \( i = 1, \ldots, l \). On the other hand, \( s_2 \) is solution of the 2-norm constrained special QP

\[
\begin{align*}
\min_{s \in \mathbb{R}^{n-l}} & \quad s^\top (P^\top \perp g) + \frac{1}{2} s^\top s \\
\text{s.t.} & \quad \|s\|_2 \leq \Delta,
\end{align*}
\]

whose closed-form solution is

\[
s_2 = -\min \left( \frac{1}{\sigma'}, \frac{\Delta}{\|P\perp g\|} \right) P^\top \perp g.
\]

Numerical results based on a trust region algorithm that uses the the \( W \)-norm TRS were shown in [15].

3 Nonlinear equations and nonlinear least squares problem

In this section, we consider the system of nonlinear equations

\[
F(x) = 0, \quad x \in \mathbb{R}^n,
\]

and nonlinear least squares problem:

\[
\min_{x \in \mathbb{R}^n} \|F(x)\|_2^2,
\]

where \( F(x) = (F^1(x), F^2(x), \ldots, F^m(x))^\top \in \mathbb{R}^m \).
3.1 General subspace methods

Due to the special structures of nonlinear equations, several implementations of Newton-like iteration schemes based on Krylov subspace projection methods are considered in [14]. Newton-Krylov methods with a global strategy restricted to a suitable Krylov subspace are developed in [7]. Because the nonlinear least squares problem (3.2) is also an unconstrained optimization problem, all the subspace techniques discussed in Section 2 can be applied. For example, assume that there are \( i_k \) linearly independent vectors \( \{ q_1^k, q_2^k, \ldots, q_i^k \} \) which spans \( \mathcal{S}_k \). Let \( Q_k = [q_1^k, q_2^k, \ldots, q_i^k] \). Then \( d \in \mathcal{S}_k \) can be expressed as \( Q_k z \) with respect to a variable \( z \in \mathbb{R}^{i_k} \). For (3.1), one can find a subspace step from

\[
F(x_k + Q_k z) = 0. \tag{3.3}
\]

The linearized system for subproblem (3.3) is

\[
F(x_k) + J_k Q_k z = 0, \tag{3.4}
\]

where \( J_k \) is the Jacobian of \( F \) at \( x_k \). Similarly, one can construct a subspace type of the Levenberg-Marquardt method for (3.2) as

\[
\min_z \| F(x_k) + J_k Q_k z \|^2 + \frac{\lambda_k}{2} \| z \|^2, \tag{3.5}
\]

where \( \lambda_k \) is a regularization parameter adjusted to ensure global convergence.

3.2 Subspace by subsampling/sketching

We start from solving a linear least squares problem on massive data sets:

\[
\min_x \| Ax - b \|^2, \tag{3.6}
\]

where \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \). Although applying the direct or iterative methods to (3.5) is straightforward, it may be prohibitive for large values of \( m \). The sketching technique chooses a matrix \( W \in \mathbb{R}^{r \times m} \) with \( r \ll m \) and formulates a reduced problem

\[
\min_x \| W(Ax - b) \|^2. \tag{3.7}
\]

It can be proved that the solution of (3.6) can be a good approximation to that of (3.5) in certain sense if the matrix \( W \) is chosen suitably. For example, one may randomly select \( r \) rows from the identity matrix to form \( W \) so that \( WA \) is a submatrix of \( A \). Another choice is that each element of \( W \) is sampled from an i.i.d. normal random variable with mean zero and variance \( 1/r \). These concepts have been extensively investigated for randomized algorithms in numerical linear algebra [79, 138].

For nonlinear equations, the simple sketching approach is to ignore some equations. Instead of requiring the original system (3.1), we consider

\[
F^i(x) = 0, \quad i \in I_k, \tag{3.7}
\]
which is an incomplete set of equations. To solve the nonlinear equations (3.1) is to find a \( x \) at which \( F \) maps to the origin [144]. Let \( P_k^\top \) be a mapping from \( \mathbb{R}^m \) to a lower dimensional subspace. The matrix \( P_k \) can be a random matrix rather than a simple selection matrix corresponding to (3.7). Solving the reduced system

\[
P_k^\top F(x) = 0
\]

is exactly replacing \( F = 0 \) by requiring its mapping to the subspace spanned by \( P_k \) to be zero. Together with (3.3) yields:

\[
P_k^\top F(x_k + Q_kz) = 0.
\]

The linearized system for subproblem (3.9) is

\[
P_k^\top [ F(x_k) + J_k Q_k z ] = 0.
\]

Of course, the efficiency of such an approach depends on how to select \( P_k \) and \( Q_k \). We can borrow ideas from subspace techniques for large scale linear systems [100]. Instead of using (3.10), we can use a subproblem of the following form:

\[
P_k^\top F(x_k) + \hat{J}_k z = 0, \tag{3.11}
\]

where \( \hat{J}_k \in \mathbb{R}^{i_k \times i_k} \) is an approximation to \( P_k^\top J_k Q_k \). The reason for preferring (3.11) over (3.10) is that in (3.11) we do not need the Jacobian matrix \( J_k \), whose size is normally significantly larger than that of \( \hat{J}_k \).

Similar idea has also been studied for nonlinear least squares problems. At the \( k \)-th iteration, we consider minimizing the sum of squares of some randomly selected terms in an index set \( I_k \subset \{ 1, \cdots, m \} \) instead of all terms:

\[
\min_{x \in \mathbb{R}^n} \sum_{i \in I_k} (F^i(x))^2. \tag{3.12}
\]

This approach works quite well on the distance geometry problem which has lots of applications including protein structure prediction, where the nonlinear least squares of all the terms have lots of local minimizers [105]. Combining subspace with sketching yields a counterpart to (3.9) for nonlinear least squares:

\[
\min_{d \in \mathcal{S}_k} \| P_k^\top F(x_k + d) \|_2^2. \tag{3.13}
\]

A projected nonlinear least squares method is studied in [58] to fit a model \( \psi \) to (noisy) measurements \( y \) for the exponential fitting problem:

\[
\min_{x \in \mathbb{R}^n} \| \psi(x) - y \|_2^2, \tag{3.14}
\]

where \( \psi(x) \in \mathbb{R}^m \) and \( n \ll m \). Since computing the Jacobian of (3.14) can be expensive, a sequence of low-dimensional surrogate problems are constructed from a sequence of subspaces \( \{ \mathcal{W}_\ell \} \subset \mathbb{R}^m \). Let \( P_{\mathcal{W}_\ell} \) be an orthogonal projection onto \( \mathcal{W}_\ell \) and \( \mathcal{W}_\ell \) is an orthonormal basis for \( \mathcal{W}_\ell \), i.e., \( P_{\mathcal{W}_\ell} = \mathcal{W}_\ell \mathcal{W}_\ell^\top \). Then it solves the following minimization problem:

\[
\min_x \| P_{\mathcal{W}_\ell} [\psi(x) - y] \|_2^2 = \min_{x} \| W_\ell^\top \psi(x) - W_\ell^\top y \|_2^2.
\]
3.3 Partition of variables

We now consider the partition of variables, which is also a subspace technique for non-linear least squares problem. Let \( I_k \) be a subset of \( \{1, \cdots, n\} \). The variables are partitioned into two groups \( x = (\bar{x}, \hat{x}) \), where \( \bar{x} = (x^i, i \in I_k) \) and \( \hat{x} = (x^i, i \notin I_k) \). At the \( k \)-th iteration, the variables \( x^i (i \notin I_k) \) are fixed and \( x^i (i \in I_k) \) are free to be changed in order to obtain a better iterate point. This procedure yields a subproblem with fewer variables:

\[
\min_{\bar{x} \in \mathbb{R}^{|I_k|}} \sum_{i=1}^{n} (F^i(\bar{x}, \hat{x}_k))^2.
\]

(3.15)

It is easy to see that partition of variables use special subspaces that spanned by coordinate directions. An obvious generalization of partition of variables is decomposition of the space which uses subspaces spanned by any given directions.

3.4 \( \tau \)-steepest descent coordinate subspace

The \( \tau \)-steepest descent coordinate subspace discussed in Section 2 can also be extended to nonlinear equations and nonlinear least squares. Assume that

\[
|F^i(x_k)| > \cdots > |F^{i_r}(x_k)| > \cdots
\]

(3.16)

at the \( k \)-th iteration. If \( F(x) \) is a monotone operator, applying the method in a subspace spanned by the coordinate directions \( \{e^i, j = 1, \cdots, \tau\} \) generates a system

\[
F^i(x_k) + d^T \nabla F^i(x_k) = 0, \quad j = 1, \cdots, \tau.
\]

(3.17)

For general nonlinear functions \( F(x) \), it is better to replace \( e^i \) by the steepest descent coordinate direction of the function \( F^i(x) \) at \( x_k \), i.e., substituting \( i_j \) by an index \( l_j \) such that

\[
l_j = \arg \max_{i=1, \cdots, n} \left| \frac{\partial F^i(x_k)}{\partial x^i} \right|.
\]

However, it may be possible to have two different \( j \) at one \( l_j \) so that subproblem (3.17) has no solution in the subspace spanned by \( \{e^1, \cdots, e^\tau \} \). Further discussion on subspace methods for nonlinear equations and nonlinear least squares can be found in [144].

4 Stochastic optimization

The supervised learning model in machine learning assumes that \((a, b)\) follows a probability distribution \( P \), where \( a \) is an input data and \( b \) is the corresponding label. Let \( \phi(a, x) \) be a prediction function in a certain functional space and \( \ell(\cdot, \cdot) \) represent a loss function to measure the accuracy between the prediction and the true label. The task is to predict a label \( b \) from a given input \( a \), that is, finding a function \( \phi \) such that the expected risk
\( \mathbb{E}[\ell(\phi(a,x),b)] \) is minimized. In practice, the real probability distribution \( P \) is unknown, but a data set \( D = \{(a_1, b_1), (a_2, b_2), \ldots, (a_N, b_N)\} \) is obtained by random sampling, where \( (a_i, b_i) \sim \text{i.i.d.} \). Then an empirical risk minimization is formulated as

\[
\min_x f(x) := \frac{1}{N} \sum_{i=1}^{N} f_i(x), \tag{4.1}
\]

where \( f_i(x) = \ell(\phi(a_i; x), b_i) \). In machine learning, a large number of problems can be expressed in the form of (4.1). For example, the function \( \phi \) in deep learning is expressed by a deep neural network. Since the size \( N \) usually is huge, it is time consuming to use the information of all components \( f_i(x) \). However, it is affordable to compute the information at a few samples so that the amount of calculation in each step is greatly reduced.

### 4.1 Stochastic first-order methods

In this subsection, we briefly review a few widely used stochastic first-order methods [48]. Instead of using the full gradient \( \nabla f(x_k) \), the stochastic gradient method (SGD) for (4.1) selects a uniformly random sample \( s_k \) from \( \{1, \ldots, N\} \) and updates

\[
x_{k+1} = x_k - \alpha_k \nabla f_{s_k}(x_k). \tag{4.2}
\]

A common assumption for convergence is that the expectation of the stochastic gradient is equal to the full gradient, i.e.,

\[
\mathbb{E}[\nabla f_{s_k}(x_k) | x_k] = \nabla f(x_k).
\]

When \( f_i(x_k) \) is not differentiable, then its subgradient is used in (4.2). Note that only one sample is used in (4.2). The mini-batch SGD method tries to balance between the robustness of the SGD and the computational cost. It randomly selects a mini-batch \( I_k \subset \{1, \ldots, N\} \) such that \( |I_k| \) is quite small, then computes

\[
x_{k+1} = x_k - \frac{\alpha_k}{|I_k|} \sum_{s_k \in I_k} \nabla f_{s_k}(x_k). \tag{4.3}
\]

Obviously, subsampling defines a kind of subspace in terms of the component functions \( \{f_1(x), \ldots, f_N(x)\} \). For simplicity, we next only consider extensions based on (4.2).

After calculating a random gradient \( \nabla f_{s_k}(x_k) \) at the current point, the momentum method does not directly update it to the variable \( x_k \). It introduces a speed variable \( v \), which represents the direction and magnitude of the parameter movements. Formally, the iterative scheme is

\[
\begin{align*}
v_{k+1} &= \mu_k v_k - \alpha_k \nabla f_{s_k}(x_k), \\
x_{k+1} &= x_k + v_{k+1},
\end{align*} \tag{4.4}
\]
This new update direction $\bar{v}$ is a linear combination of the previous update direction $v_k$ and the gradient $\nabla f_{s_k}(x_k)$ to obtain a new $v_{k+1}$. When $\mu_k = 0$, the algorithm degenerates to SGD. In the momentum method, the parameter $\mu_k$ is often in the range of $[0, 1)$. A typical value is $\mu_k \geq 0.5$, which means that the iteration point has a large inertia and each iteration will make a small correction to the previous direction.

Since the dimension of the variable $x$ can be more than 10 million and the convergence speed of each variable may be different, updating all components of $x$ using a single step size $\alpha_k$ may not be suitable. The adaptive subgradient method (AdaGrad) controls the step sizes of each component separately by monitoring the accumulation of the gradients elementwisely:

$$G_k = \sum_{i=1}^{k} \nabla f_{s_i}(x_i) \odot \nabla f_{s_i}(x_i),$$

where $\odot$ the Hadamard product between two vectors. The AdaGrad method is

$$x_{k+1} = x_k - \frac{\alpha_k}{\sqrt{G_k + \epsilon \epsilon_n}} \odot \nabla f_{s_{k+1}}(x_{k+1}),$$

$$G_{k+1} = G_k + \nabla f_{s_{k+1}}(x_{k+1}) \odot \nabla f_{s_{k+1}}(x_{k+1}),$$

where the division in $\frac{\alpha_k}{\sqrt{G_k + \epsilon \epsilon_n}}$ is also performed elementwisely. Adding the term $\epsilon \epsilon_n$ is to prevent the division by zeros.

The adaptive moment estimation (Adam) method combines the momentum and AdaGrad together by adding a few small corrections. At each iteration, it performs:

$$v_k = \rho_1 v_{k-1} + (1 - \rho_1) \nabla f_{s_k}(x_k),$$

$$G_k = \rho_2 G_{k-1} + (1 - \rho_2) \nabla f_{\hat{s}_k}(x_k) \odot \nabla f_{s_k}(x_k),$$

$$\hat{v}_k = \frac{v_k}{1 - \rho_1^k},$$

$$\hat{G}_k = \frac{G_k}{1 - \rho_2^k},$$

$$x_{k+1} = x_k - \frac{\alpha_k}{\sqrt{G_k + \epsilon \epsilon_n}} \odot \hat{v}_k,$$

where the typical values for $\rho_1$ and $\rho_2$ are $\rho_1 = 0.9$ and $\rho_2 = 0.999$. We can see that the direction $v_k$ is a convex combination of $v_{k-1}$ and $\nabla f_{s_k}(x_k)$, then it is corrected to $\hat{v}_k$. The value $\hat{G}_k$ is also obtained in a similar fashion. The main advantage of Adam is that after the deviation correction, the step size of each iteration has a certain range, making the parameters relatively stable.

The above algorithms have been implemented in mainstream deep learning frameworks, which can be very convenient for training neural networks. The algorithms implemented in Pytorch are AdaDelta, AdaGrad, Adam, Nesterov, RMSProp, etc. The algorithms implemented in Tensorflow are AdaDelta, AdaGradDA, AdaGrad, ProximalAdaGrad, Ftrl, Momentum, Adam and CenteredRMSProp, etc.
4.2 Stochastic second-order method

The subsampled Newton method takes an additional random set $I_k^H \subset \{1, \cdots, N\}$ independent to $I_k$ and compute a search direction as

$$d_k = -\frac{1}{|I_k^H|} \sum_{i \in I_k^H} \nabla^2 f_i(x).$$

Therefore, the subspace techniques in section 2 can also be adopted here.

Assume that the loss function is the negative logarithm probability associated with a distribution with a density function $p(y|a,x)$ defined by the neural network and parameterized by $x$. The so-called KFAC method [80] is based on the Kronecker-factored approximate Fisher matrix. Take an $L$-layer feed-forward neural network for example. Namely, each layer $j \in \{1, 2, \cdots, L\}$ is given by

$$s_j = T_j w_{j-1}, \quad w_j = \psi_j(s_j), \quad (4.6)$$

where $w_0 = a$ is the input of the neural network, $w_L(x) \in \mathbb{R}^m$ is the output of the neural network under the input $a$, the constant term 1 is not considered in $w_{j-1}$ for simplicity, $T_j$ is the weight matrix and $\psi_j$ is the block-wise activation function. The $j$th diagonal block of $F$ corresponding to the parameters in the $j$th layer using a sample set $B$ can be written in the following way:

$$F^j := Q_{j-1,j-1}^{-1} \otimes G_{jj}, \quad (4.7)$$

where

$$Q_{j-1,j-1} = \frac{1}{|B|} \sum_{i \in B} w_{j-1}(w_{j-1})^T,$$

$$G_{jj} = \frac{1}{|B|} \sum_{i \in B} \mathbb{E}_{z \sim p(z|a,x)} [\tilde{g}_j^i(z)\tilde{g}_j^i(z)^T],$$

and $\tilde{g}_j^i(z) := \frac{\partial (\phi(a,x,z))}{\partial s_j^i}$. Therefore, the KFAC method computes a search direction in the $j$th layer from

$$d_j^k = -(F)^{-1} \delta_k = -(Q_{j-1,j-1}^{-1} \otimes G_{jj}^{-1})\delta_k^j,$$

where $\delta_k^j$ is the corresponding subsampled gradient in the $j$th layer.

5 Sparse optimization

5.1 Greedy algorithms

Given a matrix $A \in \mathbb{R}^{m \times n}$ and a vector $b \in \mathbb{R}^m$ such that $m \ll n$, basis pursuit is to find the sparsest signal among all solutions of the equation $Ax = b$. It leads to an NP-hard problem:

$$\min_x \|x\|_0, \quad \text{s.t.} \quad Ax = b, \quad (5.1)$$
where \( \|x\|_0 = |\{j | x_j \neq 0\}| \), i.e., the number of the nonzero elements of \( x \). An exact recovery of the sparsest signal often requires the so-called restricted isometry property (RIP), i.e., there exists a constant \( \delta_r \) such that
\[
(1 - \delta_r)\|x\|_2^2 \leq \|Ax\|_2^2 \leq (1 + \delta_r)\|x\|_2^2, \text{ whenever } \|x\|_0 \leq r.
\]
The greedy pursuit methods build up an approximation in a subspace at the \( k \)-th iteration. Let \( T_k \) be a subset of \( \{1, \cdots, n\} \), \( x_{T_k} \) be a subvector of \( x \) corresponding to the set \( T_k \) and \( A_{T_k} \) be a column submatrix of \( A \) whose column indices are collected in the set \( T_k \). Then the subspace problem is
\[
x_{T_k}^* = \arg \min_x \frac{1}{2}\|A_{T_k}x - b\|_2^2.
\]
Clearly, the solution is \( x_{T_k}^* = A_{T_k}^+b \) where \( A_{T_k}^+ \) is the pseudoinverse of \( A_{T_k} \). Since the size of \( T_k \) is controlled to be small, \( A_{T_k} \) roughly has full rank column due to the RIP property. All other elements of \( x_k \) whose indices are in the complementary set of \( T_k \) are set to 0.

We next explain the choices of \( T_k \). Assume that the initial index set \( T_0 \) is empty. The orthogonal matching pursuit (OMP) [118] computes the gradient
\[
g_k = A^T(A_{T_k}x_{T_k}^* - b),
\]
then selects an index such that \( t_k = \arg \max_{j=1, \cdots, n} |g_j| \). If multiple indices attain the maximum, one can break the tie deterministically or randomly. Then the index set at the next iteration is augmented as
\[
T_{k+1} = T_k \cup \{t_k\}.
\]
The CoSaMP [84] method generates an \( s \)-sparse solution, i.e., the number of nonzero components is at most \( s \). Let \( (x_k)_s \) be a truncation of \( x_k \) such that only the \( s \) largest entries in the absolute values are kept and all other elements are set to 0. The support of \( (x_k)_s \) is denoted as \( \text{supp}((x_k)_s) \). Then a gradient \( g_k \) is computed at the point \( (x_k)_s \) and the set \( T_{k+1} \) is updated by
\[
T_{k+1} = \text{supp}((g_k)_2s) \cup \text{supp}((x_k)_s).
\]
The subspace pursuit (SP) method in [27] is similar to CoSaMP except that
\[
T_{k+1} = \text{supp}((g_k)_s) \cup \text{supp}((x_k)_s).
\]
Hence, the computational cost of the pseudoinverse in SP is slightly cheaper than that of CoSaMP.

### 5.2 Active set methods

Consider the \( \ell_1 \)-regularized minimization problem
\[
\min_{x \in \mathbb{R}^n} \psi_\mu(x) := \mu \|x\|_1 + f(x), \tag{5.2}
\]
where $\mu > 0$ and $f(x): \mathbb{R}^n \rightarrow \mathbb{R}$ is continuously differentiable. The optimality condition of (5.2) is that there exists a vector

\[
\begin{align*}
(\nabla f(x))^i = \begin{cases} 
-\mu, & x_i > 0, \\
+\mu, & x_i < 0, \\
\in [-\mu, \mu], & \text{otherwise}.
\end{cases}
\end{align*}
\]

(5.3)

A two-stage active-set algorithm called “FPCAS” is proposed in [135]. First, an active set is identified by a first-order type method using the so-called “shrinkage” operation. Then, a smooth and smaller subproblem is constructed based on this active set and solved by a second-order type method. These two operations are iterated until convergence criteria are satisfied. While shrinkage is very effective in obtaining a support superset, it can take a lot of steps to find the corresponding values. On the other hand, if one imposes the signs of the components of the variable $x$ that are the same as those of the exact solution, problem (5.2) reduces to a small smooth optimization problem, which can be relatively easily solved to obtain $x$. Consequently, the key components are the identification of a “good” support set by using shrinkage and the construction of a suitable approximate smooth optimization problem.

The iterative shrinkage procedure for solving (5.2) is indeed a proximal gradient method. Given an initial point $x_0$, the algorithm iteratively computes

\[
x_{k+1} := \arg\min_{x} \mu \|x\|_1 + (x - x_k)^\top g_k + \frac{1}{2\alpha_k} \|x - x_k\|_2^2,
\]

where $g_k := \nabla f(x_k)$ and $\alpha_k > 0$. A simple calculation shows that

\[
x_{k+1} = S(x_k - \alpha_k g_k, \mu \alpha_k),
\]

(5.4)

where for $y \in \mathbb{R}^n$ and $\nu \in \mathbb{R}$, the shrinkage operator is defined as

\[
S(y, \nu) = \arg\min_{x} \nu \|x\|_1 + \frac{1}{2} \|x - y\|_2^2
\]

\[
= \text{sign}(y) \odot \max\{ |y| - \nu, 0 \}.
\]

Note that the scheme (5.4) first executes a gradient step with a step size $\alpha_k$, then performs a shrinkage. In practice, $\alpha_k$ can be computed by a non-monotone line search in which the initial value is set to the BB step size. The convergence of (5.4) has been studied in [54] under suitable conditions on $\alpha_k$ and the Hessian $\nabla^2 f$. An appealing feature proved in [54] is that (5.4) yields the support and the signs of the minimizer $x^*$ of (5.2) after a finite number of steps under favorable conditions. For more references related to shrinkage, the reader is referred to [135].

We now describe the subspace optimization in the second stage. For a given vector $x \in \mathbb{R}^n$, the active set is denoted by $\mathcal{A}(x)$ and the inactive set (or support) is denoted by $\mathcal{I}(x)$ as follows

\[
\mathcal{A}(x) := \{ i \in \{1, \cdots, n\} \mid |x^i| = 0 \} \quad \text{and} \quad \mathcal{I}(x) := \{ i \in \{1, \cdots, n\} \mid |x^i| > 0 \}.
\]

(5.5)
We require that each component \( x^i \) either has the same sign as \( x^i_k \) or is zero, i.e., \( x \) is required to be in the set
\[
\Omega(x_k) := \left\{ x \in \mathbb{R}^n : \text{sign}(x^i_k)x^i \geq 0, \; i \in I(x_k) \text{ and } x^i = 0, \; i \in A(x_k) \right\}. \tag{5.6}
\]
Then, a smooth subproblem is formulated as either an essentially unconstrained problem
\[
\min_{x} \mu \text{sign}(x^T_k)x^T_k + f(x), \quad \text{s.t. } x^i = 0, \; i \in A(x_k)
\tag{5.7}
\]
or a simple bound-constrained problem
\[
\min_{x} \mu \text{sign}(x^T_k)x^T_k + f(x), \quad \text{s.t. } x \in \Omega(x_k).
\tag{5.8}
\]
Since the size of the variables in (5.7) and (5.8) is relatively small, these two problems can be solved efficiently by methods such as L-BFGS-B. If \( f(x) \) is quadratic, problem (5.7) can be solved by the CG method for a system of linear equations.

The active set strategies have also been studied in [65, 107]. Specifically, the method in [65] solves a smooth quadratic subproblem determined by the active sets and invokes a corrective cycle that greatly improves the efficiency and robustness of the algorithm. The method is globalized by using a proximal gradient step to check the desired progress.

6 The domain decomposition methods

6.1 A two-level subspace method

Consider an infinite dimensional minimization problem
\[
\min_{x \in V} F(x),
\tag{6.1}
\]
where \( F \) is a mapping from an infinite-dimensional space \( V \) to \( \mathbb{R} \). Many large-scale finite dimensional optimization problems arise from infinite dimensional optimization problems [29]. Since explicit solutions for these problems are usually not available, we solve the discretized version of them from the “discretize-then-optimize” strategy by using the concept of multilevel optimization.

Let \( V_h \) be a finite dimensional subset of \( V \) at the grid level \( h \), for example, a standard finite element space associated with the grid level \( h \). For consecutive coarser levels, we choose nested spaces, so that \( V_1 \subset \cdots \subset V_{N-1} \subset V_N \subset V \), where \( N \) is reserved for the index of the finest level and \( 1 \) for the coarsest level. The functional \( F(x) \) restricted on \( V_h \) is constructed as \( f_h(x_h) \) for \( x_h \in V_h \). Therefore, the discretization of problem (6.1) is
\[
\min_{x_h \in V_h} f_h(x_h).
\tag{6.2}
\]
Let $x_{h,k}$ be a vector where the first subscript $h$ denotes the discretization level of the multigrid and the second subscript $k$ denotes the iteration count. We next briefly describe a two-level subspace method in [24] instead of simply finding a point $x_{h,k+1}$ in the coarser grid space $V_H$. We seek a point $x_{h,k+1}$ in $S_{h,k} + V_H$, satisfying some conditions, where $S_{h,k}$ is a subspace including the descent information, such as the coordinate direction of the current iteration and the previous iterations or the gradient $D_h f(x_{h,k})$ in the finite space $V_h$. Then, we solve

$$S_{h,k} = \text{span}\{x_{h,k-1}, x_{h,k}, D_h f(x_{h,k})\} \subseteq V_h. \quad (6.3)$$

When $x_{h,k}$ is not optimal on a coarse level $H \in \{1, 2, \ldots, N\}$, we go to this level and compute a new solution $x_{h,k+1}$ by

$$x_{h,k+1} \approx \arg\min f(x), \quad \text{s.t.} \quad x \in S_{h,k} + V_H. \quad (6.4)$$

Otherwise, we find a point $x_{h,k+1} \in V_h$ on level $h$.

The so-called full multigrid skill or mesh refinement technique can often help to generate a good initial point so that the total number of iterations is reduced. Firstly, we solve the target problem at the coarsest level which is computationally cheap. After an approximate solution $x^*_h$ at the current level is obtained, we prolongate it to the next finer level $h+1$ with interpolation as an initial point, and then apply the two-level subspace method at this new level to find a solution $x^*_{h+1}$. This process is repeated until the finest level is reached.

### 6.2 The subspace correction method

We next briefly review the subspace correction methods [114]. Given the current point $x_{h,k}$, the relaxation (or smoothing) procedure is the operation on the current level $h$, namely, to find a direction $d_{h,k}$ to approximate the solution of

$$\min_{d \in V_h} f_h(x_{h,k} + d), \quad (6.5)$$

and the coarse grid correction procedure is the operation on the coarse level $H$, namely, to find a direction $d_{h,k}$ to approximate the solution

$$\min_{d \in V_H} f_h(x_{h,k} + d). \quad (6.6)$$

The concept of the subspace correction methods can be used to solve subproblems (6.5) and (6.6). Let $\{\phi_h^{(j)}\}_{j=1}^{n_h}$ be a basis for $V_h$, where $n_h$ is the dimension of $V_h$. Denote $V_h$ as a direct sum of the one-dimensional subspaces $V_h = V_h^{(1)} \oplus \cdots \oplus V_h^{(n_h)}$. Then for each $j = 1, \ldots, n_h$ in turn, we perform the following correction step for subproblem (6.5) at the $k$-th iteration:

$$d_{h,k}^{(j)} = \min_{d_{h,k}^{(j)} \in V_h^{(j)}} f_h(x_{h,k} + d_{h,k}^{(j)}),$$

$$x_{h,k} = x_{h,k} + d_{h,k}^{(j)}. \quad (6.7)$$
For subproblem (6.6), a similar strategy can be adopted by decomposing space $\mathcal{V}_H$ into a direct sum. Global convergence of this algorithm has been proved in [115] for strictly convex functions under some assumptions. The subspace correction method can be viewed as a generalization of the coordinate search method or the pattern search method.

### 6.3 Parallel line search subspace correction method

In this subsection, we consider the following optimization problem

$$\min_{x \in \mathbb{R}^n} \varphi(x) := f(x) + h(x), \quad (6.8)$$

where $f(x)$ is differentiable convex function and $h(x)$ is a convex function that is possibly nonsmooth. The $\ell_1$-regularized minimization (LASSO) [116] and the sparse logistic regression [102] are examples of (6.8). The parallel subspace correction (PSC) methods have been studied for LASSO in [37, 40] and total variation minimization in [38–40, 69].

Suppose that $\mathbb{R}^n$ is split into $p$ subspaces, namely,

$$\mathbb{R}^n = X^1 + X^2 + \cdots + X^p, \quad (6.9)$$

where $X^i = \{x \in \mathbb{R}^n| \text{supp}(x) \subset J_i\}$, $1 \leq i \leq p$, such that $J := \{1, \ldots, n\}$ and $J = \bigcup_{i=1}^p J_i$. For any $i \neq j$, $1 \leq i, j \leq p$, $J_i \cap J_j = \emptyset$ holds in a non-overlapping domain decomposition of $\mathbb{R}^n$. Otherwise, there exist $i, j \in \{1, \ldots, p\}$ and $i \neq j$ such that $J_i \cap J_j \neq \emptyset$ in an overlapping domain decomposition of $\mathbb{R}^n$.

Let $\varphi^i_k$ be a surrogate function of $\varphi$ restricted to the $i$-th subspace at $k$-th iteration. The PSC framework for solving (6.8) is:

$$d^i_k = \arg\min_{d^i \in X^i} \varphi^i_k(d^i), \quad i = 1, \ldots, p, \quad (6.10)$$

$$x_{k+1} = x_k + \sum_{i=1}^p \alpha^i_k d^i_k.$$  

The convergence can be proved if the step sizes $\alpha^i_k$ ($1 \leq i \leq p$) satisfy the conditions: $\sum_{i=1}^p \alpha^i_k \leq 1$ and $\alpha^i_k > 0$ ($1 \leq i \leq p$). Usually, the step size $\alpha^i_k$ is quite small under these conditions and convergence becomes slow. For example, the diminishing step size $\alpha^i_k = \frac{1}{p}$ tends to be smaller and smaller as the number of subspaces increases.

A parallel subspace correction method (PSCL) with the Armijo backtracking line search for a large step size is proposed in [30]. At the $k$-th iteration, it chooses a surrogate functions $\varphi^i_k$ and solves the subproblem (6.10) for each block, then computes a summation of the direction $d_k^i = \sum_{i=1}^p d^i_k$. The next iteration is

$$x_{k+1} = x_k + \alpha_k d_k,$$
where \( \alpha_k \) satisfies the Armijo backtracking conditions. When \( h(x) = 0 \) and \( f(x) \) is strongly convex, the surrogate function can be set to the original objective function \( \varphi \). Otherwise, it can be a first-order Taylor expansion of the smooth part \( f(x) \) with a proximal term and the nonsmooth part \( h(x) \):

\[
q_k^i(d^i) = \nabla f(x_k)^\top d^i + \frac{1}{2\lambda^i} \|d^i\|^2_2 + h(x_k + d^i), \quad \text{for} \quad d^i \in \mathbf{X}^i.
\]

Both non-overlapping and overlapping schemes can be designed for PSCL.

The directions from different subproblems can be equipped with different step sizes. Let \( Z_k = (d_1^k, d_2^k, \cdots, d_p^k) \). The next iteration is set to

\[ x_{k+1} = x_k + Z_k \alpha_k. \]

One can find \( \alpha_k \) as an optimal solution of

\[ \alpha_k = \arg\min_{\alpha \in \mathbb{R}^p} \varphi(x_k + Z_k \alpha). \]

Alternatively, we can solve the following approximation:

\[ a_k \approx \arg\min_{\alpha \in \mathbb{R}^p} \nabla f(x_k)^\top Z_k \alpha + \frac{1}{2t_k} \|Z_k \alpha\|^2 + h(x_k + Z_k \alpha). \]

The global convergence of PSCL is established by following the convergence analysis of the subspace correction methods for strongly convex problem [114], the active-set method for \( l_1 \) minimization [136] and the BCD method for nonsmooth separable minimization [121]. Specifically, linear convergence rate is proved for the strongly convex case and convergence to the solution set of problem (6.8) globally is obtained for the general nonsmooth case.

### 7 General constrained optimization

In this section, we first present subspace methods for solving general equality constrained optimization problems:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) \\
\text{s.t.} & \quad c(x) = 0,
\end{align*}
\]

where \( c(x) = (c_1(x), \cdots, c_m(x))^\top \), \( f(x) \) and \( c_i(x) \) are real functions defined in \( \mathbb{R}^n \) and at least one of the functions \( f(x) \) and \( c_i(x) \) is nonlinear. Note that inequality constraints can also be added to (7.1) but they are omitted to simplify our discussion in the first few subsections. In the last subsection, we discuss methods for bound-constrained minimization problems. Problem (7.1) is often minimized by computing solutions of a sequence of subproblems which are simpler than (7.1) itself. However, they are still large-scale linear or quadratic problems because normally subproblems are also defined in the same dimensional space as the original nonlinear problem.
7.1 Direct subspace techniques

The sequential quadratic programming (SQP) is an important method for solving (7.1). Let \( \lambda \) be the Lagrange multipliers of constraints in (7.1). The Lagrangian function of (7.1) is

\[
L(x, \lambda) = f(x) - \lambda^\top c(x).
\]

and the Hessian of \( L(x, \lambda) \) is

\[
W(x, \lambda) = \nabla^2 f(x) - \sum_i \lambda_i \nabla^2 c_i(x).
\]

At the \( k \)-th iteration, the SQP method constructs \( B_k \) as an approximation to the Hessian \( W(x_k, \lambda_k) \) and builds a quadratic approximation:

\[
Q_k(d) = g_k^\top d + \frac{1}{2}d^\top B_k d,
\]

where \( g_k = \nabla f(x_k) \). The search direction \( d_k \) of a line search type SQP method is obtained by solving the following QP subproblem

\[
\min_{d \in \mathbb{R}^n} \quad Q_k(d)
\]

\[
s.t. \quad c(x_k) + A_k^\top d = 0,
\]

where \( A_k = \nabla c(x_k) \). Although the SQP subproblem is simpler than (7.1), it is still difficult when the dimension \( n \) is large.

In general, the subspace SQP method constructs the search direction \( d_k \) by solving a QP in a subspace:

\[
\min_{d \in \mathcal{S}_k} \quad Q_k(d)
\]

\[
s.t. \quad c_k + A_k^\top d = 0,
\]

where \( \mathcal{S}_k \) is a subspace. Lee et al. [71] considered the following choice:

\[
\mathcal{S}_k = \text{span}\{g_k, s_{k-m}, \cdots, s_{k-1}, y_{k-m}, \cdots, y_{k-1}, \nabla c_1(x_k), \cdots, \nabla c_m(x_k)\},
\]

where \( m \) is the memory size of the limited memory BFGS method for constructing \( B_k \) in (7.2), and \( y_i \) is a linear combination of \( y_i \) and \( B_i s_i \). Let \( U_k \) be a matrix of linearly independent vectors in \( \mathcal{S}_k \). A reduced constrained version of (7.5) is

\[
\min_z \quad (U_k^\top g_k)^\top z + \frac{1}{2}z^\top U_k^\top B_k U_k z
\]

\[
s.t. \quad T_k^\top (c_k + A_k^\top U_k z) = 0,
\]

where \( T_k \) is a projection matrix so that the constraints are not over-determined.
7.2 Second order correction steps

The SQP step $d_k$ can be decomposed into two parts $d_k = h_k + v_k$ where $v_k \in \text{Range}(A_k)$ and $h_k \in (A_k^T)^\perp$. Thus, $v_k$ is a solution of the linearized constrained (7.4) in the range space of $A_k$, while $h_k$ is the minimizer of the quadratic function $Q_k(v_k + d)$ in the null space of $A_k^T$.

One good property of the SQP method is its superlinear convergence rate, namely when $x_k$ is close to a Karush-Kuhn-Tucker (KKT) point $x^*$ it holds

$$x_k + d_k - x^* = o(||x_k - x^*||).$$  (7.7)

However, a superlinearly convergent step $d_k$ may generate a point that seems “bad” since it may increase both the objective function and the constraint violations. Even though (7.7) holds, the Maratos effect shows that it is possible for the SQP step $d_k$ to have both

$$f(x_k + d_k) > f(x_k), \quad ||c(x_k + d_k)|| > ||c(x_k)||.$$

The second order correction step method [36, 81] solves a QP subproblem whose constraints (7.4) are replaced by

$$c(x_k + d_k) + A_k^T(d - d_k) = 0,$$  (7.8)

because the left hand side of (7.8) is a better approximation to $c(x_k + d)$ close to the point $d = d_k$. Since the modification of the constraints is a second order term, the new step can be viewed as the SQP step $d_k$ adding a second order correction step $\hat{d}_k$. Consequently, the Maratos effect is overcomed. For detailed discussions on the SQP method and the second order correction step, we refer the reader to [113].

We now examine the second order correction step from subspace point of views. It can be verified that the second order correction step $\hat{d}_k$ is a solution of

$$\min_{d \in \mathbb{R}^n} Q_k(d_k + d)$$

s.t. $c(x_k + d_k) + A_k^T d = 0.$

Compute the QR factorization

$$A_k = [Y_k, Z_k] \begin{bmatrix} R_k \\ 0 \end{bmatrix}$$

and assume that $R_k$ is nonsingular. Therefore, the second order correction step can be represented as $\hat{d}_k = \hat{v}_k + \hat{h}_k$, where $\hat{v}_k = -Y_k R_k^T c(x_k + d_k)$ and $\hat{h}_k$ is the minimizer of

$$\min_{h \in \text{Null}(A_k^T)} Q(d_k + \hat{v}_k + h).$$  (7.9)

Since $d_k$ is the SQP step, it follows that $g_k + B_k d_k \in \text{Range}(A_k)$, which implies that the minimization problem (7.9) is equivalent to

$$\min_{h \in \text{Null}(A_k^T)} \frac{1}{2} (\hat{v}_k + h)^T B_k (\hat{v}_k + h).$$  (7.10)
Examining the SQP method from the perspective of subspace enables us to get more insights. If \( Y_k^T B_k Z_k = 0 \), it holds \( \tilde{h}_k = 0 \), which means that the second order correction step \( \hat{d}_k \in \text{Range}(A_k) \) is also a range space step. Hence, the second order correction uses two range space steps and one null space step. Note that a range space step is fast since it is a Newton step, while a null space step is normally slower because \( B_k \) is often approximated by a quasi-Newton approximation to the Hessian of the Lagrangian function. Intuitively, it might be better to have two slower steps with one fast step. Therefore, it might be reasonable to study a correction step \( \hat{d}_k \in \text{Null}(A_k^T) \) in a modified SQP method.

7.3 The Celis-Dennis-Tapia (CDT) subproblem

The CDT subproblem [23] is often needed in some trust region algorithms for constrained optimization. It has two trust region ball constraints:

\[
\min_{d \in \mathbb{R}^n} Q_k(d) = g_k^T d + \frac{1}{2} d^T B_k d
\]

s.t. \( \|c_k + A_k^T d\|_2 \leq \xi_k \), \( \|d\|_2 \leq \Delta_k \),

where \( \xi_k \) and \( \Delta_k \) are both trust region radii. Let \( S_k = \text{span}\{Z_k\} \), \( Z_k^T Z_k = I \), \( \text{span}\{A_k, g_k\} \subset S_k \) and \( B_k u = \sigma u, \forall u \in S_k \). It is shown in [51] that the CDT subproblem is equivalent to

\[
\min_{\bar{d} \in \mathbb{R}^r} \bar{Q}_k(\bar{d}) = \bar{g}_k^T \bar{d} + \frac{1}{2} \bar{d}^T \bar{B}_k \bar{d}
\]

s.t. \( \|c_k + \bar{A}_k^T \bar{d}\|_2 \leq \xi_k \), \( \|\bar{d}\|_2 \leq \Delta_k \),

where \( \bar{g}_k = Z_k^T g_k \), \( \bar{B}_k = Z_k^T B_k Z_k \) and \( \bar{A}_k = Z_k^T A_k \). Consequently, a subspace version of the Powell-Yuan trust algorithm [93] was developed in [51].

7.4 Simple bound-constrained problems

We now consider the optimization problems with simple bound-constraints:

\[
\min_{x \in \mathbb{R}^n} f(x)
\]

s.t. \( l \leq x \leq u \),

where \( l \) and \( u \) are two given vectors in \( \mathbb{R}^n \). In this subsection, the superscript of a vector denotes its indices, for example, \( x^i \) is the \( i \)th component of \( x \).

A subspace adaptation of the Coleman-Li trust region and interior method is proposed in [12]. The affine scaling matrices \( D_k \) and \( C_k \) are defined from examining the KKT conditions of (7.12) as:

\[
D_k = D(x_k) = \text{diag}(\psi(x_k)^{-1/2}), \quad C_k = D_k \text{diag}(g_k) J_k^T D_k,
\]
where } J^v(x) \text{ is a diagonal matrix whose diagonal elements equal to zero or } \pm 1, \text{ and }

\begin{align*}
v^i = \begin{cases} 
  x^i - u^i, & \text{if } g^i < 0 \text{ and } u^i < +\infty, \\
  x^i - l^i, & \text{if } g^i \geq 0 \text{ and } l^i > -\infty, \\
  -1, & \text{if } g^i < 0 \text{ and } u^i = +\infty, \\
  +1, & \text{if } g^i \geq 0 \text{ and } l^i = -\infty. 
\end{cases}
\end{align*}

Let } H_k \text{ be an approximation to the Hessian matrix } \nabla f(x_k) \text{ and define }

\hat{g}_k = D_k^{-1} g_k, \quad \hat{M}_k = D_k^{-1} H_k D_k^{-1} + \text{diag}(g_k) J^v_k.

Then the subspace trust region subproblem is

\begin{align*}
\min_s & \quad g^\top_k s + \frac{1}{2} s^\top (H_k + C_k) s \\
\text{s.t.} & \quad \|D_k s\|_2 \leq \Delta_k, \quad s \in \mathcal{S}_k.
\end{align*} \tag{7.13}

If the matrix } \hat{M}_k \text{ is positive definite, the subspace is taken as }

\mathcal{G}_k = \text{span}\{D_k^{-2} g_k, w_k\},

where } w_k \text{ is either } \hat{s}_k^N = -\hat{M}_k^{-1} \hat{g}_k \text{ or its inexact version. Otherwise, } \mathcal{G}_k \text{ is set to }

\text{span}\{D_k^{-2} \text{sign}(g_k)\} \text{ or } \text{span}\{D_k^{-2} \text{sign}(g_k), w_k\},

where } \hat{w}_k \text{ is a vector of nonpositive curvature of } \hat{M}_k.

A subspace limited memory quasi-Newton method is developed by Ni and Yuan in [88]. There are three types of search directions: a subspace quasi-Newton direction, subspace gradient and modified gradient directions. The limited memory quasi-Newton method is used to update the variables with indices outside of the active set, while the projected gradient method is used to update the active variables. An active set algorithm is designed in [53]. The algorithm consists of a nonmonotone gradient projection step, an unconstrained optimization step, and a set of rules for branching between the two steps. After a suitable active set is detected, some components of variables are fixed and the method is switched to the unconstrained optimization algorithm in a lower-dimensional space.

8 Eigenvalue computation

The eigenvalue decomposition (EVD) and singular value decomposition (SVD) are fundamental computational tools with extraordinarily wide-ranging applications in science and engineering. For example, most algorithms in high dimensionality reduction, such as the principal component analyses (PCA), the multidimensional scaling, Isomap and etc,
use them to transform the data into a meaningful representation of reduced dimensionality. More recently, identifying dominant eigenvalue or singular value decompositions of a sequence of closely related matrices has become an indispensable algorithmic component for many first-order optimization methods for various convex and nonconvex optimization problems, such as semidefinite programming, low-rank matrix computation, robust principal component analysis, sparse principal component analysis, sparse inverse covariance matrix estimation, nearest correlation matrix estimation, and self-consistent iteration in electronic structure calculation. The computational cost of these decompositions is a major bottleneck which significantly affects the overall efficiency of these algorithms.

For a given real symmetric matrix $A \in \mathbb{R}^{n \times n}$, let $\lambda_1, \lambda_2, \cdots, \lambda_n$ be the eigenvalues of $A$ sorted in a descending order: $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$, and $q_1, \cdots, q_n \in \mathbb{R}^n$ be the corresponding eigenvectors such that $A q_i = \lambda_i q_i$, $\|q_i\|_2 = 1$, $i = 1, \cdots, n$ and $q_i^T q_j = 0$ for $i \neq j$. The eigenvalue decomposition of $A$ is defined as $A = Q \Lambda Q^T$, where, for any integer $i \in [1, n]$,

$$Q_i = [q_1, q_2, \cdots, q_i] \in \mathbb{R}^{n \times i}, \quad \Lambda_i = \text{Diag}(\lambda_1, \lambda_2, \cdots, \lambda_i) \in \mathbb{R}^{i \times i}, \quad \text{(8.1)}$$

and Diag($\cdot$) denotes a diagonal matrix with its arguments on the diagonal. For simplicity, we also write $A = Q \Lambda Q^T$ where $Q = Q_n$ and $\Lambda = \Lambda_n$. Without loss of generality, we assume for convenience that $A$ is positive definite (after a shift if necessary). Our task is to compute $p$ largest eigenpairs $(Q_p, \Lambda_p)$ for some $p \ll n$ where by definition $AQ_p = \Lambda_p Q_p$ and $Q_p^T Q_p = I \in \mathbb{R}^{p \times p}$. Replacing $A$ by a suitable function of $A$, say $\lambda_1 I - A$, one can also in principle apply the same algorithms to finding $p$ smallest eigenpairs as well.

We next describe the Rayleigh-Ritz (RR) step which is to extract approximate eigenpairs, called Ritz-pairs, from the range space $\mathcal{R}(Z)$ spanned by a given matrix $Z \in \mathbb{R}^{n \times m}$. This procedure is widely used as an important component for an approximation to a desired $m$-dimensional eigenspace of $A$. It consists of the following four steps.

(i) Given $Z \in \mathbb{R}^{n \times m}$, orthonormalize $Z$ to obtain $U \in \text{orth}(Z)$, where orth$(Z)$ is the set of orthonormal bases for the range space of $Z$.

(ii) Compute $H = U^T A U \in \mathbb{R}^{m \times m}$, the projection of $A$ onto the range space of $U$.

(iii) Compute the eigenvalue decomposition $H = V^T \Sigma V$, where $V^T V = I$ and $\Sigma$ is diagonal.

(iv) Assemble the Ritz pairs $(Y, \Sigma)$ where $Y = UV \in \mathbb{R}^{n \times m}$ satisfies $Y^T Y = I$.

The RR procedure is denoted as a map $(Y, \Sigma) = \text{RR}(A, Z)$ where the output $(Y, \Sigma)$ is a Ritz pair block.

### 8.1 Classic subspace iteration

The simple (simultaneous) subspace iteration (SSI) method [97,98,110,112] is an extension of the power method which computes a single eigenpair corresponding to the largest
eigenvalue in magnitude. Starting from an initial matrix $U$, SSI repeatedly performs the matrix-matrix multiplications $AU$, followed by an orthogonalization and RR projection, i.e.,

$$Z = \text{orth}(AU), \quad U = \text{RR}(A, Z).$$

(8.2)

The major purpose of orthogonalization is to guarantee the full-rankness of the matrix $Z$ since $AU$ may lose rank numerically. The so-called deflation can be executed after each RR projection to fix the numerically converged eigenvectors since the convergence rates for different eigenpairs are not the same. Moreover, $q$ extra vectors, often called guard vectors, are added to $U$ to accelerate convergence. Although the iteration cost is increased at the initial stage, the overall performance may be better.

Due to fast memory access and highly parallelizable computation on modern computer architectures, simultaneous matrix-block multiplications have advantages over individual matrix-vector multiplications. Whenever there is a gap between the $p$-th and the $(p+1)$-th eigenvalues of $A$, the SSI method is ensured to converge to the largest $p$ eigenpairs from any generic starting point. However, the convergence speed of the SSI method depends critically on eigenvalue distributions. It can be intolerably slow if the eigenvalue distributions are not favorable.

### 8.2 Polynomial filtering

The idea of polynomial filtering is originated from a well-known fact that polynomials are able to manipulate the eigenvalues of any symmetric matrix $A$ while keeping its eigenvectors unchanged. Due to the eigenvalue decomposition (8.1), it holds that

$$\rho(A) = Q\rho(\Lambda)Q^T = \sum_{i=1}^{n} \rho(\lambda_i)q_iq_i^T,$$

(8.3)

where $\rho(\Lambda) = \text{diag}(\rho(\lambda_1),\rho(\lambda_2),\cdots,\rho(\lambda_n))$. Ideally, the eigenvalue distribution $\rho(A)$ is more favorable than the original one.

The convergence of the desired eigen-space of SSI is determined by the gap of the eigenvalues, which can be very slow if the gap is nearly zero. Polynomial filtering has been used to manipulate the gap in eigenvalue computation through various ways [35, 99, 111, 153] in order to obtain a faster convergence. One popular choice of $\rho(t)$ is the Chebyshev polynomial of the first kind, which can be written as

$$T_d(t) = \begin{cases} \cos(d\arccos t), & |t| \leq 1, \\ \frac{1}{2}((t-\sqrt{t^2-1})^d+(t+\sqrt{t^2-1})^d), & |t| > 1, \end{cases}$$

(8.4)

where $d$ is the degree of the polynomial. Since Chebyshev polynomials grow pretty fast outside the interval $[-1,1]$, they can help to suppress all unwanted eigenvalues in this interval efficiently. For these eigenvalues in a general interval $[a,b]$, the polynomial can be chosen as

$$\rho(t) = T_d\left(\frac{t-(b+a)/2}{(b-a)/2}\right).$$

(8.5)
From an initial matrix $U$, the polynomial-filtered subspace iteration is simply

$$Z = \text{orth}(\rho(A)U), \quad U = \text{RR}(A,Z).$$  \hfill (8.6)

### 8.3 Limited memory methods

Finding a $p$-dimensional eigenspace associated with $p$ largest eigenvalues of $A$ is equivalent to solving a trace maximization problem with orthogonality constraints:

$$\max_{X \in \mathbb{R}^{n \times p}} \text{tr}(X^\top AX), \text{ s.t. } X^\top X = I.$$  \hfill (8.7)

The first-order optimality conditions of (8.7) are

$$AX = XX^\top, \quad X^\top X = I,$$

where $\Lambda = X^\top AX \in \mathbb{R}^{p \times p}$ is the matrix of Lagrangian multipliers. Once the matrix $\Lambda$ is diagonalized, the matrix pair $(\Lambda, X)$ provides $p$ eigenpairs of $A$. When maximization is replaced by minimization, (8.7) computes an eigenspace associated with $p$ smallest eigenvalues. A few block algorithms have been designed based on solving (8.7), including the locally optimal block preconditioned conjugate gradient method (LOBPCG) [66] and the limited memory block Krylov subspace optimization method (LMSVD) [75]. At each iteration, these methods in fact solve a subspace trace maximization problem of the form

$$Y = \arg\max_{X \in \mathbb{R}^{n \times p}} \left\{ \text{tr}(X^\top AX) : X^\top X = I, X \in \mathcal{S} \right\}.$$  \hfill (8.8)

Obviously, the optimal solution of (8.8) can be obtained by using the RR procedure in the beginning of section 8.

The subspace $\mathcal{S}$ is varied from method to method. In LOBPCG, $\mathcal{S}$ is the span of the two most recent iterations $X_{i-1}$ and $X_i$, and the residual $AX_i - X_i \Lambda_i$ at $X_i$, where $\Lambda_i$ is a diagonal matrix whose diagonal elements are the eigenvalues of $X_i^\top AX_i$. In this case, $\mathcal{S}$ is essentially equivalent to

$$\mathcal{S} = \text{span} \{ X_{i-1}, X_i, AX_i \}.$$  \hfill (8.9)

The term $AX_i$ can be pre-multiplied by a pre-conditioning matrix if it is available. The LMSVD method constructs the subspace $\mathcal{S}$ as a limited memory of the current $i$-th iterate and the previous $t$ iterates; i.e.,

$$\mathcal{S} = \text{span} \{ X_i, X_{i-1}, \ldots, X_{i-t} \}.$$  \hfill (8.10)

In general, the subspace $\mathcal{S}$ should be constructed such that the computational cost of solving the subproblem (8.8) is relatively small.
8.4 Augmented Rayleigh-Ritz method

We next introduce the augmented Rayleigh-Ritz (ARR) procedure. It is easy to see that the RR map \((Y, \Sigma) = \text{RR}(A, Z)\) is equivalent to solving the trace-maximization subproblem (8.8) with the subspace \(\mathcal{S} = \mathcal{R}(Z)\), while requiring \(Y^\top AY\) to be a diagonal matrix \(\Sigma\). For a fixed number \(p\), the larger the subspace \(\mathcal{R}(Z)\) is, the greater chance there is to extract better Ritz pairs. The augmentation of the subspaces in LOGPCG and LMSVD is the main reason why they generally achieve faster convergence than the classic SSI.

The augmentation in ARR is based on a block Krylov subspace structure, i.e., for some integer \(t \geq 0\),

\[
\mathcal{S} = \text{span}\{X, AX, A^2X, \ldots, A^tX\}. \tag{8.11}
\]

Then the optimal solution of the trace maximization problem (8.8), restricted in the subspace \(\mathcal{S}\) in (8.11), is computed via the RR procedure using \((\hat{Y}, \hat{\Sigma}) = \text{RR}(A, K_t)\), where \(K_t = [X, AX, A^2X, \ldots, A^tX]\). Finally, the \(p\) leading Ritz pairs \((Y, \Sigma)\) is extracted from \((\hat{Y}, \hat{\Sigma})\). This augmented RR procedure is simply referred as ARR. It looks identical to a block Lanczos algorithm. However, a fundamental dissimilarity is that the ARR is primarily developed to compute a relatively large number of eigenpairs by using only a few augmentation blocks.

We next describe an “Arrabit” algorithmic framework with two main steps at each outer iteration: a subspace update (SU) step and an ARR projection step, for computing a subset of eigenpairs of large matrices. The goal of the subspace update step is finding a matrix \(X \in \mathbb{R}^{n \times p}\) so that its column space is a good approximation to the \(p\)-dimensional eigenspace spanned by \(p\) desired eigenvectors. Once \(X\) is obtained, the projection step aims to extract from \(X\) a set of approximate eigenpairs that are optimal in certain sense. The SU step is often performed on a transformed matrix \(\rho(A)\), where \(\rho(t): \mathbb{R} \to \mathbb{R}\) is a suitable polynomial function. For a reasonable choice \(X \in \mathbb{R}^{n \times p}\), it follows from (8.3) that \(\rho(A)X \approx Q_pQ_p^\top X\) would be an approximate basis for the desired eigenspace. The analysis of ARR in [137, Corollary 4.6] shows that the convergence rate of SSI is improved from \(|\rho(\lambda_{p+1})/\rho(\lambda_p)|\) for RR \((t = 0)\) to \(|\rho(\lambda_{(t+1)p+1})/\rho(\lambda_p)|\) for ARR \((t > 0)\). Therefore, a significant improvement is possible with a suitably chosen polynomial \(\rho(\cdot)\) such that \(|\rho(\lambda_{(t+1)p+1})| \ll |\rho(\lambda_{p+1})|\).

In principle, the SU step can be fulfilled by many kinds of updating schemes without explicit orthogonalizations. The Gauss-Newton (GN) algorithm in [76] solves the nonlinear least squares problem:

\[
\min ||XX^\top - A||_F^2.
\]

For any full-rank matrix \(X \in \mathbb{R}^{n \times p}\), it takes the simple closed form

\[
X_+ = X + \alpha \left( I - \frac{1}{2}X(X^\top X)^{-1}X^\top \right) \left( AX(X^\top X)^{-1} - X \right),
\]

where the parameter \(\alpha > 0\) is a step size. The classic power iteration can be modified without orthogonalization at each step. For \(X = [x^1 \ x^2 \ \cdots \ x^m] \in \mathbb{R}^{n \times m}\), the power iteration
is applied individually to all columns of the iterate matrix $X$, i.e.,

$$x^i = \rho(A)x^i \quad \text{and} \quad x^i = \frac{x^i}{\|x^i\|_2}, \quad i = 1, 2, \ldots, m.$$ 

This scheme is called a multi-power method.

### 8.5 Singular value decomposition

Computing the singular value decomposition of a real symmetric matrix $A \in \mathbb{R}^{m \times n}$ is equivalent to finding the eigenvalue decomposition of $AA^\top$. Although the methods in the previous subsections can be applied to $AA^\top$ directly, the efficiency can be improved when some operations are performed carefully. We first state the abstract form of the LMSVD method [75], then describe a few implementation details.

There are two main steps. For a chosen subspace $\mathcal{S}_i$ with a block Krylov subspace structure, an intermediate iterate is computed from

$$\hat{X}_i := \arg\max_{X \in \mathbb{R}^{m \times p}} \|A^\top X\|_F^2 \quad \text{s.t.} \quad X^\top X = I, \quad X \in \mathcal{S}_i. \quad (8.12)$$

The next iterate $X_{i+1}$ is generated from a SSI step on $\hat{X}_i$, i.e.,

$$X_{i+1} \in \text{orth}(AA^\top \hat{X}_i). \quad (8.13)$$

We collect a limited memory of the last a few iterates in (8.10) into a matrix

$$X = X_i^t := [X_i, X_{i-1}, \ldots, X_{i-t}] \in \mathbb{R}^{m \times q}, \quad (8.14)$$

where $q = (t+1)p$ is the total number of columns in $X_i^t$. For simplicity of notation, the superscript and subscript of $X_i^t$ are dropped whenever no confusion would arise. The collection matrix $X$ is written in boldface to differentiate it from its blocks. Similarly, a collection of matrix-vector multiplications from the SSI steps are saved in

$$Y = Y_i^t := A^\top X_i^t := [A^\top X_i A^\top X_{i-1}, \ldots, A^\top X_{i-t}] \in \mathbb{R}^{m \times q}. \quad (8.15)$$

Assume that $X$ has a full rank and this assumption will be relaxed later. A stable approach for solving (8.12) is to find an orthonormal basis for $\mathcal{S}_i$, say,

$$Q = Q_i \in \text{orth}(X_i^t).$$

Note that $X \in \mathcal{S}_i$ if and only if $X = QV$ for some $V \in \mathbb{R}^{q \times p}$. The generalized eigenvalue problem (8.12) is converted into an equivalent eigenvalue problem

$$\max_{V \in \mathbb{R}^{q \times p}} \|RV\|_F^2 \quad \text{s.t.} \quad V^\top V = I, \quad (8.16)$$
where
\[ R = R_i^t := A^\top Q_i^t. \]  

(8.17)
The matrix product \( R \) in (8.17) can be computed from historical information without any additional computation involving the matrix \( A \). Since \( Q \in \text{orth} (X) \) and \( X \) has a full rank, there exists a nonsingular matrix \( C \in \mathbb{R}^{q \times q} \) such that \( X = QC \). Therefore, \( Q = XC^{-1} \), and \( R \) in (8.17) can be assembled as
\[ R = A^\top Q = (A^\top X)C^{-1} = YC^{-1}, \]  

(8.18)
where \( Y = A^\top X \) is accessible from our limited memory. Once \( R \) is available, a solution \( \hat{V} \) to (8.16) can be computed from the \( p \) leading eigenvectors of the \( q \times q \) matrix \( R^\top R \). The matrix product can then be calculated as
\[ AA^\top \hat{X}_i = AR\hat{V} = AYC^{-1}\hat{V}. \]  

(8.19)
We now explain how to efficiently and stably compute \( Q \) and \( R \) when the matrix \( X \) is numerically rank deficient. Since each block itself in \( X \) is orthonormal, keeping the latest block \( X_i \) intact and projecting the rest of the blocks onto the null space of \( X_i^\top \) yields
\[ P_X = P_i^X := \begin{pmatrix} I - X_iX_i^\top \end{pmatrix} [X_i-1 \cdots X_i-p]. \]  

(8.20)
An orthonormalization of \( P_X \) is performed via the eigenvalue decomposition of its Gram matrix
\[ P_X^\top P_X = U_X\Lambda_X U_X^\top, \]  

(8.21)
where \( U_X \) is orthogonal and \( \Lambda_X \) is diagonal. If \( \Lambda_X \) is invertible, it holds
\[ Q = Q_i^t := \begin{bmatrix} X_i^t P_X U_X\Lambda_X^{-\frac{1}{2}} \end{bmatrix} \in \text{orth} (X_i^t). \]  

(8.22)
The above procedure can be stabilized by deleting the columns of \( P_X \) whose Euclidean norms are below a threshold or deleting the small eigenvalues in \( \Lambda_X \) and the corresponding columns in \( U_X \). The same notations are still used for \( P_X, U_X \) and \( \Lambda_X \) after these possible deletions. Therefore, a stable construction of \( Q \) is still provided by formula (8.22) and the corresponding \( R \) matrix can be formulated as
\[ R = R_i^t := \begin{bmatrix} Y_i^t P_Y U_X\Lambda_X^{-\frac{1}{2}} \end{bmatrix}, \]  

(8.23)
where \( P_Y = P_i^Y := A^\top P_X \) before the stabilization procedure but some of the columns of \( P_Y \) may have been deleted due to the stabilization steps. Therefore, the \( R \) matrix in (8.23) is well defined as is the \( Q \) matrix in (8.22) after the numerical rank deficiency is removed.
### 8.6 Randomized SVD

Given an $m \times n$ matrix $A$ and an integer $p < \min(m,n)$, we want to find an orthonormal $m \times p$ matrix $Q$ such that

$$A \approx QQ^T A.$$ 

A prototype randomized SVD in [55] is essentially one step of the Power method using an initial random input. We select an oversampling parameter $l \geq 2$ and an exponent $t$ (for example, $t = 1$ or $t = 2$), then perform the following steps.

1. Generate an $n \times (p+l)$ Gaussian matrix $\Omega$.
2. Compute $Y = (AA^T)^t A \Omega$ by the multiplications of $A$ and $A^T$ alternatively.
3. Construct a matrix $Q = \text{orth}(Y)$ by the QR factorization.
4. Form the matrix $B = Q^T A$.
5. Calculate an SVD of $B$ to obtain $B = \tilde{U} \Sigma V^T$, and set $U = Q \tilde{U}$.

Consequently, we have the approximation $A \approx U \Sigma V^T$. For the eigenvalue computation, we can simply run the SSI (8.2) for only one step with an Gaussian matrix $U$. Assume that the computation is performed in exact arithmetic. It is shown in [55] that

$$\mathbb{E}\|A - QQ^T A\|_2 \leq \left[1 + \frac{2\sqrt{p+l}}{l-1}\right] \sigma_{p+1},$$

where the expectation is taken with respect to the random matrix $\Omega$ and $\sigma_{p+1}$ is the $(p+1)$-th largest singular value of $A$.

Suppose that a low rank approximation of $A$ with a target rank $r$ is needed. A sketching method is further developed in [120] for selected $p$ and $\ell$. Again, we draw independent Gaussian matrix $\Omega \in \mathbb{R}^{n \times p}$ and $\Psi \in \mathbb{R}^{\ell \times m}$, and compute the matrix-matrix multiplications:

$$Y = A \Omega, \quad W = \Psi A,$$

Then an approximation $\hat{A}$ is computed:

1. Calculate an orthogonal-triangular factorization $Y = QR$ where $Q \in \mathbb{R}^{m \times p}$.
2. Compute a least-squares problem to derive $X = (\Psi Q)^\dagger W \in \mathbb{R}^{p \times n}$.
3. Assemble the rank-$p$ approximation $\hat{A} = QX$.

Assume that $p = 2r + 1$ and $\ell = 4r + 2$. It is established that

$$\mathbb{E}\|A - \hat{A}\|_F \leq 2 \min_{\text{rank}(Z) \leq r} \|A - Z\|_F.$$
8.7 Truncated subspace method for tensor train

In this subsection, we consider the trace maximization problem (8.7) whose dimension reaches the magnitude of $O(10^{42})$. Due to the scale of data storage, a tensor train (TT) format is used to express data matrices and eigenvectors in [151]. The corresponding eigenvalue problem can be solved based on the subspace algorithm and the alternating direction method with suitable truncations.

The goal is to express a vector $x \in \mathbb{R}^n$ as a tensor $x \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_d}$ for some positive integers $n_1, \ldots, n_d$ such that $n = n_1n_2\cdots n_d$ using a collection of three-dimensional tensor cores $X_\mu \in \mathbb{R}^{r_{\mu-1}\times r_\mu \times n_\mu}$ with fixed dimensions $r_\mu$, $\mu = 1, \cdots, d$ and $r_0 = r_d = 1$. A tensor $x$ is stored in the TT format if its elements can be written as

$$x_{i_1i_2\cdots i_d} = X_1(i_1)X_2(i_2)\cdots X_d(i_d),$$

where $X_\mu(i_\mu) \in \mathbb{R}^{r_{\mu-1}\times r_\mu}$ is the $i_\mu$-th slice of $X_\mu$ for $i_\mu = 1, 2, \cdots, n_\mu$. The values $r_\mu$ are often equal to a constant $r$, which is then called the TT-rank. Consequently, storing a vector $x \in \mathbb{R}^{n_d}$ only needs $O(dnr^2)$ entries if the corresponding tensor $x$ has a TT format. The representation of $x$ is shown as graphs in Fig. 2.

There are several ways to express a matrix $X \in \mathbb{R}^{n \times p}$ with $p \ll n$ in the TT format. A direct way is to store each column of $X$ as tensors $x_1, x_2, \cdots, x_p$ in the TT format separately. Another economic choice is that these $p$ tensors share all except one core. Let the shared cores be $X_i, i \neq \mu$ and the $\mu$-th core of $x_i$ be $X_{\mu,j}$, for $i = 1, 2, \cdots, p$. Then the $i_1i_2\cdots i_d$ component of $x_j$ is

$$X(i_1, \cdots, i_\mu, \cdots, i_d) = X_1(i_1)\cdots X_{\mu,j}(i_\mu)\cdots X_d(i_d). \quad (8.24)$$

The above scheme generates a block-$\mu$ TT ($\mu$-BTT) format, which is depicted in Fig. 3. Similarly, a matrix $A \in \mathbb{R}^{n \times n}$ is in an operator TT format $A$ if the components of $A$ can be

![Figure 2: The first row is a TT format of $u$ with cores $X_\mu$, $\mu = 1, 2, \cdots, d$. The second row is a representation of its elements $x_{i_1i_2\cdots i_d}$.](image-url)
assembled as
\[
A_{i_1j_1\ldots i_dj_d} = A_1(i_1j_1)A_2(i_2j_2)\cdots A_d(i_dj_d),
\]
where \(A_\mu(i\mu,j\mu) \in \mathbb{R}^{r\mu-1 \times r\mu}\) for \(i\mu,j\mu \in \{1,\ldots,n_\mu\}\).

Assume that the matrix \(A\) itself can be written in the operator TT format. Let \(X \in \mathbb{R}^{n \times p}\) with \(n = n_1n_2\cdots n_d\) whose BTT format is \(X\), and \(T_{n,r,p}\) be the set of the BTT formats whose TT-ranks are no more than \(r\). Then the eigenvalue problem in the block BTT format is
\[
\min_{X \in \mathbb{R}^{n \times p}} \text{tr}(X^TAX), \quad \text{s.t. } X^TX = I_p \quad \text{and} \quad X \in T_{n,r,p},
\]
where \(X \in T_{n,r,p}\) means that all calculations are performed in the BTT format. Since the TT-ranks increase dramatically after operations such as the addition and matrix-vector multiplication in the TT formats, the computational cost and the storage becomes more and more expensive as the TT-ranks increase. Therefore, the subspace methods in subsection 8.3 can only be applied with projections to \(T_{n,r,p}\) at some suitable places so that the overall computational cost is still tractable.

In our truncated subspace optimization methods, solving the subproblem (8.8) is split into a few steps. First, the subspace \(\mathcal{G}_k\) is modified with truncations so that the computation of the coefficient matrix \(U^TAU\) in the RR procedure is affordable. Let \(P_T(X)\) be the truncation of \(X\) to the BTT format \(T_{n,r,p}\). One can choose either the following subspace
\[
\mathcal{G}_k^T = \text{span}\{P_T(AX_k)X_kX_{k-1}\},
\]
or a subspace similar to that of LOBPCG with two truncations as
\[
\mathcal{G}_k^T = \text{span}\{X_k,P_T(R_k),P_T(P_k)\},
\]
where the conjugate gradient direction is \(P_k = X_k - X_{k-1}\) and the residual vector is \(R_k = AX_k - X_k\Lambda_k\).
Consequently, the subspace problem in the BTT format is

\[ Y_{k+1} := \arg \min_{X \in \mathbb{R}^{n \times p}} \text{tr}(X^TAX), \quad \text{s.t.} \quad X^TX = I_p, \quad X \in \mathfrak{S}_k^T, \] (8.29)

which is equivalent to a generalized eigenvalue decomposition problem:

\[ \min_{V \in \mathbb{R}^{q \times p}} \text{tr}(V^T(S^TAS)V), \quad \text{s.t.} \quad V^TS^TV = I_p. \] (8.30)

Note that \( Y_{k+1} \not\in \mathcal{T}_{n,r,p} \) because the rank of \( Y_{k+1} \) is larger than \( r \) due to several additions between the BTT formats. Since \( Y_{k+1} \) is a linear combination of the BTT formats in \( \mathfrak{S}_k^T \), problem (8.29) still can be solved easily but only the coefficients of the linear combinations are stored.

We next project \( Y_{k+1} \) to the required space \( \mathcal{T}_{n,r,p} \) as

\[ X_{k+1} = \arg \min_{X \in \mathbb{R}^{n \times p}} \|X - Y_{k+1}\|_F^2, \quad \text{s.t.} \quad X^TX = I_p, \quad X \in \mathcal{T}_{n,r,p}. \] (8.31)

This problem can be solved by using the alternating minimization scheme. By fixing all except the \( \mu \)th core, we obtain

\[ \min_{V} \|\mathcal{X}_{\neq \mu}V - \text{vec}(Y_{k+1})\|_F^2, \quad \text{s.t.} \quad V^T\mathcal{X}_{\neq \mu}^T\mathcal{X}_{\neq \mu}V = I_p, \] (8.32)

where

\[ \mathcal{X}_{\neq \mu} := (X_{\geq \mu+1} \otimes I_{n_\mu} \otimes X_{\leq \mu-1}), \]

and

\[
\begin{align*}
X_{\leq \mu} & = [X_1(i_1)X_2(i_2)\cdots X_{\mu}(i_\mu)] \in \mathbb{R}^{n_1 \times \cdots \times n_\mu \times r_p}, \\
X_{\geq \mu} & = [X_{\mu}(i_\mu)X_{\mu+1}(i_{\mu+1})\cdots X_d(i_d)]^T \in \mathbb{R}^{n_\mu n_{\mu+1} \cdots n_d \times r_{p-1}}.
\end{align*}
\]

Therefore, after imposing orthogonality on \( \mathcal{X}_{\neq \mu} \), (8.32) is reformulated as

\[ \min_{V} \|V - \mathcal{X}_{\neq \mu}^T\text{vec}(Y_{k+1})\|_F^2, \quad \text{s.t.} \quad V^TV = I_p, \] (8.33)

whose optimal solution can be computed by the \( p \)-dominant SVD of \( \mathcal{X}_{\neq \mu}^T\text{vec}(Y_{k+1}) \).

9 Optimization with orthogonality constraints

In this section, we consider the optimization problem with orthogonality constraints [2, 60, 134]:

\[ \min_{X \in \mathbb{C}^{n \times p}} f(X), \quad \text{s.t.} \quad X^*X = I_p, \] (9.1)
where \( f(X) : \mathbb{C}^{n \times p} \to \mathbb{R} \) is a \( \mathbb{R} \)-differentiable function [68]. The set \( \text{St}(n,p) := \{ X \in \mathbb{C}^{n \times p} : X^*X = I_p \} \) is called the Stiefel manifold. Obviously, the eigenvalue problem in Section 8 is a special case of (9.1). Other important applications include the density functional theory [133], Bose-Einstein condensates [139], low rank nearest correlation matrix completion [123], and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 60, 122] and etc. Although (9.1) can be treated from the perspective of general nonlinear programming, the intrinsic structure of the Stiefel manifold enables us to develop more efficient algorithms. In fact, it can be solved by the Riemannian gradient descent, Riemannian conjugate gradient, proximal Riemannian gradient methods [1, 2, 6, 63]. The Riemannian Newton, trust-region, adaptive regularized Newton methods [1, 2, 60, 122] can be used when the Hessian information is available. Otherwise, the quasi-Newton types methods are good alternatives [59, 62, 63].

The tangent space is \( T_X := \{ \xi \in \mathbb{C}^{n \times p} : X^*\xi + \xi^*X = 0 \} \). The operator \( \text{Proj}_X(Z) := Z - \text{sym}(X^*Z) \) is the projection of \( Z \) onto the tangent space \( T_X \) and \( \text{sym}(A) := (A + A^*)/2 \). The symbols \( \nabla f(X) (\nabla^2 f(X)) \) and \( \text{grad} f(X) (\text{Hess} f(X)) \) denote the Euclidean and Riemannian gradient (Hessian) of \( f \) at \( X \). Using the real part of the Frobenius inner product \( \Re(\langle A, B \rangle) \) as the Euclidean metric, the Riemannian Hessian \( \text{Hess} f(X) \) [3, 32] can be written as

\[
\text{Hess} f(X)[\xi] = \text{Proj}_X(\nabla^2 f(X)[\xi] - \xi \text{sym}(X^* \nabla f(X))),
\]

where \( \xi \) is any tangent vector in \( T_X \). A retraction \( R \) is a smooth mapping from the tangent bundle to the manifold. Moreover, the restriction \( R_X \) of \( R \) to \( T_X \) has to satisfy \( R_X(0_X) = X \) and \( DR_X(0_X) = \text{id}_{T_X} \), where \( \text{id}_{T_X} \) is the identity mapping on \( T_X \).

### 9.1 Regularized Newton type approaches

We now describe an adaptively regularized Riemannian Newton type method with a subspace refinement procedure [59, 60]. Note that the Riemannian Hessian-vector multiplication (9.2) involves the Euclidean Hessian and gradient with simple structures. We construct a second-order Taylor approximation in the Euclidean space rather than the Riemannian space at the \( k \)-th iteration:

\[
m_k(X) := \Re(\nabla f(X_k), X - X_k) + \frac{1}{2} \Re(B_k[X - X_k], X - X_k) + \frac{\tau_k}{2} \| X - X_k \|_F^2,
\]

where \( B_k \) is either \( \nabla^2 f(X_k) \) or its approximation based on whether \( \nabla^2 f(X_k) \) is affordable or not, and \( \tau_k \) is a regularization parameter to control the distance between \( X \) and \( X_k \). Then the subproblem is

\[
\min_{X \in \mathbb{C}^{n \times p}} m_k(X) \quad \text{s.t.} \quad X^*X = I.
\]

After obtaining an approximate solution \( Z_k \) of (9.4), we calculate a ratio between the predicted reduction and the actual reduction, then use the ratio to decide whether \( X_{k+1} \) is set to \( Z_k \) or \( X_k \) and to adjust the parameter \( \tau_k \) similar to the trust region methods.
In particular, the model (9.4) can be minimized by using a modified CG method to solve a single Riemannian Newton system:

$$\text{grad} m_k(X_k) + \text{Hess} m_k(X_k)[\hat{\xi}] = 0.$$  \hfill (9.5)

A simple calculation yields:

$$\text{Hess} m_k(X_k)[\hat{\xi}] = \text{Proj}_{X_k}(B_k[\hat{\xi}] - \hat{\xi}\text{sym}((X_k)^* \nabla f(X_k)) + \tau_k \hat{\xi}, \hat{\xi} \in T_{X_k}).$$  \hfill (9.6)

Hence, the regularization term shifts the spectrum of the Riemannian Hessian by $\tau_k$. The modified CG method is a direct adaption of the truncated CG method for solving the classic trust region subproblem, see [89, Chapter 5] and [2, Chapter 7] for a comparison. It is terminated when either the residual becomes small or a negative curvature is detected since the Hessian may be indefinite. During the process, two different vectors $s_k$ and $d_k$ are generated, where the vector $d_k$ represents the negative curvature direction and $s_k$ corresponds to the conjugate direction from the CG iteration. The direction $d_k$ is zero unless a negative curvature is detected. Therefore, a possible choice of the search direction $\xi_k$ is

$$\xi_k = \begin{cases} s_k + \tau_k d_k, & \text{if } d_k \neq 0, \\ s_k, & \text{if } d_k = 0, \end{cases} \quad \text{with} \quad \tau_k := \frac{\langle d_k, \text{grad} m_k(X_k) \rangle}{\langle d_k, \text{Hess} m_k(X_k)[d_k] \rangle}. \hfill (9.7)$$

Once the direction $\xi_k$ is computed, a trial point $Z_k$ is searched along $\xi_k$ followed by a retraction, i.e.,

$$Z_k = R_{X_k}(\alpha_k \xi_k). \hfill (9.8)$$

The step size $\alpha_k = a_0 \delta^h$ is chosen by the Armijo rule such that $h$ is the smallest integer satisfying

$$m_k(R_{X_k}(a_0 \delta^h \xi_k)) \leq \rho a_0 \delta^h \langle \text{grad} m_k(X_k), \xi_k \rangle,$$  \hfill (9.9)

where $\rho, \delta \in (0,1)$ and $a_0 \in (0,1]$ are given constants.

The performance of the Newton-type method may be seriously deteriorated when the Hessian is close to be singular. In this case, it is often observed that the Riemannian Newton direction is nearly parallel to the negative gradient direction. Consequently, the next iteration $X_{k+1}$ very likely belongs to the subspace span$\{X_k, \text{grad} f(X_k)\}$, which is similar to the Riemannian gradient approach. To overcome the numerical difficulty, we can further solve (9.1) in a restricted subspace. Specifically, a $q$-dimensional subspace $\mathcal{S}_k$ is constructed with an orthogonal basis $Q_k \in \mathbb{C}^{n \times q} (p \leq q \leq n)$. Then the representation of any point $X$ in the subspace $\mathcal{S}_k$ is

$$X = Q_k M$$

for some $M \in \mathbb{C}^{q \times p}$. In a similar fashion to these constructions for the linear eigenvalue problems in section 8, the subspace $\mathcal{S}_k$ can be built by using the history information $\{X_k, X_{k-1}, \cdots\}$, $\{\text{grad} f(X_k), \text{grad} f(X_{k-1}), \cdots\}$ and other useful information. Once a subspace $\mathcal{S}_k$ is given, (9.1) with an additional constraint $X \in \mathcal{S}_k$ becomes

$$\min_{M \in \mathbb{C}^{q \times p}} f(Q_k M) \quad \text{s.t.} \quad M^* M = I_p.$$  \hfill (9.10)
Suppose that $M_k$ is an inexact solution of the problem (9.10) from existing optimization methods on manifold. Then $X_{k+1} = Q_k M_k$ is a better point than $X_k$. For extremely difficult problems, one may alternate between the Newton type method and the subspace refinement procedure for a few cycles.

9.2 A structured quasi-Newton update with Nyström approximation

The secant condition in the classical quasi-Newton methods for constructing the quasi-Newton matrix $B_k$

$$B_k[S_k] = \nabla f(X_k) - \nabla f(X_{k-1}),$$  \hspace{1cm} (9.11)

where

$$S_k := X_k - X_{k-1}.$$  

Assume that the Euclidean Hessian $\nabla^2 f(X)$ is a summation of a relatively cheap part $\mathcal{H}^c(X)$ and a relatively expensive or even inaccessible part $\mathcal{H}^e(X)$, i.e.,

$$\nabla^2 f(X) = \mathcal{H}^c(X) + \mathcal{H}^e(X).$$  \hspace{1cm} (9.12)

Then it is reasonable to keep the cheaper part $\mathcal{H}^c(X)$ but approximate $\mathcal{H}^e(X)$ using the quasi-Newton update $\mathcal{E}_k$. It yields an approximation $B_k$ to the Hessian $\nabla^2 f(X_k)$ as

$$B_k = \mathcal{H}^c(X_k) + \mathcal{E}_k,$$  \hspace{1cm} (9.13)

Plugging (9.13) into (9.11) gives the following revised secant condition

$$\mathcal{E}_k[S_k] = Y_k,$$  \hspace{1cm} (9.14)

where

$$Y_k := \nabla f(X_k) - \nabla f(X_{k-1}) - \mathcal{H}^c(X_k)[S_k].$$  \hspace{1cm} (9.15)

A good initial matrix $\mathcal{E}_k^0$ to $\mathcal{E}_k$ is important to ensure the convergence speed of the limited-memory quasi-Newton method. We assume that a known matrix $\mathcal{E}_k^0$ can approximate the expensive part of the Hessian $\mathcal{H}^e(X_k)$ well, a very limited number of matrix-matrix products involving $\mathcal{E}_k^0$ is affordable but many of them are still prohibitive. We next use the Nyström approximation [119] to construct a low rank matrix. Let $\Omega$ be a matrix whose columns constitute an orthogonal basis of a well-chosen subspace $\mathcal{G}$ and denote $W = \mathcal{E}_k^0[\Omega]$. The Nyström approximation is

$$\mathcal{E}_k^0[U] := W(W^* \Omega)^\dagger W^* U,$$  \hspace{1cm} (9.16)

where $U \in \mathbb{C}^{n \times p}$ is any direction. When the dimension of the subspace $\mathcal{G}$ is small enough, the rank of $W(W^* \Omega)^\dagger W^*$ is also small so that the computational cost of $\mathcal{E}_k^0[U]$ is significantly cheaper than the original $\mathcal{E}_k^0[U]$. Suppose the subspace $\mathcal{G}$ is chosen as

\[ \text{span}\{X_{k-1}, X_k\}, \]
which contains the element $S_k$. If $\hat{E}_k^0(UV) = \hat{E}_k^0(U)V$ for any matrices $U, V$ with proper dimension (this condition is satisfied when $\hat{E}_k^0$ is a matrix), then the secant condition still holds at $E_k^0$, i.e.,

$$E_k^0[S_k] = Y_k.$$ 

The subspace $\mathcal{S}$ can also be defined as

$$\text{span}\{X_{k-1, k, \hat{E}_k^0[X_k]}\} \quad \text{or} \quad \text{span}\{X_{k-h, \ldots, k-1, k}\} \quad (9.17)$$

with small memory length $h$. Consequently, we obtain a limited-memory Nyström approximation.

### 9.3 Electronic structure calculations

The density functional theory (DFT) in electronic structure calculation is an important source of optimization problems with orthogonality constraints. By abuse of notation, we refer to Kohn-Sham (KS) equations with local or semi-local exchange-correlation functionals as KS-DFT, and KS equations with hybrid functionals as HF (short for Hartree-Fock). The KS/HF equations try to identify orthogonal eigenvectors to satisfy the nonlinear eigenvalue problems, while the KS/HF minimization problem minimizes the KS/HF total energy functionals under the orthogonality constraints. These two problems are connected by the optimality conditions.

#### 9.3.1 The mathematical models

The wave functions of $p$ occupied states can be expressed as $X = [x_1, \ldots, x_p] \in \mathbb{C}^{n \times p}$ with $X^* X = I_p$ after some suitable discretization. The KS total energy functional is defined as

$$E_{\text{ks}}(X) := \frac{1}{4} \text{tr}(X^* LX) + \frac{1}{2} \text{tr}(X^* V_{\text{ion}} X) + \frac{1}{2} \sum_{l} \sum_{i} \zeta_l |x_i^* w_l|^2 + \frac{1}{4} \rho^\top L^\top \rho + \frac{1}{2} \rho^\top \epsilon_{\text{xc}}(\rho), \quad (9.18)$$

where $L$ is a discretized Laplacian operator, the charge density is $\rho(X) = \text{diag}(XX^*)$, $V_{\text{ion}}$ is the constant ionic pseudopotentials, $w_l$ represents a discretized pseudopotential reference projection function, $\zeta_l$ is a constant whose value is $\pm 1$, and $\epsilon_{\text{xc}}$ is related to the exchange correlation energy. The Fock exchange operator $\mathcal{V}(\cdot) : \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n \times n}$ is usually a fourth-order tensor [70] which satisfies the following properties: (i) $\langle \mathcal{V}(D_1), D_2 \rangle = \langle \mathcal{V}(D_2), D_1 \rangle$ for any $D_1, D_2 \in \mathbb{C}^{n \times n}$; (ii) $\mathcal{V}(D)$ is Hermitian if $D$ is Hermitian. Then the Fock exchange energy is

$$E_f(X) := \frac{1}{4} \langle \mathcal{V}(XX^*) X, X \rangle = \frac{1}{4} \langle \mathcal{V}(XX^*), XX^* \rangle. \quad (9.19)$$

Therefore, the total energy minimization problem can be formulated as

$$\min_{X \in \mathbb{C}^{n \times p}} E(X), \quad \text{s.t.} \quad X^* X = I_p, \quad (9.20)$$
where $E(X)$ is $E_{ks}(X)$ in KSDFT and

$$E_{hf}(X) := E_{ks}(X) + E_f(X)$$

in HF. Computing $E_f(X)$ is very expensive since a multiplication between an $n \times n \times n \times n$ fourth-order tensor and an $n$-by-$n$ matrix is needed in $\mathcal{V}(\cdot)$.

Denote the KS Hamiltonian $H_{ks}(X)$ as

$$H_{ks}(X) := \frac{1}{2}L + V_{ion} + \sum_{l} \zeta_l w_l^2 + \text{Diag}(\mathbb{R}L^d \rho) + \text{Diag}(\mu_{xc}(\rho)^* e_n),$$

(9.21)

where $\mu_{xc}(\rho) = \frac{\partial \epsilon_{xc}(\rho)}{\partial \rho}$. Since $H_{ks}(X)$ is essentially determined by the charge density $\rho(X)$, it is often written as $H_{ks}(\rho)$. The HF Hamiltonian is

$$H_{hf}(X) := H_{ks}(X) + \mathcal{V}(XX^*).$$

(9.22)

A detailed calculation shows that the Euclidean gradient of $E_{ks}(X)$ is

$$\nabla E_{ks}(X) = H_{ks}(X)X.$$ 

(9.23)

The gradient of $E_f(X)$ is $\nabla E_f(X) = \mathcal{V}(XX^*)X$. Assume that $\epsilon_{xc}(\rho(X))$ is twice differentiable with respect to $\rho(X)$, the Hessian of $E_{ks}(X)$ is

$$\nabla^2 E_{ks}(X)[U] = H_{ks}(X)U + \mathcal{R}(X)[U],$$

(9.24)

where $U \in \mathbb{C}^{n \times p}$ and $\mathcal{R}(X)[U] := \text{Diag}((\mathbb{R}L^d + \frac{\partial^2 \epsilon_{xc}}{\partial \rho^2} e_n)(\bar{X} \odot U + X \odot \bar{U})e_n)X$. The Hessian of $E_f(X)$ is

$$\nabla^2 E_f(X)[U] = \mathcal{V}(XX^*)U + \mathcal{V}(XU^* + UX^*)X.$$ 

(9.25)

### 9.3.2 The self-consistent field (SCF) iteration

The first-order optimality conditions for the total energy minimization problem are

$$H(X)X = X\Lambda, \quad X^*X = I_p,$$ 

(9.26)

where $X \in \mathbb{C}^{n \times p}$, $\Lambda$ is a diagonal matrix and $H$ represents $H_{ks}$ in (9.21) or $H_{hf}$ in (9.22). For KSDFT, one of the most popular methods is the SCF iteration. At the $k$-th iteration, the SCF performs the following steps.

(i) Fix the Hamiltonian to be $H_{ks}(\tilde{\rho}_k)$ at a given $\tilde{\rho}_k$, then compute the $p$ smallest eigenvalues of $H_{ks}(\tilde{\rho}_k)$ and denote the corresponding eigenvectors as $X_{k+1}$. That is, one solves the linear eigenvalue problem:

$$H_{ks}(\tilde{\rho}_k)X = X\Lambda, \quad X^*X = I_p.$$ 

(9.27)
(ii) Compute a new charge density \( \rho_{k+1} = \rho(X_{k+1}) \). It is then mixed with charge densities from previous steps to produce the new charge density \( \tilde{\rho}_{k+1} \) in order to accelerate the convergence instead of using \( \rho_{k+1} \) directly.

The above procedure is repeated until self-consistency is reached.

A particular charge mixing scheme is the direct inversion of iterative subspace (DIIS) or the Pulay mixing [94, 95, 117]. Choose an integer \( m \) with \( m \leq k \). Let

\[
W = (\Delta \rho_k, \Delta \rho_{k-1}, \cdots, \Delta \rho_{k-m+1}), \quad \Delta \rho_j = \rho_j - \rho_{j-1}.
\]

The Pulay mixing generates the charge density \( \tilde{\rho}_k \) by a linear combination of the previously charge densities

\[
\tilde{\rho}_k = \sum_{j=0}^{m-1} c_j \rho_{k-j},
\]

where \( c = (c_0, c_1, \cdots, c_{m-1}) \) is the solution to the minimization problem:

\[
\min_c \|Wc\|_2^2, \quad \text{s.t.} \quad c^\top e_m = 1.
\]

Other types of mixing includes Broyden mixing, Kerker mixing and Anderson mixing, etc. Charge mixing is widely used for improving the convergence of SCF even though its convergence property is still not clear in few cases.

In HF, the SCF method at the \( k \)-th iteration solves:

\[
\tilde{H}_k X = X \Lambda, \quad X^\top X = I_p,
\]

where \( \tilde{H}_k \) is formed from certain mixing schemes. Note that the Hamiltonian (9.22) can be written as \( H_{hf}(D) \) with respect to the density matrix \( D = XX^\top \). In the commutator DIIS (C-DIIS) method [94, 95], the residual \( W_j \) is defined as the commutator between \( H_{hf}(D_j) \) and \( D_j \), i.e.,

\[
W_j = H_{hf}(D_j)D_j - D_jH_{hf}(D_j).
\] (9.28)

We next solve the following minimization to obtain a coefficient \( c \):

\[
\min_c \left\| \sum_{j=0}^{m-1} c_j W_j \right\|_F^2, \quad \text{s.t.} \quad c^\top e_m = 1.
\]

Then, a new Hamiltonian matrix is obtained \( \tilde{H}_k = \sum_{j=0}^{m-1} c_j H_{k-j} \). Since an explicit storage of the density matrix can be prohibitive, the projected C-DIIS in [61] uses projections of the density and commutator matrices so that the sizes are much smaller.
9.3.3 Subspace methods for HF using Nyström approximation

Note that the most expensive part in HF is the evaluation of $E_f(X)$ and the related derivatives. We apply the limited-memory Nyström technique to approximate $\mathcal{V}(X_k X_k^*)$ by $\hat{\mathcal{V}}(X_k X_k^*)$. Let $Z = \mathcal{V}(X_k X_k^*) \Omega$ where $\Omega$ is an orthogonal basis of the subspace such as $\text{span}\{X_k\}$, $\text{span}\{X_{k-1}, X_k\}$ or $\text{span}\{X_{k-1}, X_k, \mathcal{V}(X_k X_k^*) X_k\}$.

Then the low rank approximation

$$\hat{\mathcal{V}}(X_k X_k^*) = Z(Z^* \Omega)^+ Z^*$$

is able to reduce the computational cost significantly. Note that the adaptive compression method in [74] compresses the operator $\mathcal{V}(X_k X_k^*)$ on the subspace $\text{span}\{X_k\}$. Consequently, we can keep the easier parts $E_{ks}$ but approximate $E_f(X)$ by using (9.29). Hence, a new subproblem is formulated as

$$\min_{X \in \mathbb{C}^{n \times p}} E_{ks}(X) + \frac{1}{4} \langle \hat{\mathcal{V}}(X_k X_k^*) X, X \rangle \quad \text{s.t.} \quad X^* X = I_p. \tag{9.30}$$

The subproblem (9.30) can be solved by the SCF iteration, the Riemannian gradient method or the modified CG method based on the following linear equation

$$\text{Proj}_{X_k} \left( \nabla^2 E_{ks}(X_k)[\xi] + \frac{1}{2} \hat{\mathcal{V}}(X_k X_k^*) \xi - \xi \text{sym}(X_k^* \nabla f(X_k)) \right) = -\text{grad} E_{hf}(X_k).$$

9.3.4 A regularized Newton type method

Computing the $p$-smallest eigenpairs of $H_{ks}(\tilde{\rho})$ is equivalent to a trace minimization problem

$$\min_{X \in \mathbb{C}^{n \times p}} q(X) := \frac{1}{2} \text{tr}(X^* H_{ks}(\tilde{\rho}) X) \quad \text{s.t.} \quad X^* X = I_p. \tag{9.31}$$

Note that $q(X)$ is a second-order approximation to the total energy $E_{ks}(X)$ without considering the second term in the Hessian (9.24). Hence, the SCF method may not converge if this second term dominates. The regularized Newton in (9.1) can be applied to solve both KSDFT and HF with convergence guarantees. We next explain a particular version in [140] whose subproblem is

$$\min_{X \in \mathbb{C}^{n \times p}} \frac{1}{2} \text{tr}(X^* H_{ks}(\tilde{\rho}) X) + \frac{\tau_k}{4} \|XX^T - X_k X_k^T\|_F^2 \quad \text{s.t.} \quad X^* X = I_p. \tag{9.32}$$

Since $X_k$ and $X$ are orthonormal matrices, we have

$$\|XX^T - X_k X_k^T\|_F^2 = \text{tr}((XX^T - X_k X_k^T)(XX^T - X_k X_k^T)) = 2p - 2\text{tr}(X_k^T X_k^T X).$$

Therefore, (9.32) is a linear eigenvalue problem:

$$(H_{ks}(\tilde{\rho}) - \tau_k X_k^T X_k) X = X \Lambda,$$

$$X^T X = I_p.$$
9.3.5 Subspace refinement for KSDFT
The direct minimization method in [140] is a kind of subspace refinement procedure using

\[ Y = [X_k, P_k, R_k], \]

where \( P_k = X_k - X_{k-1} \) and \( R_k = H_{ks}(X_k)X_k - X_k \Lambda_k \). Then the variable \( X \) can be expressed as \( X = Y G \) where \( G \in \mathbb{C}^{3p \times p} \). The total energy minimization problem (9.20) becomes:

\[
\min_G E_{ks}(YG), \quad \text{s.t.} \quad G^*Y^*YG = I_p,
\]

whose first-order optimality condition is a generalized linear eigenvalue problem:

\[
(Y^*H_{ks}(YG)Y)G = Y^*YG\Omega, \quad G^*Y^*YG = I_p.
\]

The subspace refinement method may help when the regularized Newton method does not perform well. Note that the total energy minimization problem (9.20) is not necessary equivalent to a nonlinear eigenvalue problem (9.26) for finding the \( p \) smallest eigenvalues of \( H(X) \). Although an intermediate iterate \( X \) is orthogonal and contains eigenvectors of \( H(X) \), these eigenvectors are not necessary the eigenvectors corresponding to the \( p \) smallest eigenvalues. Hence, we can form a subspace which contains these possible target eigenvectors. In particular, we first compute the first \( \gamma p \) smallest eigenvalues for some small integer \( \gamma \). Their corresponding eigenvectors of \( H(X_k) \), denoted by \( \Gamma_k \), are put in a subspace as

\[
\text{span}\{X_{k-1}, X_k, \text{grad}E(X_k), \Gamma_k\}. \tag{9.33}
\]

Numerical experience shows that the refinement scheme in subsection 9.1 with this subspace is likely escape a stagnated point.

10 Semidefinite programming (SDP)
In this section, we present two specialized subspace methods for solving the maxcut SDP and the maxcut SDP with nonnegative constraints from community detection.

10.1 The maxcut SDP
The maxcut problem partition the vertices of a graph into two sets so that the sum of the weights of the edges connecting vertices in one set with these in the other set is maximized. The corresponding SDP relaxation [8,16,47,57] is

\[
\min_{X \in S^n} \langle C, X \rangle \\
\text{s.t.} \quad X^{ii} = 1, \quad i = 1, \cdots, n, \\
X \succeq 0. \tag{10.1}
\]
We first describe a second-order cone program (SOCP) restriction for the SDP problem (10.1) by fixing all except one row and column of the matrix $X$. For any integer $i \in \{1, \cdots, n\}$, the complement of the set $\{i\}$ is $i^c = \{1, \cdots, n\} \setminus \{i\}$. Let $B = X^{i,i^c}$ be the submatrix of $X$ after deleting its $i$-th row and column, and $y = X^{i,i} = B^{i,i}$ be the $i$-th column of the matrix $X$ without the element $X^{i,i}$. Since $X_{ii} = 1$, the variable $X$ of (10.1) can be written as

$$X := \begin{pmatrix} 1 & y^\top \\ y & B \end{pmatrix} := \begin{pmatrix} 1 & y^\top \\ y & X^{i,i^c} \end{pmatrix}$$

without loss of generality. Suppose that the submatrix $B$ is fixed. It then follows from the Schur complement theorem that $X \succeq 0$ is equivalent to

$$1 - y^\top B^{-1} y \geq 0.$$ 

In order to maintain the strict positive definiteness of $X$, we require $1 - y^\top B^{-1} y \geq \nu$ for a small constant $\nu > 0$. Therefore, the SDP problem (10.1) is reduced to a SOCP:

$$\begin{aligned} & \min_{y \in \mathbb{R}^{n-1}} \quad \hat{c}^\top y \\ & \text{s.t.} \quad 1 - y^\top B^{-1} y \geq \nu, \quad y \in \text{Range}(B), \end{aligned} \quad (10.2)$$

where $\hat{c} := 2C^{i,i^c}$. If $\gamma := \hat{c}^\top B \hat{c} > 0$, an explicit solution of (10.2) is given by

$$y = - \sqrt{\frac{1 - \nu}{\gamma}} B \hat{c}. \quad (10.3)$$

Otherwise, the solution is $y = 0$.

We next describe the RBR method [132]. Starting from a positive definite feasible solution $X_1$, it updates one row/column of $X$ at each of the inner steps. The operations from the first row to the last row is called a cycle. At the first step of the $k$-th cycle, the matrix $B$ is set to $X^{k, i^c}_k$ and $y$ is computed by (10.3). Then the first row/column of $X_k$ is substituted by $X^{k,i} := y$. Other rows/columns are updated in a similar fashion until all row/column are updated. Then we set $X_{k+1} := X_k$ and this procedure is repeated until certain stopping criteria are met.

The RBR method can also be derived from the logarithmic barrier problem

$$\begin{aligned} & \min_{X \in \mathcal{S}^n} \quad \phi_\sigma(X) := \langle C, X \rangle - \sigma \log \det X \\ & \text{s.t.} \quad X^{ii} = 1, \quad \forall i = 1, \cdots, n, \quad X \succ 0. \end{aligned} \quad (10.4)$$

Fixing the block $B = X^{i,i^c}$ gives

$$\det(X) = \det(B)(1 - (X^{i,i^c})^\top B^{-1} X^{i,i^c}).$$
Therefore, the RBR subproblem for (10.4) is
\[
\min_{y \in \mathbb{R}^{n-1}} \hat{c}^\top y - \sigma \log(1 - y^\top B^{-1} y).
\] (10.5)

If \( \gamma := \hat{c}^\top B \hat{c} > 0 \), the solution of problem (10.5) is
\[
y = -\frac{\sqrt{\sigma^2 + \gamma} - \sigma}{\gamma} B \hat{c}.
\] (10.6)

Consequently, the subproblem (10.2) has the same solution as (10.5) if \( \nu = 2\sigma \sqrt{\sigma^2 + \gamma} - \sigma \).

10.1.1 Examples: Phase retrieval

Given a matrix \( A \in \mathbb{C}^{m \times n} \) and a vector \( b \in \mathbb{R}^m \), the phase retrieval problem can be formulated as a feasibility problem:

\[
\text{find } x, \quad \text{s.t. } |Ax| = b.
\]

An equivalent model in [124] is
\[
\min_{x \in \mathbb{C}^n, y \in \mathbb{R}^m} \frac{1}{2} \|Ax - y\|_2^2
\]
\[
\quad \text{s.t. } |y| = b,
\]

which can be further reformulated as
\[
\min_{x \in \mathbb{C}^n, u \in \mathbb{C}^m} \frac{1}{2} \|Ax - \text{diag}(b)u\|_2^2
\]
\[
\quad \text{s.t. } |u|^2 = 1, \quad i = 1, \ldots, m.
\] (10.7)

By fixing the variable \( u \), it becomes a least squares problem with respect to \( x \), whose explicit solution is \( x = A^\dagger \text{diag}(b)u \). Substituting \( x \) back to (10.7) yields a general maxcut problem:

\[
\min_{u \in \mathbb{C}^m} u^* Mu
\]
\[
\quad \text{s.t. } |u|^2 = 1, \quad i = 1, \ldots, m,
\]

where \( M = \text{diag}(b)(I - AA^\dagger)\text{diag}(b) \) is positive semidefinite. Hence, the corresponding SDP relaxation is
\[
\min_{U \in S^m} \text{tr}(UM)
\]
\[
\quad \text{s.t. } U^{ii} = 1, \quad i = 1, \ldots, m, \quad U \succeq 0.
\]

The above problem can be further solved by the RBR method.
10.2 Community detection

Suppose that the nodes \( [n] = \{1, \cdots, n\} \) of a network can be partitioned into \( r \geq 2 \) disjoint sets \( \{K_1, \cdots, K_r\} \). A binary matrix \( X \) is called a partition matrix if \( X^{ij} = 1 \) for \( i, j \in K_t, t \in \{1, \cdots, r\} \) and otherwise \( X^{ij} = 0 \). Let \( A \) be the adjacency matrix and \( d \) be the degree vector, where \( d_i = \sum_j A_{ij}, i \in [n] \). Define the matrix

\[
C = -(A - \lambda dd^\top),
\]

where \( \lambda = 1/\|d\|_1 \). A popular method for the community detection problem is to maximize the modularity [87] as:

\[
\min_X \langle C, X \rangle \quad \text{s.t.} \quad X \in \mathcal{P}_r^n,
\]

where \( \mathcal{P}_r^n \) is the set of all partition matrices of \( n \) nodes with no more than \( r \) subsets. Since the modularity optimization (10.9) is NP-hard, a SDP relaxation proposed in [25] is:

\[
\min_{X \in \mathbb{R}^{n \times n}} \langle C, X \rangle
\quad \text{s.t.} \quad \begin{align*}
X_{ii} &= 1, & i = 1, \cdots, n, \\
0 &\leq X^{ij} \leq 1, & \forall i, j, \\
X &\succeq 0.
\end{align*}
\]  

(10.10)

The RBR method in Subsection 10.1 can not be applied to (10.10) directly due to the componentwise constraints \( 0 \leq X^{ij} \leq 1 \).

Note that the true partition matrix \( X^* \) can be decomposed as \( X^* = \Phi^*(\Phi^*)^\top \), where \( \Phi^* \in \{0,1\}^{n \times r} \) is the true assignment matrix. This decomposition is unique up to a permutation of the columns of \( \Phi^* \). The structures of \( \Phi^* \) leads to a new relaxation of the original partition matrix \( X^* \) [149]. Define a matrix

\[
U = \begin{bmatrix} u_1^\top, & \cdots, & u_n^\top \end{bmatrix} \in \mathbb{R}^{n \times r}.
\]

We can consider a decomposition \( X = UU^\top \). The constraints \( X_{ii} = 1 \) and \( \Phi^* \in \{0,1\}^{n \times r} \) imply that

\[
\|u_i\|_2 = 1, \quad U \succeq 0, \quad \|u_i\|_0 \leq p,
\]

where the cardinality constraints are added to impose sparsity of the solution. Therefore, an alternative relaxation to (10.9) is

\[
\min_{U \in \mathbb{R}^{n \times r}} \langle C, UU^\top \rangle
\quad \text{s.t.} \quad \begin{align*}
\|u_i\|_2 &= 1, & i = 1, \cdots, n, \\
\|u_i\|_0 &\leq p, & i = 1, \cdots, n, \\
U &\succeq 0.
\end{align*}
\]

(10.11)
Although (10.11) is still NP-hard, it enables us to develop a computationally efficient RBR method. The feasible set for each block $u^i$ is

$$U = \{u \in \mathbb{R}^r | \|u\|_2 = 1, \ u \geq 0, \ \|u\|_0 \leq p \}.$$ 

Then, problem (10.11) can be rewritten as

$$\min_{U \in \mathbb{R}^{rs\times r}} f(U) \equiv \left\langle C, UU^\top \right\rangle, \quad \text{s.t.} \quad u^i \in U. \quad (10.12)$$

For the $i$-th subproblem, we fix all except the $i$-th row of $U$ and formulate the subproblem as

$$u^i = \arg\min_{x \in U} f(u^1, \ldots, u^{i-1}, u^i, u^{i+1}, \ldots, u^u) + \frac{\sigma}{2}\|x - \bar{u}^i\|_2^2,$$

where the last part in the objective function is the proximal term and $\sigma > 0$ is a parameter. Note that the quadratic term $\|x\|_2^2$ is eliminated due to the constraint $\|u\|_2 = 1$. Therefore, the subproblem becomes

$$u^i = \arg\min_{x \in U} b^\top x,$$ 

where $b = 2C^{i\ell}U^{-i} - \sigma\bar{u}^i$, and $C^{i\ell}$ is the $i$-th row of $C$ without the $i$-th component, $U^{-i}$ is the matrix $U$ without the $i$-th row. Define $b_+ = \max\{b, 0\}, b_- = \max\{-b, 0\}$, where the max is taken component-wise. Then the closed-form solution of (10.13) is given by

$$u = \begin{cases} 
\frac{b^p}{\|b^p\|} & \text{if } b_- \neq 0, \\
b^p, \text{ with } j_0 = \arg\min\{b^j\}, & \text{otherwise},
\end{cases} \quad (10.14)$$

where $b^p$ is obtained by keeping the largest $p$ components in $b_-$ and letting the others be zero, and when $\|b_-\|_0 \leq p, b^p = b_-$. Then the RBR method goes over all rows of $U$ by using (10.14).

We next briefly describe the parallelization of the RBR method on a shared memory computer with many threads. The variable $U$ is stored in the shared memory so that it can be accessed by all threads. Even when some row $u^i$ is updating in a thread, the other threads can still access $U$ whenever necessary. In the sequential RBR method, the main cost of updating one row $u^i$ is the computation of $b = 2C^{i\ell}U^{-i} - \sigma\bar{u}^i$, where $\bar{u}^i$ and $U$ are the current iterates. The definition of $C$ in (10.8) gives

$$b^\top = -2A^{i\ell} U^{-i} + 2\lambda d^i (d^i)^\top U^{-i} - \sigma\bar{u}^i,$$ 

where $A^{i\ell}$ is the $i$-th row of $A$ without the $i$-th component. The parallel RBR method is outlined in Fig. 4 where many threads are working simultaneously. The vector $d^\top U$ and matrix $U$ are stored in the shared memory and all threads can access and update them. Every thread picks up their own row $u^i$ at a time and then reads $U$ and the vector $d^\top U$. Then, a private copy of $b^\top$ is computed. Thereafter, the variable $u^i$ is updated and $d^\top U$ is set to $d^\top U \leftarrow d^\top U + d^i (u^i - \bar{u}^i)$ in the shared memory. It immediately proceeds to another
row without waiting for other threads to finish their tasks. Therefore, when a thread is updating its variables, other blocks of variables $u_j, j \neq i$ are not necessarily the most new version. Moreover, if this thread is reading some row $u_i$ or the vector $d^\top U$ from memory and another thread is just modifying them, the data of $u_i$ will be partially updated. Since the memory locking is removed, the parallel RBR method may be able to provide near-linear speedups. See also the HOGWILD! [96] and CYCLADES [91] for the asynchronous methods.

11 Low rank matrix optimization

Optimization problems whose variable is related to low-rank matrices arise in many applications, for example, semidefinite programming (SDP), matrix completion, robust principle component analysis, control and systems theory, model reduction [77], phase retrieval, blind deconvolution, data mining, pattern recognitions [34], latent semantic indexing, collaborative prediction and low-dimensional embedding.
11.1 Low rank structure of first-order methods

A common feature of many first-order methods for the low rank matrix optimization problems is that the next iterate $x_{k+1}$ is defined by the current iterate $x_k$ and a partial eigenvalue decomposition of certain matrix. They can be unified as the following fixed-point iteration scheme [72]:

$$x_{k+1} = T(x_k, \Psi(B(x_k))), \quad x_k \in D, \quad (11.1)$$

where $B: D \to S^n$ is a bounded mapping from a given Euclidean space $D$ to the $n$-dimensional symmetric matrix space $S^n$, and $T$ is a general mapping from $D \times S^n$ to $D$. The spectral operator $\Psi: S^n \to S^n$ is given by

$$\Psi(X) = V \text{Diag}(\psi(\lambda(X))) V^T, \quad (11.2)$$

where $X = V \text{Diag}(\lambda_1, \cdots, \lambda_n) V^T$ is the eigenvalue decomposition of $X$ with eigenvalues in descending order $\lambda_1 \geq \lambda_2 \cdots \geq \lambda_n$, $\lambda(X) = (\lambda_1, \cdots, \lambda_n)^T$, the operator $\psi: \mathbb{R}^n \to \mathbb{R}^n$ is a vector-valued symmetric mapping, i.e., $\psi(P \lambda) = P \psi(\lambda)$ for any permutation matrix $P$. The orthogonal projection of a symmetric matrix $X$ onto a given Range($Q$) with $Q^T Q = I$ is defined as:

$$P_Q(X) := \arg \min_{Y \in S^n, \text{Range}(Y) = \text{Range}(Q)} \|Y - X\|^2_F = Q Q^T X Q Q^T. \quad (11.3)$$

The operator $\Psi$ has the low-rank property at $X$ if there exists an orthogonal matrix $V_I \in \mathbb{R}^{n \times p}$ ($p \ll n$) that span a $p$-dimensional eigen-space corresponding to $\lambda_i(X), i \in I$, such that $\Psi(X) = \Phi(P_{V_I}(X))$, where $\Phi$ is either the same as $\Psi$ or a different spectral operator induced by $\phi$, and $I$ is an index set depending on $X$. The low-rank property ensures that the full eigenvalue decomposition is not needed.

Concrete examples of (11.1) includes the systems from the proximal gradient method (11.11) and the DRS method (11.17). The scheme (11.1) is time-consuming for large scale problems since first-order methods often take thousands of iterations to converge and each iteration requires at least one full or partial eigenvalue decomposition for evaluating $\Psi$. However, $\Psi(B(x_k))$ often lives in a low-dimensional eigenspace in practice. A common practice is to use inexact method such as the Lanczos method, LOBPCG, and randomized methods with early stopping rules [6, 108, 152]. The so-called subspace method performs refinement on a low-dimensional subspace for univariate maximal eigenvalue optimization problem [64, 67, 104] and in the SCF iteration for KSDFT [154]. In the rest of this section, we present approaches [72] which integrate eigenvalue computation coherently with the underlying optimization methods.

11.2 A polynomial-filtered subspace method

We now describe a general subspace framework for the scheme (11.1) using Chebyshev polynomials $\rho_k(\cdot)$ defined in (8.5). Assume that $x^*$ is a limit point of the fixed-point
iteration (11.1) and the low-rank property holds for every \( B(x_k) \) in (11.1). Consequently, the scheme (11.1) is equivalent to

\[ x_{k+1} = T(x_k, \Phi(P_{V_{I_k}}(B(x_k)))), \quad (11.4) \]

where \( V_{I_k} \) is determined by \( B(x_k) \). Although the exact subspace \( V_{I_k} \) usually is unknown, it can be approximated by an estimated subspace \( U_k \) so that the computational cost of \( \Psi \) is significantly reduced. After the next point \( x_{k+1} \) is formed, a polynomial filter step is performed in order to extract a new subspace \( U_{k+1} \) based on \( U_k \). Therefore, combining the two steps (8.6) and (11.4) together gives

\[ x_{k+1} = T(x_k, \Phi(P_{U_k}(B(x_k)))), \quad (11.5) \]

\[ U_{k+1} = \text{orth}(\rho_{q_{k+1}}(B(x_{k+1})))U_k), \quad (11.6) \]

where \( q_k \) is a small number (e.g. 1 to 3) of the polynomial filter \( \rho_k(\cdot) \) applied to \( U_k \). The Chebyshev polynomials are suitable when the targeted eigenvalues are located within an interval, for example, finding a few largest/smallest eigenvalues in magnitude or all positive/negative eigenvalues.

The main feature is that the exact subspace \( V_{I_k} \) is substituted by its approximation \( U_k \) in (11.5). The principle angle between the true and extracted subspace is controlled by the polynomial degree. Then the error between one exact and inexact iteration is bounded. When the initial space is not orthogonal to the target space, the convergence of (11.5)-(11.6) is established under mild assumptions. In fact, the subspace often becomes more and more accurate so that the warm start property is helpful, i.e., the subspace of the current iteration can be refined from the previous one.

### 11.3 The polynomial-filtered proximal gradient method

We next show how to apply the subspace update (11.5) and (11.6) to the proximal gradient method on a set of composite optimization problems

\[ \min \ h(x) := F(x) + R(x), \quad (11.7) \]

where \( F(x) = f \circ \lambda(B(x)) \) with \( B(x) = G + A^*(x) \) and \( R(x) \) is a regularization term with simple structures but need not be smooth. Here \( G \) is a known matrix in \( S^n \), the linear operator \( A \) and its adjoint operator \( A^* \) are defined as

\[
A(X) = [\langle A_1, X \rangle, \cdots, \langle A_m, X \rangle]^T, \quad A^*(x) = \sum_{i=1}^{m} x_i A_i, \quad (11.8)
\]

for given symmetric matrices \( A_i \in S^n \). The function \( f: \mathbb{R}^n \to \mathbb{R} \) is smooth and absolutely symmetric, i.e., \( f(x) = f(Px) \) for all \( x \in \mathbb{R}^n \) and any permutation matrix \( P \in \mathbb{R}^{n \times n} \).

Let \( \Psi \) be a spectral operator induced by \( \psi = \nabla f \). It can be verified that the gradient of \( F \) in (11.7) is

\[ \nabla F(x) = A(\Psi(B(x))). \quad (11.9) \]
The proximal operator is defined by
\[
\text{prox}_{tR}(x) = \arg \min_u R(u) + \frac{1}{2t} \| u - x \|^2_2.
\] (11.10)

Consequently, the proximal gradient method is
\[
x_{k+1} = \text{prox}_{\tau_k R}(x_k - \tau_k A(\Psi(B(x_k)))),
\] (11.11)
where \(\tau_k\) is the step size. Therefore, the iteration (11.11) is a special case of (11.1) with\[
\mathcal{T}(x,X) = \text{prox}_{\tau_k R}(x - A(X)),
\]
\[
\Psi(X) = V \text{Diag}(\nabla f(\lambda(X))) V^T.
\]
Assume that the low-rank property holds at every iteration. The corresponding polynomial-filtered method can be written as
\[
x_{k+1} = \text{prox}_{\tau_k R}(x_k - \tau_k A(\Phi(P_{U_k}(B(x_k))))),
\] (11.12)
\[
U_{k+1} = \text{orth}(p_{k+1}^{(1)}(B(x_{k+1}))U_k).
\] (11.13)

11.3.1 Examples: Maximal eigenvalue and matrix completion

Consider the maximal eigenvalue optimization problem:
\[
\min_x F(x) + R(x) := \lambda_1(B(x)) + R(x),
\] (11.14)
where \(B(x) = G + A^*(x)\). Certain specific formulations of phase recovery and blind deconvolution are special case of (11.14). The subgradient of \(F(x)\) is
\[
\partial F(x) = \{ A(U_1 S U_1^T) \mid S \succeq 0, \text{tr}(S) = 1 \},
\]
where \(U_1 \in \mathbb{R}^{n \times r_1}\) is the subspace spanned by eigenvectors of \(\lambda_1(B(x))\) with multiplicity \(r_1\). For simplicity, we assume \(r_1 = 1\) and \(\lambda_1(B(x)) > 0\), which means that \(\partial F(x)\) has only one element and the function \(F(x)\) is differentiable. Then the polynomial-filtered method is
\[
x_{k+1} = \text{prox}_{\tau_k R}(x_k - \tau_k A(u_1 u_1^T)),
\]
where \(u_1\) is the eigenvector of \(\lambda_1(B(x_k))\). Hence, we have
\[
\mathcal{T}(x,W) = \text{prox}_{\tau R}(x - \tau A(W)), \quad \Psi(X) = u_1 u_1^T.
\]
In addition, \(\Psi(\cdot)\) satisfies the low-rank property around \(x^*\) with \(\mathcal{I} = \{1\}\) and
\[
(\psi(\lambda))_i = (\phi(\lambda))_i = \begin{cases} 1, & i = 1, \\ 0, & \text{otherwise}. \end{cases}
\]
Another example is the penalized formulation of the matrix completion problem:

\[
\min \|X\|_* + \frac{1}{2\mu}\|P_\Omega(X - M)\|_F^2, \tag{11.15}
\]

where \(\Omega\) is a given index set of the true matrix \(M\), and \(P_\Omega: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}\) denotes the projection operator onto the sparse matrix space with non-zero entries on \(\Omega\). Problem (11.15) can be solved by the proximal gradient method. At the \(k\)-th iteration, the main cost is to compute the truncated SVD of a matrix. Although (11.15) is not a direct special case of (11.7), we can still insert the polynomial filter into the proximal gradient method to reduce the cost of SVD.

### 11.4 The polynomial-filtered ADMM method

Consider the standard SDP:

\[
\min \langle C, X \rangle, \\
\text{s.t.} \quad AX = b, \tag{11.16}
\]

where \(C, A\) and \(b\) are given, the linear operator \(A\) and its adjoint are defined in (11.8). In this subsection, we assume that the optimal primal solution \(X\) of (11.16) is low rank. Note that the ADMM on the dual problem of (11.16) is equivalent to the Douglas-Rachford Splitting (DRS) method [31] on the primal SDP (11.16). Define \(F(X) = 1_{\{X \succeq 0\}}(X) + \langle C, X \rangle\) and \(G(X) = 1_{\{AX = b\}}(X) + \langle C, X \rangle\), where \(1_{\Omega}(X)\) is the indicator function on a set \(\Omega\). The proximal operators \(\text{prox}_{tF}(Z)\) and \(\text{prox}_{tG}(Y)\) can be computed explicitly as

\[
\text{prox}_{tF}(Z) = P_+^+(Z), \\
\text{prox}_{tG}(Y) = (Y + tC - A^*(A^*A)^{-1}(AY + tAC - b)),
\]

where \(P_+^+(Z)\) is the projection operator onto the positive semi-definite cone. Hence, DRS can be formulated as

\[
Z_{k+1} = T_{\text{DRS}}(Z_k) \overset{\Delta}{=} \text{prox}_{tG}(2\text{prox}_{tF}(Z_k) - Z_k) - \text{prox}_{tF}(Z_k) + Z_k, \tag{11.17}
\]

which is also a special case of (11.1) with

\[
T(x, X) = \text{prox}_{tG}(2X - x) - X + x, \\
\Psi(X) = P_+(X).
\]

Note that \(P_+(X)\) is a spectral operator induced by \(\psi\) with the form

\[
(\psi(A))_i = \max\{A_{ii}, 0\}, \quad \forall i.
\]

It can be verified that \(\Psi(X) = \Psi(P_{V_2}(X))\), where \(V\) contains all indices of the positive eigenvalues \(\lambda_i(X)\). The operator \(\Psi(X)\) satisfies the low-rank property if \(X\) only has a few positive eigenvalues. Hence, the polynomial-filtered method can be written as

\[
Z_{k+1} = \text{prox}_{tG}(2P_+(P_{U_k}(Z_k)) - Z_k) - P_+(P_{U_k}(Z_k)) + Z_k, \tag{11.18}
\]

\[
U_{k+1} = \text{orth}(\rho_k^{\Omega_k}(Z_{k+1})U_k). \tag{11.19}
\]
11.4.1 Examples: 2-RDM and Cryo-EM

The two-body reduced density matrix (2-RDM) problem can be formulated as a standard SDP. It has a block diagonal structure with respect to the variable $X$, where each block is a low rank matrix. Hence, the polynomial filters can be applied to each block to reduce the cost. As an extension, we can plug polynomial filters into multi-block ADMM for the nonlinear SDPs from the weighted LS model with spectral norm constraints and least unsquared deviations (LUD) model in orientation determination of cryo-EM images [126]. For these examples we only introduce the formulation of the corresponding model. The details of the multi-block ADMM can be found in [126].

Suppose $K$ is a given integer and $S$ and $W$ are two known matrices, the weighted LS model with spectral norm constraints is

$$
\begin{align*}
\max & \quad \langle W \odot S, G \rangle, \\
\text{s.t.} & \quad G_{ii} = I_2, \\
& \quad G \succeq 0, \\
& \quad \|G\|_2 \leq \alpha K,
\end{align*}
$$

(11.20)

where $G = (G_{ij})_{i,j=1,...,K} \in S^{2K}$ is the variable, with each block $G_{ij}$ being a 2-by-2 small matrix, and $\|\cdot\|_2$ is the spectral norm. A three-block ADMM is introduced to solve (11.20). The cost of the projection onto the semidefinite cone can be reduced by the polynomial filters.

The semidefinite relaxation of the LUD problem is

$$
\begin{align*}
\min & \quad \sum_{1 \leq i < j \leq K} \|c_{ij} - G_{ij}c_{ji}\|_2, \\
\text{s.t.} & \quad G_{ii} = I_2, \\
& \quad G \succeq 0, \\
& \quad \|G\|_2 \leq \alpha K,
\end{align*}
$$

(11.21)

where $G, G_{ij}, K$ are defined the same in (11.20), and $c_{ij} \in \mathbb{R}^2$ are known vectors. The spectral norm constraint in (11.21) is optional. A four-block ADMM is proposed to solve (11.21). Similarly, the polynomial filters can be inserted into the ADMM update to reduce the computational cost.

12 Conclusion

In this paper, we provide a comprehensive survey on various subspace techniques for nonlinear optimization. The main idea of subspace algorithms aims to conquer large scale nonlinear problems by performing iterations in a lower dimensional subspace. We next summarize a few typical scenarios as follows.
• Find a linear combination of several known directions. Examples are the linear and nonlinear conjugate gradient methods, the Nesterov’s accelerated gradient method, the Heavy-ball method and the momentum method.

• Keep the objective function and constraints, but add an extra restriction in a certain subspace. Examples are OMP, CoSaMP, LOBPCG, LMSVD, Arrabit, subspace refinement and multilevel methods.

• Approximate the objective function but keep the constraints. Examples are BCD, RBR, trust region with subspaces and parallel subspace correction.

• Approximate the objective function and design new constraints. Examples are trust region with subspaces and FPC_AS.

• Add a postprocess procedure after the subspace problem is solved. An example is the truncated subspace method for tensor train.

• Use subspace techniques to approximate the objective functions. Examples are sampling, sketching and Nyström approximation.

• Integrate the optimization method and subspace update in one framework. An example is the polynomial-filtered subspace method for low-rank matrix optimization.

The competitive performance of the methods adopting the above mentioned subspace techniques in the related examples implies that the subspace methods are very promising tools for large scale optimization problems. In fact, how to choose subspaces, how to construct subproblems, and how to solve them efficiently are the key questions of designing a successful subspace method. A good tradeoff between the simplicity of subproblems and the computational cost has to be made carefully. We are confident that many future directions are worth to be pursued from the point view of subspaces.
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