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Abstract. Truncated L1 regularization proposed by Fan in [5], is an approximation to
the L0 regularization in high-dimensional sparse models. In this work, we prove the
non-asymptotic error bound for the global optimal solution to the truncated L1 regu-
larized linear regression problem and study the support recovery property. Moreover,
a primal dual active set algorithm (PDAS) for variable estimation and selection is pro-
posed. Coupled with continuation by a warm-start strategy leads to a primal dual ac-
tive set with continuation algorithm (PDASC). Data-driven parameter selection rules
such as cross validation, BIC or voting method can be applied to select a proper reg-
ularization parameter. The application of the proposed method is demonstrated by
applying it to simulation data and a breast cancer gene expression data set (bcTCGA).
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1 Introduction

In this paper, we consider the high-dimensional sparse linear regression model

y=Xβ∗+ǫ, (1.1)

where y∈R
n is the response vector, X=[x1,··· ,xp]∈R

n×p is the covariance matrix, β∗∈R
p

is the underlying regression coefficients vector, ǫ=(ǫ1,··· ,ǫn)T ∈R
n is the random noise.
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Without loss generality, we assume that X is normalized such that each column of X is√
n-length. We focus on the case n ≪ p and ‖β∗‖0 < n for the high dimensional and

sparsity assumptions for (1.1), where ‖β∗‖0 denotes the cardinality of nonzero element
of β∗.

There are various convex and non-convex regularization methods for variable esti-
mation and selection of model (1.1). The popular convex regularization methods include
the least absolute shrinkage and selection operator method (Lasso) [19], the adaptive
Lasso [28] and Elastic net [29]. Thanks to the convexity of these regularizers, people have
designed a lot of efficient numerical algorithms to solve above models, see e.g. [4, 21].
The convex model also has its drawback: it produces biased estimates for large coeffi-
cients [14] and lacks oracle property [6]. Some useful nonconvex regularization methods
are proposed to circumvent this drawback, such as the bridge penalty method [9,10], the
truncated L1 regularization [5], the smoothly clipped absolute deviation (SCAD) penalty
[7], the Dantzig selector [3], the minimax concave penalty (MCP) [23], the capped-L1

penalty [26], etc.

The above mentioned nonconvex regularizers can be viewed as an approximation of
original L0 penalty (‖·‖0). Among these regularization methods, the truncated L1 reg-
ularization has an attractive property: its thresholding operator is exactly same as the
thresholding for L0 regularizer. In this work, we will consider the truncated L1 regular-
ization for variable estimation and selection, i.e., we want to solve

min
β∈Rp

1

2n
‖y−Xβ‖2+

p

∑
i=1

ρλ(βi), (1.2)

where λ>0 is the regularization parameter and ρλ(·) is defined by

ρλ(t)=

{
λ|t|, if |t|<λ,
λ2

2 , if |t|≥λ.
(1.3)

We will prove that if the covariance matrix X satisfies a certain incoherence condition,
then one can obtain the nonasymptotic error bound for the global optimal solution to
(1.2). And the support recovery property is also studied. Due to the non-convex and
non-smooth structure of the truncated L1 regularization, (1.2) is a non-convex and non-
smooth optimization problem. Then it is very difficult to design a stable and efficient
numerical algorithm.

Inspired by [8, 12, 15, 17], we will propose a primal dual active set algorithm (PDAS)
to compute the optimal solution to (1.2). PDAS can be viewed as a generalized Newton
method, which involves two steps for each iteration. The active set is first determined
using the summation of the primal and dual variables. Then the primal variable is up-
dated by solving an optimization problem on the active set with small size, and the dual
variable is updated based on a closed-form expression. Combining PDAS with a contin-
uation strategy on the regularization parameter λ can make the whole algorithm more


