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Abstract. A two-grid method for solving the Cahn-Hilliard equation is proposed in
this paper. This two-grid method consists of two steps. First, solve the Cahn-Hilliard
equation with an implicit mixed finite element method on a coarse grid. Second, solve
two Poisson equations using multigrid methods on a fine grid. This two-grid method
can also be combined with local mesh refinement to further improve the efficiency. Nu-
merical results including two and three dimensional cases with linear or quadratic el-
ements show that this two-grid method can speed up the existing mixed finite method
while keeping the same convergence rate.
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1 Introduction

We consider numerical solutions of the following Cahn-Hilliard (C-H) equation















∂u

∂t
−∆(−ε∆u+F′(u))=0, x∈Ω,

u(x,0)=u0(x), x∈Ω,

∂nu=∂n(−ε∆u+F′(u))=0, x∈∂Ω,

(1.1)
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where Ω⊂R
d(d= 2,3) is a bounded domain, n denotes the unit outward normal of the

boundary ∂Ω, ε>0 is a small but positive constant, and F(u) is a given energy potential.
The solution u(x,t) can represent the difference between two concentration, and in most
applications u∈ [−1,1].

The C-H equation describes the process of phase separation, first introduced by Cahn
and Hilliard in the late 1950s [4–6]. Numerical methods for solving the C-H equations
provide an important tool on the studying of the dynamics of the C-H equation.

One main difficulty of numerical methods for the C-H equation is the discretization of
the fourth order differential operator. For the rectangular domain, finite difference meth-
ods or spectral methods [24, 25] can be used. For unstructured grids of a general domain
with possible complex geometry structure, finite element methods seems a better choice.
However, it is well known that conforming finite-element spaces for fourth order equa-
tions is not easy to construct especially in three dimensions. Possible remedy includes
non-conforming elements [14, 49] or discontinuous Galerkin methods [1, 39, 43]. Here
we consider mixed finite element methods (MFEs) [15, 17, 18], which can give the nu-
merical approximation not only to the concentration u but also to the chemical potential
w=φ(u)−ǫ∆u. The price of using the mixed formulation is that the nonlinear system is
in the saddle point form which is in general bigger and harder to solve than the symmet-
ric positive definite system obtained by a conforming or non-conforming discretization.
In our two grid method to be presented later, we shall overcome this shortcoming.

Another focus of developing accurate and efficient numerical scheme is the energy
stable time discretization. It is shown that the implicit Euler method applied to the C-H
equation is unconditionally stable and obey the energy law [1]. For full implicit schemes,
however, a nonlinear system should be solved at every time step which is usually ten
times slower than the first order semi-implicit schemes for which fast Poisson solvers
can be applied, see [35]. The semi-implicit scheme (F(u) being explicit and ∆2u being
implicit) is conditionally energy stable but with a restrictive constraint for the time step.
To remove the requirement of small time step, stabilization [8, 35] or convex splitting
scheme [16,27,40] can be applied. Other energy stable schemes can be found in [40,43,49].
Especially the stability and the convergence of mixed finite element methods for the C-H
equation was investigated in [17, 18]. We shall not explore more on the stability in this
paper.

Instead we are interested in efficient ways to improve the accuracy of numerical ap-
proximations. In this paper, we shall apply the two-grid method [44,45] to the C-H equa-
tion. The main idea of two-grid methods is solving the C-H equation using a stable mixed
finite element method on a coarse grid first, then solving two Poisson equations on the
fine grid. The nonlinear system on the coarse grid, because of the small size of the system,
can be solved without too much computational cost. On the fine gird, we only need to
solve two decoupled Poisson equations, which can be solved efficiently by off-the-shelf
solvers such as the multigrid solvers. We shall demonstrate that the two-grid method can
achieve the same convergence rate as the standard implicit mixed finite element method
on the fine grid but with less computational time.



J. Zhou, L. Chen, Y. Huang and W. Wang / Commun. Comput. Phys., 17 (2015), pp. 127-145 129

The two-grid method was first introduced by Xu [44, 45] and then applied to many
problems, such as nonlinear elliptic equations [46], nonlinear parabolic equations [11,12],
Navier-Stokes equations [23,29], eigenvalue problems [26,47,51] and also Maxwell equa-
tion [50]. It is worth noting that our two-grid method is different from the classical two-
grid method for evolution problems [11, 32, 37]. We do not apply the fine grid post-
processing at every time step. Instead we apply the fine grid post-processing at the time
step when a better resolution is needed. In this sense, our two-grid becomes the postpro-
cessing method developed in [2, 19–22, 33, 38, 48].

The outline of this paper is the following. In the next section, we introduce the mixed
finite element method for the C-H equation. In Section 3, we propose our two-grid
method including adaptive version and provide the convergence result of the method.
We present several numerical experiments in the last section. Throughout the paper, we
shall use standard notation for Sobolev spaces.

2 Mixed finite element method for Cahn-Hilliard equation

2.1 Energy law

For model equation (1.1), the functional of u

E(u)=
∫

Ω

(

ε|∇u|2+F(u)
)

dx,

is called free energy. Notice that the free energy includes two distinct parts, the bulk
energy F(u) and interfacial energy ε|∇u|2. The bulk energy does not depend on the
spatial gradient of the phase variable, while the interfacial energy does. Further, we have

dE(u)

dt
=−

∫

Ω

∣

∣∇(−ε∆u+F′(u))
∣

∣

2
dx. (2.1)

From (2.1), we know that for any t1 < t2, E(u(t1))≥ E(u(t2)). This can explain that the
evolution of the phase variable obey the energy minimization rule. It will be beneficial
that this energy minimization is faithfully preserved in the numerical methods.

2.2 Spatial discretization

We focus on the mixed finite element methods in this paper. Let w=−ε∆u+F′(u). The
mixed variational formulation of (1.1) is: find (u,w) such that

{

(∂tu,q)+(∇w,∇q)=0, for all q∈H1(Ω),

(w,v)−ε(∇u,∇v)−(F′(u),v)=0, for all v∈H1(Ω).
(2.2)

Let Th be a quasi-uniform triangulation of Ω. Here h stands for the mesh size. Denote
by T an element of Th and by Sh the standard Lagrange finite element space defined on
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Th. More precisely, for an integer r≥1,

Sh=
{

vh ∈C(Ω)
∣

∣vh|T ∈Pr,∀T∈Th

}

,

where Pr is the space of polynomials of degree at most r. Then we can write the semi-
discrete problem of (2.2) as follows: find (uh,wh) such that

{

(∂tuh,qh)+(∇wh,∇qh)=0, for all qh∈Sh,

(wh,vh)−ε(∇uh,∇vh)−
(

F′(uh),vh

)

=0, for all vh ∈Sh.
(2.3)

2.3 Temporal discretization

We consider the implicit Euler scheme. Given u0
h, which can be chosen as the interpola-

tion of u0 in Sh, and a time step 0<τ≪1, for n≥0, find (un+1
h ,wn+1

h ) such that















(

un+1
h −un

h

τ
,qh

)

+
(

∇wn+1
h ,∇qh

)

=0, for all qh∈Sh,

(wn+1
h ,vh)−ε(∇un+1

h ,∇vh)−
(

F′(un+1
h ),vh

)

=0, for all vh ∈Sh.

(2.4)

This formulation is unconditionally energy stable and uniquely solvable [1], and the cor-
responding error estimate can be found in [17]. In this formulation, we should solve a
nonlinear system at every time step. In the two-grid method introduced below, however,
we only solve this nonlinear system on a coarse grid with relatively large mesh size.

3 Two-grid algorithm

Let TH and Th be two triangulations of the domain Ω with different mesh size H and h
and H > h. Usually Th is a refinement of TH. Their associated finite element spaces are
denoted by SH and Sh, respectively. Denote S0

h ={uh ∈Sh |
∫

Ω
uhdx=0}. Based on SH and

Sh, we present the following two-grid method (Algorithm 1) for the C-H equation.

This two-grid algorithm consists of two steps. In the first step, it is a nonlinear system
discretized by the mixed finite element method and will be solved by Newton’s method.
Because this nonlinear system is discretized on the coarse grid, its computation cost is
neglectful. Most of the computation work is on the fine grid in the second step.

For the problem in the second step, it consists of two decoupled Poisson equations,
for which a lot of fast Poisson solvers, e.g., multigrid methods, can be used. Therefore
this two-grid method can save a lot of computation work compared with standard mixed
finite element methods. Indeed, in [38], we have proved that the accuracy of the approx-
imation of our two-grid method is of optimal order.
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Algorithm 1 Two-grid method

1. Given u0
H, which can be chosen the interpolation of u0 in the SH. Solve the

following problem on the coarse grid TH for n=0,1,··· ,K.











(

un+1
H −un

H

τ
,qH

)

+
(

∇wn+1
H ,∇qH

)

=0, for all qH ∈SH,

(wn+1
H ,vH)−ε

(

∇un+1
H ,∇vH

)

−
(

F′(un+1
H ),vH

)

=0, for all vH ∈SH .

(3.1)

2. Solve Poisson equations on the fine grid: find (uh,K,wh,K)∈ (S0
h)

2, such that











(∇wh,K,∇qh)=−

(

∂uH

∂t
(tK),∇qh

)

, for all qh ∈S0
h,

ε(∇uh,K,∇vh)=
(

wK
H−F′(uK

H),∇vh

)

, for all vh ∈S0
h.

(3.2)

Theorem 3.1 ([38]). Let (uh,K,wh,K)∈ (S0
h)

2 be the two-grid approximation to (u(tK),w(tK)).
For linear element (r= 1) and quadratic element (r= 2), there exist a positive constant C such
that

∥

∥

∥
u(tK)−uh,K

∥

∥

∥

1
+
∥

∥

∥
w(tK)−wh,K

∥

∥

∥

1
≤C(hr+H2r). (3.3)

We give several remarks to discuss variants of this two-grid methods.

Remark 3.1. We apply the Newton’s method to solve the nonlinear system (3.1). There
are some other robust and efficient approaches to solve this nonlinear system. For ex-
ample, the full approximation scheme (FAS) [3] is one of the most popular nonlinear
multigrid methods for large-scale problems which might be more robust than Newton’s
method. In the two-grid method, however, the size of the nonlinear problem is small,
and for time dependent problem, the solution in the previous time step is always a good
initial guess to be used in the Newton’s iteration. Therefore we choose the Newton’s
method instead of nonlinear multi-grid methods.

Remark 3.2. The scheme (3.1) is fully implicit in time. There are some other energy stable
discretization, for example, semi-implicit scheme [34], and convex splitting scheme [1,
36]. These schemes can be also used as the coarse grid solver as long as they are energy
stable and second order accurate in space.

Remark 3.3. Choosing a suitable time scale is also crucial for the simulation. The choice
of the time step depends on three factors: stability, accuracy, and dynamics of the system.
The severe constraint of the time step is from the last one. Namely the time step should be
small enough [16] to accurately capture the dynamics of the system, especially in the very
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beginning. Our numerical experiments show that second order implicit scheme (Crank-
Nicolson) is not helpful for choosing a larger time step size. On the other hand, this is not
so restrictive for our two-grid method since, again, the coarse grid problem is of small
size, the cost of simulation of a small size nonlinear dynamics problem is acceptable.

To further improve the approximation, we propose an adaptive two-grid method.
Because the C-H equation describes the process of phase separation, there are lots of
interfaces between two components. The adaptive technology is one of the most efficient
methods to capture the interface. We combine adaptivity through local mesh refinement
and two-grid methods to propose the following adaptive two-grid algorithm.

Algorithm 2 Adaptive two-grid algorithm

1. Given u0
H, which can be chosen the interpolation of u0 in the SH. Solve the

following problem on the coarse grid TH, n=0,1,··· ,K.











(

un+1
H −un

H

τ
,qH

)

+
(

∇wn+1
H ,∇qH

)

=0, for all qH ∈SH,
(

wn+1
H ,vH

)

−ε
(

∇un+1
H ,∇vH)−(F′(un+1

H ),vH

)

=0, for all vH ∈SH.

(3.4)

2. Locally refine TH then get Th in the following way.

Step 0 Let i=0, and denote Th,0=TH;

Step 1 Estimate. Compute an error indicator η0 on Th,0;

Step 2 Mark. Select the minimal elements T̃h,i on Th,i such that

∑
T∈T̃h,i

ηi|T ≤ θηi, for some θ∈ (0,1).

Step 3 Refine. Bisect the marked element T̃h,i and get the mesh Th,i+1;

Step 4 Estimate. Interpolate ηi to Th,i+1, and denote by ηi+1;

Step 5 If (i< maximal iteration steps) then
i= i+1 and go to Step 2;
else Th =Th,i+1 and exit.

3. Solve Poisson equations on the fine grid Th: find (uh,K,wh,K)∈ (S0
h)

2, such that











(

∇wh,K,∇qh

)

=−

(

∂uH

∂t
(tK),∇qh

)

, for all qh ∈S0
h,

ε
(

∇uh,K,∇vh

)

=
(

wK
H−F′(uK

H),∇vh

)

, for all vh ∈S0
h.

(3.5)
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There are three steps in this adaptive two-grid algorithm. We should solve the C-
H equation on the coarse grid with mixed finite element first, then refine the mesh TH

locally and get the mesh Th. In the last step, we solve two decoupled Poisson equations
in the adaptive mesh Th.

Algorithm 2 differs from Algorithm 1 in the way of generating the fine grid. Thus
the key to this adaptive algorithm is the error indicator η0. Several reliable and efficient
error estimators for C-H equation have been constructed; see, e.g. [18, 31]. Based on the
software iFEM [9], we use the function estimaterecovery to compute a recovery type
error indicator η0:

η0= ∑
τ∈Th,0

ητ,0, ητ,0=
∫

τ
|∇(R(∇uH))|dxdy.

The recovery operator R is simply an averaging operator from piecewise constant to
piecewise linear function space.

4 Numerical experiments

In this section, we will present some numerical examples to illustrate the efficiency of
our algorithm. All examples are implemented in MATLAB using the software library
iFEM [9] and tested in a laptop with configuration Mac OS 10.8.5, 4G memory, Intel core
i5.

In the implementation, all integrals are computed using a quadrature formula which
is exact for polynomials of degree 4 (linear element) or 8 ( quadratic element). Therefore
the integral is exact for polynomial nonlinearity. Our theoretical result, i.e., Theorem 3.1
holds when the nonlinear integral is computed exactly. For other terms, e.g. nonzero
source f in Example 4.1, we still use the same quadrature formula such that the integral
error will not affect the accuracy of the solution.

4.1 Convergence test

Example 4.1. We test the convergence of the method first. Let us consider the following
problem:























∂u

∂t
−∆(−ε∆u+F′(u))= f , x∈Ω,

u(x,0)=u0(x), x∈Ω,

∂u

∂n
=

∂∆u

∂n
=0, x∈∂Ω.

(4.1)

The computational domain is Ω=(0,1)2, ε=0.01, and the exact solution and the nonlinear
function F(u) is u= e(−2t)sin(πx)2sin(πy)2, F(u)= (u2−1)2/4, respectively. The initial
condition u0 and the source f can be chosen accordingly.
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Table 1: Mixed finite element methods using P1 element and implicit Euler method for Example 4.1, τ=1.0e-5,
t=0.01.

h ||u−uh||1 ration ||w−wh||1 ration

1/16 2.787499e-01 3.589032e-01

1/32 1.393978e-01 2.00 1.815490e-01 1.98

1/64 6.969114e-02 2.00 9.104220e-02 1.99

Table 2: Two-grid method using P1 element for Example 4.1, τ=1.0e-5, t=0.01.

H h ||u−uh||1 ration ||w−wh||1 ration

1/8 1/64 1.617031e-01 1.791149e-01

1/16 1/256 4.022071e-02 4.02 4.686222e-02 3.82

1/32 1/1024 1.004711e-02 4.00 1.176510e-02 3.98

Table 3: Mixed finite element method using P2 element for Example 4.1, τ=1.0e-5, t=0.01.

h ||u−uh||1 ration ||w−wh||1 ration

1/16 1.151231e-02 2.534285e-02

1/32 2.900469e-03 3.97 6.470871e-03 3.92

1/64 7.299357e-04 3.97 1.627038e-03 3.98

Table 4: Two-grid method using P2 element for Example 4.1, τ=1.0e-5, t=0.01.

H h ||u−uh||1 ration ||w−wh||1 ration

1/4 1/16 1.105632e-01 5.550984e-02

1/8 1/64 1.024348e-02 10.79 4.314935e-03 12.86

1/16 1/256 7.635561e-04 13.42 2.848867e-04 15.15

We denote by uh and uh the mixed finite element and the two-grid approximation,
respectively. We test our two-grid method, using linear element (P1) and quadratic ele-
ment (P2). We set the time step τ=10−5 in order to test the order of convergence in space.
Tables 1-2 present the numerical results at t= 0.01 obtained by the mixed finite element
and the two-grid method respectively using P1 element. Tables 3-4 present the numeri-
cal results using P2 element. From the above tables, we can find that the performance is
consistent with our theoretical result Theorem 3.1. That is both the two-grid method and
the mixed method have the same convergence rate and comparable accuracy.

On the coarse grid, we need to solve a nonlinear equation. The solver we used is the
standard Newton’s method. In each Newton’s iteration, we use the MATLAB built-in di-
rect solver to solve the linearized system. On the fine grid, we need to solve two Poisson
equations with Neumann boundary condition. We use MGCG solver implemented in
iFEM [9]. The MGCG (Multi-Grid based Conjugate Gradient) method is a PCG method
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Table 5: CPU time and MGCG iteration in the fine grid with P1 element, τ=1.0e-5, t=1.0e-5.

H h ‖u−uh‖1 time(s) MGCG iter

1/4 1/16 4.037713e-01 0.297s 11

1/8 1/64 1.085241e-01 0.527s 11

1/16 1/256 2.681232e-02 4.511s 11

h ‖u−uh‖1 time(s)

1/16 2.800709e-1 0.197s

1/64 7.036322e-2 0.601s

1/256 1.759125e-2 10.521s

Table 6: CPU time and MGCG iteration in the fine grid with P2 element, τ=1.0e-5, t=1.0e-5.

H h ‖u−uh‖1 time(s) MGCG iter

1/4 1/16 7.522568e-02 0.317s 11

1/8 1/64 3.366204e-03 1.527s 11

1/16 1/256 1.904476e-04 9.511s 11

h ‖u−uh‖1 time(s)

1/16 1.161568e-02 0.27s

1/64 7.362690e-04 2.60s

1/256 4.596467e-05 87.01s

with a V-cycle MG as the preconditioner. Each V-cycle includes one step of pre-smoothing
and post-smoothing.

From Tables 5-6, we can observe the number of iterations of the MGCG solver is in-
dependent of the mesh size, nearly 11 iterations, to reach the stopping tolerance 1.0e-8.
Therefore the two-grid method can save CPU time compared with mixed finite element
methods especially for P2 element since the direct solver in MATLAB is less efficient for
high order elements. In Table 5, solving the nonlinear system on h=1/16 will take 0.197
seconds and the overall cost for the two-grid method with H = 1/16, h= 1/256 is 4.511
seconds. That is the nonlinear solver in the coarse grid only takes 5% of the total cost.
Similarly Table 6 shows for P2 element, the cost is 0.27s vs 9.511s and the ratio is 3%.
Therefore the cost of the nonlinear solver in the coarse grid is neglectable.

One can apply the nonlinear multi-grid to the C-H equation directly. In [1], the au-
thors propose a nonlinear multigrid solver for this nonlinear system. In their experi-
ments, nearly 10 iterations with one step pre-smoothing and post-smoothing (nonlinear
Gauss-Seidel iteration) are also needed to reach the same stopping tolerance 1.0e-8. In
our examples, we also need nearly 10 iterations on the fine grid. But this is a linear sys-
tem for which MG is relatively easier to implement than nonlinear multigrid method and
many efficient Poisson solvers are already available.

4.2 Spinodal decomposition

Example 4.2. Let us consider the following problem [52]























∂u

∂t
−∆(−ε∆u+F′(u))=0, x∈Ω,

u(x,0)=u0(x), x∈Ω,

∂u

∂n
=

∂∆(−ε∆u+F′(u))

∂n
=0, x∈∂Ω.

(4.2)
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(a) t=2.5e-4 (b) t=2.5e-4

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

(c) t=1.5e-3 (d) t=1.5e-3
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(e) t=4.0e-3 (f) t=4.0e-3
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0.8

1

(g) t=5.0e-1 (h) t=5.0e-1

Figure 1: Comparison of the coarse grid approximation and the fine grid approximation in the two-grid method
for Example 4.2. The left figure are computed on the coarse grid, the right figure are computed by the two-grid
method in a fine grid. The coarse grid size H=1/64 and the fine grid size h=1/256. The number of elements
on the coarse grid are about 8,192, and on the fine grid are about 131,072.
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The computational domain is Ω = (0,1)2, ε = 0.01, F(u) = 100u2(1−u)2 and a random
initial value around 0.63 is chosen.

In this example, we apply the two-grid method using the linear element and the time
step τ=5.0e-6. The coarse grid size is H=1/64 and the fine grid one is h=1/256.

Phase decomposition is shown in the following figures. Figures on the left are com-
puted by the mixed finite element directly on the coarse grid, and figures on the right are
solutions in the fine grid computed by our two-grid method. The dynamics in coarse and
fine grids are the same but the right figures are with better resolution. From this point
of view, our two-grid method can be regard as a postprocessing method to improve the
accuracy of the solution on the coarse grid. Fig. 2 shows the free energy associated to uh

decreases sharply in the beginning, then changes slowly, but always decreasing in time.

0 0.2 0.4 0.6 0.8 1

x 10
−3

2

2.5

3

3.5

4

4.5

5

5.5
Free energy

Figure 2: Free energy for Example 4.2, E(uh)=
∫

Ω
(ε|∇uh|2+F(uh))dx.

Remark 4.1. In this example, the longest time scale is t = 0.5. We believe the two-grid
algorithm works for longer time scale. We can understand this point from the two-grid
algorithm. The fine grid solver can be thought as a post-processing to improving the
resolution of the coarse grid solution. The dynamics is captured in the coarse grid.

Example 4.3. Let us consider the following problem [1]






















∂u

∂t
−∆

(

−ε∆u+
1

ε
F′(u)

)

=0, x∈Ω,

u(x,0)=u0(x), x∈Ω,

∂u

∂n
=

∂∆(−ε∆u+ 1
ε F′(u))

∂n
=0, x∈∂Ω.

(4.3)

The computational domain is a disk with diameter 2, and centered (0,0). The parameter
ε=0.0125, F(u)=(u2−1)2/4, and a random initial value around 1.0e-3 is chosen.
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computational domain

(a) t=0 (b) t=5e-5

(c) t=1e-4 (d) t=1e-3

(e) t=5e-3 (f) t=1e-2

Figure 3: Spinodal decomposition for Example 4.3: τ = 1.0e-6, ε = 0.0125. The coarse grid contains 2,198
elements, and the fine grid contains 413,696 elements. The figures display two-grid approximations on the fine
grid.

We simulate spinodal decomposition using our two-grid Algorithm 1. The coarse
grid includes about 2000 elements, and the fine grid about 413,696 elements. The time
step is τ= 1.0e-6. The computed solution is displayed in Fig. 3 which is consistent with
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(a) t=6e-5 (b) t=6e-5

(c) t=1e-4 (d) t=1e-4

Figure 4: Spinodal decomposition for Example 4.3: τ = 1.0e-6, ε= 0.0125. The coarse grid contains 25,856
elements, and the fine grid contains 103,424 elements. The figures display two-grid approximations on the fine
grid. The left figures are implemented by using the convex splitting method as the coarse grid solver, the right
figures are implemented by using the full implicit method as the coarse grid solver.

results in [41]. Fig. 5 shows that the free energy associated to uh is decay in time. Fig. 4
shows the find gird solutions using the convex splitting method [1, 36] (left figures) and
implicit Euler method (right figures) as the coarse grid solver, receptively. They are al-
most identical in the sense that the difference is 1.0e-6 in L2 norm.

Example 4.4. Consider the following three dimensional problem [42]























∂u

∂t
−∆(−ε∆u+F′(u))=0, x∈Ω,

u(x,0)=u0(x), x∈Ω,

∂u

∂n
=

∂∆(−ε∆u+F′(u))

∂n
=0, x∈∂Ω.

(4.4)

The computational domain Ω=[0,1]3.
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Figure 5: Free energy for Example 4.3, E(uh)=
∫

Ω
(ε|∇uh|2+F(uh))dx.

In this example, ε = 1, F(u) = 200[ulnu+(1−u)ln(1−u)+3u(1−u)], the time step
τ=1.0e-6. We use the coarse grid diameter H=1/16, including 32,768 elements, and use
the full implicit scheme, the fine grid diameter h=1/64, including 196,608 elements. We
present the spinodal decomposition in Fig. 6. This example shows that the two-grid is
feasible in three dimensions. Table 7 shows the performance of MGCG in three dimen-
sions is also stable requiring 14 iterations to reach the stoping tolerance 1.0e-8.

Table 7: Performance of MGCG in three dimensions on a fine grid with h=1/64.

t 5.0e-5 1.0e-3 2.0e-3

iterations 14 14 14

CPU time 2.6s 2.5s 2.6s

4.3 Adaptive two-grid test

Example 4.5. We use the same Example 4.2.

In this test, we apply the adaptive two-grid method using recovery type error esti-
mator and set θ=0.5 and maximal refinement iteration is |logH|. The results are shown
in Fig. 7. In order to show the effectiveness of the adaptive two-grid, we compare this
example with Example 4.2 to which the standard two-grid method is applied. From the
left figures, we can tell that error indicator can catch the interface of the two components
accurately, and the number of elements are around one fourth of that in Example 4.2.
Furthermore, we find phase positions are consistent with figures in Example 4.2. The
MGCG iterations on the fine adaptive gird are about 12 to reach the stoping tolerance
1.0e-8. Considering the fact the solver in the fine grid is the most time consuming part,
we conclude that our adaptive two-grid can reach a similar result with less computation
work.
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(a) t=5.0e-4 (b) t=5.0e-4

(c) t=1.0e-3 (d) t=1.0e-3

(e) t=2.0e-3 (f) t=2.0e-3

Figure 6: In Example 4.4, spinodal decomposition in three dimensions, time step τ = 1.0e-6. The left figures
are computed by the mixed finite element on a coarse grid with 4,913 degree of freedom. The right figures are
computed by the two-grid method with a fine grid with 274,625 degree of freedom.
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(a) 54782 elements (b) t=2.5e-4

(c) 34464 elements (d) t=1.5e-3

(e) 30305 elements (f) t=4.0e-3

Figure 7: Example 4.5 using Algorithm 2: ε=0.01, θ=0.5, maximal refinement steps |logH|.

5 Conclusion

In this paper, we have proposed a two-grid method for the C-H equation. The highlight
of this method is that it can save much computation work while keep the same conver-
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gence rate as the standard mixed finite element method. In the numerical experiments,
we have presented several examples to illustrate the effectiveness of this method. We
have also proposed an adaptive two-grid method based on the local mesh refinement.
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