Error Estimates of Some Numerical Atomic Orbitals in Molecular Simulations

Huajie Chen¹,* and Reinhold Schneider²

¹ Zentrum Mathematik, Technische Universität München, Boltzmannstraße 3, 85747 Garching, Germany.
² Institut für Mathematik, Technische Universität Berlin, Straße des 17. Juni 136, D-10623 Berlin, Germany.

Communicated by Xingao Gong
Received 17 April 2014; Accepted (in revised version) 23 December 2014

Abstract. Numerical atomic orbitals have been successfully used in molecular simulations as a basis set, which provides a nature, physical description of the electronic states and is suitable for $O(N)$ calculations based on the strictly localized property. This paper presents a numerical analysis for some simplified atomic orbitals, with polynomial-type and confined Hydrogen-like radial basis functions respectively. We give some a priori error estimates to understand why numerical atomic orbitals are computationally efficient in electronic structure calculations.
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1 Introduction

In the ab-initio quantum mechanical modeling of many electron systems, Kohn-Sham density functional theory (KS-DFT) [28,30] achieves so far the best compromise between accuracy and computational cost, and has become the most widely used electronic structure model in molecular simulations and materials science. Let us consider a closed-shell system with $M_n$ nuclei of charges $\{Z_1, \ldots, Z_{M_n}\}$, located at the positions $\{R_1, \ldots, R_{M_n}\}$, and an even number $M_e$ of electrons in the non-relativistic setting. The Kohn-Sham
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ground state energy and electron density of the system can be obtained by minimizing the energy functional

\[
E \left( \{ \phi_i \}_{i=1}^{M_e/2} \right) = \int_{\mathbb{R}^3} \left( \sum_{i=1}^{M_e/2} |\nabla \phi_i(r)|^2 + v_{\text{ext}}(r) \rho(r) + e_{\text{xc}}[\rho(r)] \right) dr \\
+ \frac{1}{2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{\rho(r)\rho(r')}{|r-r'|} drdr'
\]

(1.1)

with respect to the orbitals \( \{ \phi_i \}_{i=1}^{M_e/2} \) under constraint \( \int_{\mathbb{R}^3} \phi_i \phi_j = \delta_{ij} \), where

\[
v_{\text{ext}}(r) = -\sum_{l=1}^{M_n} \frac{Z_l}{|r-R_l|}
\]

(1.2)

is the electrostatic attraction potential generated by the nuclei, \( \rho(r) = 2 \sum_{i=1}^{M_e/2} |\phi_i(r)|^2 \) is the electron density, and \( e_{\text{xc}}[\rho] \) is the exchange-correlation energy per volume with electron density \( \rho \) by a local density approximation (LDA, see [36]). The Euler-Lagrange equation associated with this minimization problem is the well-known Kohn-Sham equation: Find \( \lambda_i \in \mathbb{R}, \phi_i \in H^1(\mathbb{R}^3) \) for \( i = 1, 2, \ldots, M_e/2 \), such that \( \int_{\mathbb{R}^3} \phi_i \phi_j = \delta_{ij} \) and

\[
\left( -\frac{1}{2} \Delta + v_{\text{eff}}[\rho] \right) \phi_i = \lambda_i \phi_i \quad \text{in} \ \mathbb{R}^3, \quad i = 1, 2, \ldots, M_e/2,
\]

(1.3)

where \( \{ \lambda_i \}_{i=1}^{M_e/2} \) are the lowest \( M_e/2 \) eigenvalues, and \( v_{\text{eff}}[\rho] = v_{\text{ext}} + v_{\text{H}}[\rho] + v_{\text{xc}}[\rho] \) is the effective potential with \( v_{\text{H}}[\rho](r) = \int_{\mathbb{R}^3} \frac{\rho(r')}{|r-r'|} dr' \) being the Hartree potential for interactions between electrons and \( v_{\text{xc}}[\rho] \) being the exchange-correlation potential [36]. A self-consistent field (SCF) iteration algorithm [33, 36] is commonly resorted to for this nonlinear eigenvalue problem. In each iteration, a new Hamiltonian is constructed from a trial electronic state and a linear eigenvalue problem is then solved to obtain the low-lying eigenvalues. The algorithm requires expansions of the eigenfunctions by a finite set of simple known functions and discretization of the Hamiltonian into a finite dimensional matrix. The choice of basis functions is therefore important, which ultimately determines the quality of the approximations.

Linear combination of atomic orbitals (LCAO) methods are the most widely used discretizations by chemists, which capture the essence of the atomic-like features and provide an intuitive description of electronic states. Generally, the atomic orbital basis functions are products of a radial basis function and a spherical harmonic function centered at each nucleus, that is

\[
\psi_{IImn}(r) = \chi_{IIm}(r_I) Y_{IIm}(\hat{r}_I), \quad I = 1, \ldots, M_{\text{ne}},
\]

(1.4)

where \( r_I = r - R_I, r = |r|, \hat{r} = r/r \), and \( Y_{IIm}(\hat{r}) \) denotes the spherical harmonic functions on \( S^2 \). The radial basis functions \( \chi_{IIm} \) depends on not only a site index \( I \), but also an angular momentum quantum number \( l \) and a multiplicity index \( n \). Among different basis
functions, Gaussian-type orbitals (GTO) are used in the overwhelming majority of computations, which were first adopted by Boys [10] and then developed by many different approaches (see, e.g. [27,37,42]). The great virtue of GTO is that all matrix elements can be computed analytically, which simplifies and speeds up the calculations. Another group of analytically defined basis functions are Slater-type orbitals (STO), which capture the right behavior of electronic states both close to the nuclei and very far from them. For recent applications of DFT to chemically relevant problems, the numerical atomic orbitals (NAO) have been attracting much interest. The main feature of NAO is that the radial basis functions vanish over certain cutoff radii. Therefore, different spatial regions of large systems are strictly separated from one another, which can get rid of the troublesome introduced by long range terms and enable the $O(N)$ methods for large scale electronic structure calculations [9,41]. We mention that great efforts have been made for developing $O(N)$ methods of the eigenvalue problems (see, e.g. [23, 33, 36]), and most of these methods are formulated under an assumption that the basis functions are localized in real space. Therefore, the locality of the atomic orbitals can be fully utilized in large-scale DFT calculations coupled with $O(N)$ methods.

Different ideas of constructing NAO basis functions have been proposed in the literature. Historically the first was the minimal confined free-atom-like excited state basis functions by [4]; further developments in [17,44] used the numerical orbitals obtained from direct solutions of the one-particle equations with free ions for a variable nuclear potential; [35] presented a systematic procedure to generate a basis set made of atomic orbitals and their derivatives with respect to the total electronic charge; [41] included polynomials in some given region to compensate the variational freedom; [39] constructed optimized numerical atomic orbitals ranging from element H to Kr, by taking the eigenstates, including excited states, of an atomic Kohn-Sham equation as primitive basis set, and then variationally optimizing the radial shape of numerical atomic orbitals within a cutoff radius. Moreover, many successfully used packages for quantum chemistry calculations are based on NAO basis functions, like SIESTA [41] and FHI-aims [9].

The main advantage of the atomic orbitals is their efficiency for molecular simulations (compared with other discretizations, the number of basis functions needed is usually much fewer for similar precision). The price to pay for this efficiency is the lack of systematic convergence. Unlike with plane-wave or real-space-grid related methods, there is no unique way of increasing the size of the basis set, and the rate of convergence depends on the way the basis set is enlarged. To our knowledge, there are only a handful of existing works devoted to the numerical analysis of atomic-like orbitals, see [5,31,32] for GTO approximations and [7,8] for exponential sum approximations, and there is no result dedicated to analysis of numerical atomic orbitals. The purpose of this paper is to provide an a priori error estimate for some typical numerical atomic orbitals.

First, we consider polynomial-type radial basis functions. By exploiting the theory of smooth partition of unity, the approximation errors can be estimated in each atomic sphere separately. A key point to the error estimate is the regularity of eigenfunctions in full-potential calculations. Since with the singular external potential given by (1.2),
the eigenfunctions have cusps at the nuclear positions \([22, 26]\), we can only obtain poor algebraic convergence rates that are far from satisfactory. Thanks to the recent studies in \([19]\), which presents an asymptotically well behaved result for the eigenfunctions, we have higher regularities in weighted Sobolev space. It gives a better understanding of the singularity of the solution: indeed it appears that locally, when expressed in spherical coordinates around the nuclei, the solution is infinitely differentiable. This result is highly employed in our analysis and help us obtain spectral convergence rates.

Second, we consider the NAO basis functions with the radial part being eigenstates of hydrogen-like atoms in addition with an explicit confining potential. We point out that the space spanned by this type of basis functions is actually very close to that of STO. In our analysis, an a priori error estimate is given for STO basis functions, based on which the efficiency of the relative NAO is illustrated.

All results in this paper deal with the a priori error analysis. The a posteriori error analysis is even more difficult, which will be addressed in our forthcoming work. The remainder of this paper is arranged as follows. In the coming section, we present the model problem and some regularity results. In Section 3, we give the a priori error estimates for two types of numerical atomic orbitals with polynomial and hydrogen-like radial basis functions, respectively. Finally, we present some numerical experiments and future perspectives.

2 Preliminaries

We first introduce some notations. Let \( w \) be a certain weight function in a domain \( \Omega \), and \( L^2_w(\Omega) \) be the weighted \( L^2 \) spaces, whose inner product and norm are given by

\[
(u, v)_w = \int_{\Omega} w(r)u(r)v(r)dr, \quad ||u||_{L^2_w(\Omega)} = \left( \int_{\Omega} u^2(r)w(r)dr \right)^{1/2}.
\]

The subscript \( w \) will be omitted from the notations in case of \( w \equiv 1 \). Throughout this paper, we shall denote by \( C \) a generic positive constant which stands for different values at its different occurrences. For convenience, the symbol \( \lesssim \) will be used, and \( A \lesssim B \) means that \( A \leq CB \) for some constant \( C \) that is independent of discretization parameters. For \( r \in \mathbb{R}^3 \), we shall denote by \( r = |r| \) and \( \hat{r} = r/|r| \). Moreover, we shall denote \( \sum_{l=0}^{L} \sum_{m=-l}^{l} \) by \( \sum_{lm}^{L} \) for summation of angular components.

Under the KS-DFT framework addressed in the introduction, the ground state solutions can be obtained by solving the Kohn-Sham equations (1.3). The weak form is

\[
\begin{aligned}
\left\{ \begin{array}{ll}
\frac{1}{2}(\nabla \phi_i, \nabla \psi) + (v_{\text{eff}}[\rho] \phi_i, \psi) = \lambda_i (\phi_i, \psi) & \forall \psi \in H^1(\mathbb{R}^3), \quad i = 1, 2, \ldots, M_e/2, \\
\int_{\mathbb{R}^3} \phi_i \phi_j = \delta_{ij},
\end{array} \right.
\end{aligned}
\]  

(2.1)

where the electron density \( \rho \) and effective potential \( v_{\text{eff}}[\rho] \) are given as that in (1.3), and the lowest \( M_e/2 \) eigenvalues are to be solved. Since \( \rho \) is given by eigenfunctions
\( \{ \phi_i \}_{i=1}^{M_n/2} \), (2.1) is a nonlinear eigenvalue problem, which is usually solved by SCF algorithms. With a trial electron density \( \tilde{\rho} \), we substitute \( v_{\text{eff}}[\rho] \) by \( v_{\text{eff}}[\tilde{\rho}] \) and solve a linear eigenvalue problem at each step of the iterations.

Denote \( v_{\text{eff}}[\tilde{\rho}] \) by \( v_{\text{eff}} \) for convenience, we have the following Schrödinger-type linear eigenvalue problem: Find \( \lambda \in \mathbb{R} \) and \( 0 \neq u \in H^1(\mathbb{R}^3) \) such that

\[
\| u \|_{L^2(\mathbb{R}^3)} = 1 \quad \text{and} \quad a(u, v) = \lambda (u, v) \quad \forall \ v \in H^1(\mathbb{R}^3),
\]

where the bilinear form \( a(\cdot, \cdot) : H^1(\mathbb{R}^3) \times H^1(\mathbb{R}^3) \to \mathbb{R} \) is defined by

\[
a(u, v) = \frac{1}{2} \int_{\mathbb{R}^3} \nabla u \cdot \nabla v + \int_{\mathbb{R}^3} v_{\text{eff}} uv.
\]

Note that the effective potential \( v_{\text{eff}} \) is not smooth due to the singularities of \( v_{\text{ext}} \) at nuclear positions \( R_I \) (\( I = 1, \ldots, M_n \)).

A nature and important question is what the regularity of the eigenfunctions is. We shall present some regularity results in the rest part of this section, which is crucial to our analysis. For simplicity of presentations, we will temporarily focus ourselves on the linearized problem (2.2) and assume \( M_n = 1 \) with \( R_1 = (0,0,0) \), that is, the system has only one nucleus located at the origin. Note that for systems with arbitrary number of nuclei, all the following discussions can be carried out for each nucleus separately.

It is shown (see, e.g. [20–22, 24, 26]) that the exact eigenfunctions of such problems are analytic away from the nuclei, and satisfy certain cusp conditions at the nuclear positions (the regularity is not better than \( H^{5/2} \) around the singularities). In our analysis, we rely on the regularity results in weighted Sobolev spaces developed in [19]. This type of analysis has been introduced to investigate singularities of boundary value problems in conical domains with corners and edges, see [6,11,18] for further details. In our case, the geometry is fairly simple, but the singular electrostatic potential generated by nuclei still fits perfectly into this framework.

We define the space

\[
H^k_{\text{cone}}(\mathbb{R}^3) = \{ u \in H^k_{\text{loc}}(\mathbb{R} \times S^2)|_{\mathbb{R}_+ \times S^2} : (1 - \omega) u \in H^k(\mathbb{R}^3) \},
\]

where \( \omega \) is a smooth cutoff function, that is, \( \omega = 1 \) near the origin and \( \omega = 0 \) outside some neighborhood of zero. Further, we define the \( k \)th weighted Sobolev space with index \( \gamma \) by

\[
K^{k,\gamma}(\mathbb{R}^3) = \left\{ u(\mathbf{r}) \in L^2(\mathbb{R}^3) : r^{n-\gamma} \partial^{|\alpha|} u \in L^2(\mathbb{R}^3) \quad \forall \ |\alpha| \leq k \right\},
\]

where \( k \in \mathbb{N} \) and \( \gamma \in \mathbb{R} \). The difference between the spaces \( H^k(\mathbb{R}^3) \) and \( K^{k,\gamma}(\mathbb{R}^3) \) only lies in the introduction of the weight functions \( r^{n-\gamma} \). Note that neither (2.4) nor (2.5) is really appropriate for our purposes. Instead, we consider the combination

\[
K^{k,\gamma}_{\text{cone}}(\mathbb{R}^3) := \omega K^{k,\gamma}(\mathbb{R}^3) + (1 - \omega) H^k_{\text{cone}}(\mathbb{R}^3),
\]
which provides the appropriate behavior at the limits \( |\mathbf{r}| \to 0 \) and \( |\mathbf{r}| \to \infty \) simultaneously.

We now consider subspaces \( \mathcal{X}_{k,\gamma}(\mathbb{R}^3) \) of \( \mathcal{K}^{k,\gamma}(\mathbb{R}^3) \), defined by

\[
\mathcal{X}_{k,\gamma}(\mathbb{R}^3) = \left\{ u \in \mathcal{K}^{k,\gamma}(\mathbb{R}^3) : u(\mathbf{r}) - \omega(\mathbf{r}) \sum_{j=0}^{n} c_j(\hat{\mathbf{r}}) r^j \in \mathcal{K}^{k,\gamma+n}(\mathbb{R}^3), \forall n \in \mathbb{N} \right\},
\]

(2.7)

Here each \( c_j \) belongs to the finite dimensional subspace \( M_j = \text{span}\{Y_{lm}, 0 \leq l \leq j, |m| \leq l\} \subset C^\infty(S^2) \) and \( Y_{lm} \) denotes the spherical harmonic function on \( S^2 \). On a more intuitive level, this means that these spaces consist of functions with asymptotic expansions of the type

\[
u_j(\mathbf{r}) \sim \sum_{j \in \mathbb{N}_0} c_j(\hat{\mathbf{r}}) r^j \quad \text{as} \quad r \to 0,
\]

(2.8)

where the powers of \( r \) can only be nonnegative integers, and the corresponding remainders belong to higher order weighted Sobolev spaces. We shall use such weighted Sobolev spaces with asymptotic type (2.8) within a particular range of parameters \( \gamma \), which motivates the following definition.

**Definition 2.1.** A function \( u \) is called **asymptotically well behaved** if \( u \in \mathcal{X}^{\infty,\gamma}(\Omega) \) for \( \gamma < 3/2 \).

For the regularity results of this section, we make the assumption that the effective potential in (2.3) is of the form

\[
u_{\text{eff}}(\mathbf{r}) = -\frac{Z}{|\mathbf{r}|} + \bar{\rho} \ast \frac{1}{|\mathbf{r}|} + \nu_s(\mathbf{r}),
\]

(2.9)

where \( \nu_s \) and the trial electron density \( \bar{\rho} \) are assumed to be asymptotically well behaved functions. The following proposition gives the regularity result for eigenfunctions of (2.2).

**Proposition 2.1.** If \( u \) is an eigenfunction of (2.2) with potential of the form (2.9), then \( u \) is asymptotically well behaved.

When \( \nu_s \) is the exchange potential in the Hartree-Fock model, the proof of the above proposition is provided in [19, Theorem 1]; for other cases that correspond to the linearized Kohn-Sham equations (including hybrid functionals), one can follow the lines of this proof to obtain the result in an analogous manner.

**Remark 2.1.** For nonlinear Kohn-Sham equations (2.1) with usual LDA, we note that the assumption of such \( \nu_s \) being asymptotically well behaved is not known to our knowledge due to the singularities of exchange-correlation potentials used in practice. As a consequence, the above regularity result may not be directly applied to Kohn-Sham equations in the LDA setting. A further investigation of different density functionals concerning this condition is beyond the scope of this work.
Denote by $Y_{lm}$ the solid harmonic function

$$Y_{lm}(\hat{r}) = \mathcal{Y}_{lm} = r^l Y_{lm}(r).$$

Since $\mathcal{Y}_{lm}(\hat{r})$ has explicit Cartesian expressions (see, e.g. [27]) as

$$\mathcal{Y}_{lm}(\hat{r}) = \mathcal{P}_{lm}(x,y,z)$$

$$= N_{lm}(x + \text{sgn}(m)iy)^{l-|m|/2} \sum_{t=0}^{|m|} C^{|m|}_l (x^2 + y^2)^{l-2t-|m|}$$

(2.10)

with the constants $N_{lm}$ and $C^{|m|}_l$, it yields a significant simplification for numerical integrations in computations (see [27]). Therefore, the solid harmonic functions are always used as the angular parts of the atomic bases instead of spherical harmonics $Y_{lm}(\hat{r})$. The following proposition will be used in our analysis, the proof of which is given in [5, Proposition 2].

**Proposition 2.2.** If $u$ is an eigenfunction of (2.2) with potential of the form (2.9), then

$$u \in C^\infty(\overline{\mathbb{R}_+} \times S^2),$$

(2.11)

and it can be expanded by solid harmonics as

$$u(r) = \sum_{lm} R_{lm}(r) Y_{lm}(r)$$

(2.12)

with $R_{lm} \in C^\infty(\overline{\mathbb{R}_+})$.

Beside the regularities near the nuclear positions, we shall also need the behavior of eigenfunctions far away from them. It is known that under certain restrictions on $v_{eff}$, the eigenfunctions of (2.2) decay exponentially fast to 0 as $r \to \infty$ (see, e.g. [2, 43]), i.e., the functions

$$r \to u(r)e^{-\alpha r}, \quad (\nabla u)(r)e^{-\beta r}$$

(2.13)

are square integrable with some constants $\alpha$ and $\beta$. This exponential decay property can be proven for the electronic Schrödinger equation [26,43], for the Hartree-Fock equations [34], and also for some Kohn-Sham equations [1,3].

### 3 Analysis of two numerical atomic orbitals

In this section, we shall give a numerical analysis for two types of numerical atomic orbitals. Let $V_\delta$ be the finite dimensional space spanned by the NAO basis functions $\{\psi_\mu\}_{1 \leq \mu \leq N_\delta}$. The solution to the Galerkin approximation is given by

$$u_\delta(r) = \sum_{\mu=1}^{N_\delta} C_\mu \psi_\mu(r).$$
and the variational approximation of (2.2) is
\[ a(u_\delta, v) = \lambda_\delta(u_\delta, v) \quad \forall \ v \in V_\delta. \] (3.1)

This is equivalent to a generalized eigenvalue problem
\[ HC = \lambda_\delta SC, \]
where the Hamilton matrix $H$ and overlap matrix $S$ are determined by the following integrations
\[ H_{ij} = \int_{\mathbb{R}^3} \left( \frac{1}{2} \nabla \psi_i(r) \cdot \nabla \psi_j(r) + v_{\text{eff}}(r) \psi_i(r) \psi_j(r) \right) dr, \quad S_{ij} = \int_{\mathbb{R}^3} \psi_i(r) \psi_j(r) dr. \] (3.2)

Using the standard estimates [38, 43], we have that the $H^1$-norm error of the finite dimensional approximation is estimated by
\[ \| u - u_\delta \|_{H^1(\mathbb{R}^3)} \leq C \inf_{v_\delta \in V_\delta} \| u - v_\delta \|_{H^1(\mathbb{R}^3)}. \] (3.3)

For nonlinear Kohn-Sham equation (2.1), we have the following discrete problem
\[
\begin{cases}
\frac{1}{2}(\nabla \phi_i, \nabla v) + (v_{\text{eff}}[\rho_\delta] \phi_i, v) = \lambda_i(\phi_i, v) \quad \forall \ v \in V_\delta, \quad i = 1, 2, \ldots, M_e/2, \\
\int_{\mathbb{R}^3} \phi_i \phi_j \delta_{ij} = \delta_{ij},
\end{cases}
\]
with $\rho_\delta(r) = 2\sum_{i=1}^{M_e/2} |\phi_i(r)|^2$. Using the same arguments as those in [14] (see also [12]), we can obtain the following estimate under certain assumptions (we need the coercivity assumption on the tangent space, the regularity assumption of the exchange-correlation term $e_{xc}$, and the completeness assumption of the limit of the finite dimensional space, see [12, 14])
\[ \sum_{i=1}^{M_e/2} \| \phi_i - \phi_i(\delta) \|_{H^1(\mathbb{R}^3)} \leq \sup_{1 \leq i \leq M_e/2} \inf_{v_\delta \in V_\delta} \| \phi_i - v_\delta \|_{H^1(\mathbb{R}^3)}. \] (3.4)

Note that the convergence rate of ground state energy approximation is quadratic to that of $H^1$-norm [12, 15], i.e.
\[ |E - E_\delta| \lesssim \sum_{i=1}^{M_e/2} \| \phi_i - \phi_i(\delta) \|_{H^1(\mathbb{R}^3)}^2, \]
which implies that an $H^1$-error estimate is of most interest and in some sense sufficient. Therefore it is only necessary for us to obtain the estimates for the right hand side of (3.3) and (3.4) with a specified $V_\delta$. 
As formulated in the introduction, the NAO basis functions are products of numerical radial functions and spherical harmonics centered at nuclear positions,

$$\psi_{Imn}(\mathbf{r}) = \chi_{Im}(r_I) Y_{lm}(\hat{r}_I)$$

with $\mathbf{r}_I = \mathbf{r} - \mathbf{R}_I$. In contrast to the STO and GTO basis functions, the radial basis function $\chi_{Im}$ for NAO is strictly localized inside a given cutoff radius $R_{I}^{\text{cut}}$ for each nucleus and angular momentum, i.e.,

$$\psi_{Imn}(\mathbf{r}) = 0 \quad \text{if} \quad r_I \geq R_{I}^{\text{cut}}.$$  

Here, for simplicity of analysis, we assume that the cutoff radii are independent of the angular momentum $l$. Thanks to the locality property (3.6), different spatial regions of large systems are thus strictly separated from one another, which gets rid of the troublesome introduced by long range terms and enable the $O(N)$ methods for large scale electronic structure calculations [9, 41]. Generally, in the DFT calculations using NAO, the computational accuracy and efficiency can be controlled by two simple parameters: the cutoff radii and the number of orbitals per atom.

To construct the basis functions (3.5), we shall first partition the domain into overlapping atom-centered spheres $\Omega_I = B(\mathbf{R}_I, R_{I}^{\text{cut}})$ with $R_{I}^{\text{cut}}$ sufficiently large so that there is no interstitial region between the atoms (see Fig. 1). We mention that our theory also allows to include (ghost) spheres that are not centered at any atom [36, 41], which are helpful for filling the space and calculating the counterpoise corrections for superposition errors. Moreover, we need a $\Omega_0$ to denote the rest part of $\mathbb{R}^3$, i.e.

$$\Omega_0 = \mathbb{R}^3 \backslash \left( \bigcup_{i=1}^{M_n} B(\mathbf{R}_I, R_{I}^{\text{cut}} - \varepsilon) \right)$$

with $\varepsilon > 0$, so that $\mathbb{R}^3 = \bigcup_{i=0}^{M_n} \Omega_I$.

Figure 1: The partition of the domain into atomic spheres.
With the above partition, we can construct localized atomic orbitals in each \( \Omega_I \) \((1 \leq I \leq M_n)\). Generally, a set of atomic orbitals shall be generated by simple parameters as few as possible, which means that the basis functions are systematically available as many as we want. A simple and mathematically intuitive choice is to take \( \chi_{Inl} \) by polynomials with order less or equal to \( n \). We mention that although this type of basis functions are not used alone due to the difficulties in numerical implementations, they are still partially included to compensate the variational freedoms in practice (see [41]). Another way to generate \( \chi_{Inl} \) is to take numerical solutions of the one-particle Schrödinger-like equations with variable nuclear potential together with a confining potential. We shall present some numerical analysis for both of these constructions in the rest part of this section.

First, we need some regularity assumptions for the eigenfunctions based on the partition \( \{ \Omega_I \}_{0 \leq I \leq M_n} \). Let \( \omega_0 \equiv 0 \), and \( \omega_I \geq 0 \) \((1 \leq I \leq M_n)\) be the smooth cutoff functions, such that \( \sum_{I=1}^{M_n} \omega_I(r) \leq 1 \) \( \forall r \in \mathbb{R}^3 \). Let
\[
\Omega = \bigcup_{I=1}^{M_n} \Omega_I \quad \text{and} \quad f = 1 - \sum_{I=1}^{M_n} \omega_I(r).
\]
Note that \( f \) is a smooth function on \( \mathbb{R}^3 \) and vanishes at the neighbor of \( R_I \) \((I = 1, \cdots, M_n)\). Using the partition of unity theory and the fact that \( \Omega_I \)'s are overlapping, we have that there exist smooth functions \( f_I \) \((I = 0, \cdots, M_n)\), such that \( \text{supp} \{ f_I \} \subset \Omega_I \) and \( f = \sum_{I=0}^{M_n} f_I \). Let
\[
u_I = (\omega_I + f_I)u,
\]
we have
1. \( \text{supp} \{ u_I \} \subset \Omega_I \);
2. \( u_I = u \) in the neighborhood of \( R_I \);
3. \( \sum_{I=0}^{M_n} u_I = u \).

By the above properties of \( u_I \) and Proposition 2.2, we can write \( u_I \) as
\[
u_I(r_I) = \sum_{lm} R_{Im}(r_I) Y_{lm}(r_I)
\]
with \( r_I = r - R_I \) and \( R_{Im} \in C^\infty([0, R_{I\text{cut}}]) \). Let \( \hat{\delta} = \partial + \frac{i}{2} \), we make the following assumptions based on the regularity results in Section 2:

A. \( \sum_{I=0}^{M_n} \| u_I \|_{H^s([0, R_{I\text{cut}}] \times S^2)} < \infty \) for any \( s \in \mathbb{R}^+ \);
\[ \begin{aligned} \text{B. } & \sum_{l=1}^{\infty} \sum_{m}^{\infty} \| \hat{\partial}_s R_{ilm} \|_{L_2^{2l+1}([0,R^{\text{cut}}_I])} < \infty \text{ for any } s \in \mathbb{R}^+; \\ \text{C. } & \| u \|_{H^1(\Omega_0)} \leq C e^{-aR} \text{ with } a \text{ being some constant and } R \text{ being radius of the biggest ball contained in } \Omega. \end{aligned} \]

Here \([0,R^{\text{cut}}_I] \times S^2\) in A and B is nothing but a spherical coordinate representation of the atomic sphere \(\Omega_I\) centered at \(R_I\).

Assumption A is true by applying (2.11) to each \(u_I\) around \(R_I\) separately. Assumption B is a quite restrictive additional condition, which requires fast decay of \(\| R_{ilm} \|_{H^s([0,R^{\text{cut}}_I])}\) with respect to angular number \(l\). Although Proposition 2.2 indicates that \(\| R_{ilm} \|_{H^s([0,R^{\text{cut}}_I])}\) is finite for each \(I, l, m\), it is still not sufficient to ensure the summation in B. We can not prove B if there are infinite angular components of \(u_I\), and B will not be used for all our estimates. Fortunately, it is observed from the numerical tests (e.g. [9]) that omitting high angular momentum functions (like g, h functions) from the basis sets does not significantly affect the results. In fact, most of the numerical simulations with NAO use high angular momentums up to g function (i.e. \(l \leq 4\)). This means that our assumption in B is reasonable and make sense in practice. Assumption C is nothing but a reformulation of the exponential decay result (2.13).

### 3.1 Polynomial-type atomic orbitals

Consider the simple polynomial-type radial basis functions
\[ \chi_{Inl}(r) = c_n (r - R^{\text{cut}}_I)^n, \quad n = 1, 2, \ldots \] (3.7)
with \(c_n\) being the normalization constants. Note that \(\chi_{Inl}\) in (3.7) does not depend on the angular number \(l\). The corresponding finite dimensional space is
\[ V_\delta \equiv V_{NL} = \text{span} \{ c_n (r_I - R^{\text{cut}}_I)^n Y_{lm}(\hat{r}_I): \]
\[ 1 \leq I \leq M, \quad 1 \leq n \leq N, \quad 0 \leq l \leq L, \quad |m| \leq l \}. \] (3.8)

The following lemma will be used (see [5, 15] for its proof), which states the relationship between two Sobolev norms.

**Lemma 3.1.** If \(v \in H^l(B(0,R)) \cap H^l([0,R] \times S^2)\), then there exists a constant \(C\) such that
\[ \| v \|_{H^l(B(0,R))} \leq C \| v \|_{H^l([0,R] \times S^2)}. \]

**Theorem 3.1.** Let \(V_\delta\) be given by (3.8). If \(u\) satisfies the assumptions A and C, then for any \(s > 1\) we have
\[ \inf_{v_\delta \in V_\delta} \| u - v_\delta \|_{H^s(\mathbb{R}^3)} \leq C_s (L^{-(s-1)} + N^{-(s-1)}) + Ce^{-aR}, \] (3.9)
where \(C_s\) is a constant depending on \(u\) and \(s\) only.
Proof. For any $V_\delta \ni v_\delta = \sum_{l=1}^{M_\delta} v_{\delta,l}$ with $v_{\delta,l}$ spanned by the basis functions centered at $R_l$, we have

$$
\|u - v_\delta\|_{H^1(\mathbb{R}^3)} = \|\sum_{l=1}^{M_\delta} u_l - v_\delta\|_{H^1(\mathbb{R}^3)}
$$

$$
\leq \|f_0 u\|_{H^1(\Omega_0)} + \|\sum_{l=1}^{M_\delta} (u_l - v_{\delta,l})\|_{H^1(\cup_{l=1}^{M_\delta} \Omega_l)} \leq Ce^{-aR} + \sum_{l=1}^{M_\delta} \|u_l - v_{\delta,l}\|_{H^1(\Omega_l)},
$$

(3.10)

where the assumption $C$ is used for the last inequality. For approximation of $u_I$, we define the projection operators $P_{N,I}: H^1([0,R]) \to \Psi_N = \text{span}\{c_n(r - R_{cut}^I)^n, 1 \leq n \leq N\}$ satisfying

$$
(\nabla (v - P_{N,I}v), \nabla \psi) = 0 \quad \forall \psi \in H^1([0,R])
$$

and $P_L : L^2(S^2) \to M_L = \text{span}\{Y_{lm}, 0 \leq l \leq L, |m| \leq l\}$ by

$$
P_L \varphi(\mathbf{\hat{r}}) = \sum_{l,m} \varphi_{lm} Y_{lm}(\mathbf{\hat{r}}) \quad \text{with} \quad \varphi_{lm} = \int_{S^2} \varphi(\mathbf{\hat{r}}) Y_{lm}(\mathbf{\hat{r}}) d\mathbf{\hat{r}}.
$$

Define the projection operator $P^{NL,I} : H^1([0,R_{cut}^I] \times S^2) \to \Psi_{N} \times M_L$ by $P^{NL,I} = P_{N,I} \circ P_L$. Using standard error estimates for polynomial and spherical harmonic approximations, we obtain that for any $u_I \in H^s_J (B(R_I, R_{cut}^I) \cap H^s([0,R_{cut}^I] \times S^2)$,

$$
\|u_I - P^{NL,I} u_I\|_{H^s([0,R_{cut}^I] \times S^2)} \leq C(L^{-(s-1)} + N^{-(s-1)}) \|u_I\|_{H^s([0,R_{cut}^I] \times S^2)} \quad \forall s > 1.
$$

(3.11)

By taking $v_{\delta,I} = P^{NL,I} u_I$, we have from Lemma 3.1 and (3.11) that

$$
\|u_I - v_{\delta,I}\|_{H^1(\Omega_I)} \leq \|u_I - v_{\delta,I}\|_{H^1([0,R_{cut}^I] \times S^2)}
$$

$$
\leq C(L^{-(s-1)} + N^{-(s-1)}) \|u_I\|_{H^s([0,R_{cut}^I] \times S^2)} \quad \forall s > 1.
$$

(3.12)

Then we can obtain (3.9) from (3.10), (3.12) and the assumption $A$, which completes the proof. \qed

It is shown by Theorem 3.1 that the computational accuracy can be controlled by two simple parameters: the cutoff radii and the number of atomic orbitals. If the cutoff radii are sufficiently large, then we have a super-algebraic convergence rate for approximation errors.

### 3.2 Confined Hydrogen-like atomic orbitals

In many NAO based molecular simulations, localized orbitals (3.5) are constructed from atomic-like programs with spherically symmetric potentials (e.g. [9, 36, 39, 41]). More
specifically, the radial basis $\chi_{lnl}$ are numerical solutions of the following eigenvalue problem

$$\left(-\frac{1}{2} \frac{d^2}{dr^2} + \frac{l(l+1)}{2r^2} + v_{ln}(r)\right)(r\chi_{lnl}(r)) = \lambda_n(r\chi_{lnl}(r)), \quad (3.13)$$

where the radial potential $v_{ln}$ is

$$v_{ln}(r) = -\frac{Z_{ln}}{r} + v_{ln}^{\text{conf}}(r) \quad (3.14)$$

in full-potential calculations. The first part of (3.14) defines the main behavior of the eigenfunctions. One possible choice of $Z_{ln}$ is to take a fixed number for each $l$, however, the efficiency of this kind of basis set is rather low. Thus, the eigenfunctions of different ionization states are used in practice. The second part $v_{ln}^{\text{conf}}$ is a steeply increasing confining potential that ensures $\chi_{lnl}$ to smoothly decay to zero at the cutoff radius $R_{l}^{\text{cut}}$. Fig. 2 gives a schematic plot of the confining potential, which is 0 in most parts of the atomic spheres and increase smoothly to $\infty$ near $R_{l}^{\text{cut}}$.

**Remark 3.1.** Note that in many calculations, the radial basis functions are required to be continuous up to the third derivatives around the cutoff radii (so that matrix elements for the kinetic operator are continuous up to the first derivatives to realize a stable geometry optimization and molecular dynamics simulations). Therefore, the confining potential shall be smooth enough to make $\chi_{lnl}$ suited. One proposal of $v_{ln}^{\text{conf}}$ is [9]

$$v_{ln}^{\text{conf}}(r) = \begin{cases} 0, & r \leq R_{ln}^{\text{set}}, \\ \frac{c}{(r-R_{ln}^{\text{cut}})^2}\exp\left(\frac{1}{R_{ln}^{\text{set}}-r}\right), & R_{ln}^{\text{set}} < r < R_{ln}^{\text{cut}}, \\ \infty, & r \geq R_{ln}^{\text{cut}}, \end{cases} \quad (3.15)$$

with some constant $c$ and $R_{ln}^{\text{set}} \in (0,R_{ln}^{\text{cut}})$.

We are not able to give the a priori error estimate for the basis functions given by (3.13) due to the various choices of $Z_{ln}$ and $v_{ln}^{\text{conf}}$. Instead, we consider the eigenfunctions of

$$\left(-\frac{1}{2} \frac{d^2}{dr^2} + \frac{l(l+1)}{2r^2} - \frac{Z_{ln}}{r}\right)(r\tilde{\chi}_{lnl}(r)) = \lambda_n(r\tilde{\chi}_{lnl}(r)), \quad (3.16)$$

that is, the equation without confining potential $v_{ln}^{\text{conf}}$. Note that the main behavior of $\chi_{lnl}$ is defined by potential $-\frac{Z_{ln}}{r}$, and the effect of $v_{ln}^{\text{conf}}$ is only to make $\chi_{lnl}$ smoothly decay to 0 around $R_{ln}^{\text{cut}}$. Since the eigenfunctions of (3.16) decay to 0 exponentially fast with respect to $r$, we can say that $\chi_{lnl}$ and $\tilde{\chi}_{lnl}$ are highly related to each other (see Fig. 3 for a comparison with $Z_{ln} = n$ in the following).
With the radial parts given by (3.16), the basis functions \( \tilde{\chi}_{nl}(r) Y_{lm}(\hat{r}) \) are eigenfunctions of hydrogen-like Hamiltonian operator

\[
H = -\frac{1}{2} \Delta - \frac{Z_{In}}{r}
\]  

with principle quantum number \( n \). Since in polar coordinates, the normalized bounded eigenfunctions of this operator may be written in the form

\[
\phi_{nlm}(r) = c_{nl} \left( \frac{2Z_{In}r}{n} \right)^l L_{n-l-1}^{2l+1} \left( \frac{2Z_{In}r}{n} \right) \exp \left( -\frac{Z_{In}r}{n} \right) Y_{lm}(\hat{r}), \quad n-l=1,2,\ldots,
\]

we have

\[
\tilde{\chi}_{nl}(r) = c_{nl} \left( \frac{2Z_{In}r}{n} \right)^l L_{n-l-1}^{2l+1} \left( \frac{2Z_{In}r}{n} \right) \exp \left( -\frac{Z_{In}r}{n} \right),
\]

where \( L_{n-l-1}^{2l+1} \) is the generalized Laguerre polynomial and \( c_{nl} \) is the normalization constant. Note that the eigenfunctions of (3.17) with a fixed \( Z_{In} \) do not constitute a complete set, moreover, they spread out quickly and become very diffuse due to the factor \( 1/n \) in the exponent. This explains why different ionization states have to be taken in (3.13).

One possible choice is to take \( Z_{In} \) proportional to the quantum number \( n \). We present in Fig. 3 a comparison of \( \chi_{nl} \) and \( \tilde{\chi}_{nl} \) with \( Z_{In} = n \), from which we observe that these two types of orbitals are really close to each other as we expected. Therefore, the efficiency of the radial basis functions \( \chi_{nl} \) can be illustrated by an error estimates of \( \tilde{\chi}_{nl} \).

Let \( Z_{In} = \xi_l n \) with a fixed parameter \( \xi_l \) and \( \tilde{\chi}_{nl} \) correspond to principle quantum number \( n \). We have that (3.18) becomes

\[
\tilde{\chi}_{nl}(r) = c_{nl} (2\xi_l r)^l L_{n-l-1}^{2l+1} (2\xi_l r) \exp(-\xi_l r).
\]

For simplicity, we will denote \( \xi_l \) by \( \xi \) afterwards. The finite dimensional space spanned by \( \phi_{nlm} \) are equivalent to that spanned by STO functions, whose radial parts are products.
of the monomial \( r^l \) and the exponential factor \( e^{-\frac{\alpha}{r}} \)

\[
\psi_{\text{nl}}(r) = r^{n+l-1} e^{-\frac{\alpha}{r}}, \quad n = 1, 2, \ldots .
\]  

(3.19)

To see this, we note that any \( \bar{\chi}_{\text{nl}}(r) \) can be written by linear combination of (3.19) with the power of \( r \) between \( l \) and \( n+l-1 \).

The finite dimensional space spanned by STO basis functions (3.19) is

\[
V_\delta \equiv V_{NL} = \text{span}\{ \psi_{\text{nl}}(r) Y_{lm}(\hat{r}) : 1 \leq l \leq M_n, 1 \leq n \leq N, 0 \leq l \leq L, |m| \leq l \}.
\]

(3.20)

We have the following estimate for this type of approximations.

**Theorem 3.2.** Let \( V_\delta \) be given by (3.20). If \( u \) satisfies the assumptions A, B and C, then for any \( s > 1 \) we have

\[
\inf_{v_\delta \in V_\delta} \| u - v_\delta \|_{H^1(\mathbb{R}^3)} \leq C_s (L^{-s-1} + N^{-s-1/2} + LN^{-s/2}) + Ce^{-nR},
\]

(3.21)

where \( C_s \) is a constant depending on \( u \) and \( s \) only.

**Proof.** Using similar arguments as those in the proof of Theorem 3.1, it is only necessary for us to estimate the error of \( u_1 \) in \( \Omega_1 \). Let \( v_{\delta,l} \in V_\delta \) be spanned by basis functions centered at \( R_1 \) (i.e. \( v_{\delta,l}(r) = \sum_{n=1}^{N} \sum_{l=1}^{L} a_{\text{nl}m} \psi_{\text{nl}}(r_1) Y_{lm}(\hat{r}_1) \)), we have

\[
\| u_1 - v_{\delta,l} \|_{H^1(\Omega_1)} \leq \sum_{l=L+1}^{\infty} \sum_{m=-l}^{l} \| u_{\text{nl}m}(r_1) Y_{lm}(\hat{r}_1) \|_{H^1(\Omega_1)}
\]

\[
+ \sum_{l=1}^{L} \sum_{m=1}^{l} \sum_{n=1}^{N} a_{\text{nl}m} \| \psi_{\text{nl}}(r_1) Y_{lm}(\hat{r}_1) \|_{H^1(\Omega_1)},
\]

(3.22)

where \( a_{\text{nl}m} \) are coefficients and \( u_{\text{nl}m}(r_1) = \int_{\mathbb{R}^3} u_1(r_1) Y_{lm}(\hat{r}_1) d\hat{r}_1 \). Using standard estimates for spherical harmonics and the assumption A, we have

\[
\sum_{l=L+1}^{\infty} \sum_{m=-l}^{l} \| u_{\text{nl}m}(r_1) Y_{lm}(\hat{r}_1) \|_{H^1(\Omega_1)} \leq CL^{-s-1} \| u_1 \|_{H^s([0, R^m] \times \mathbb{R}^2)}, \quad \forall \, s > 1.
\]

(3.23)

We shall then estimate the second part of the right hand side of (3.22). Let

\[
R_{\text{nl}m}(r) = \frac{u_{\text{nl}m}(r)}{r^l} \quad \text{and} \quad v_{\delta,l} = \sum_{n=1}^{N} \frac{a_{\text{nl}m}}{r^l} \psi_{\text{nl}}(r) e^{-\frac{\alpha}{r}}.
\]

Note that a simple calculation implies that for \( v(r) Y_{lm}(\hat{r}) \in H^1(B(0, R)) \),

\[
\| v(r) Y_{lm}(\hat{r}) \|_{H^1(B(0, R))}^2 = \int_0^R r^2 \left( v^2(r) + \left( \frac{\partial v(r)}{\partial r} \right)^2 + \frac{l(l+1)}{r^2} v^2(r) \right) dr + \int_{S^2} Y_{lm}^2(\hat{r}) d\hat{r}.
\]
from which we have

\[
\left\| (u_{\text{ilm}}(r_l) - \sum_{n=1}^{N} a_{1\text{ilm}} \psi_{n\text{lm}}(r_l)) Y_{\text{lm}}(r_l) \right\|_{H^1(\Omega_l)}^2
\]

\[= \|r_l^1 (R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l)) Y_{\text{lm}}(r_l) \|_{H^1(\Omega_l)}^2\]

\[= \|r_l^{1+1} (R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l)) \|_{L^2([0,R^{\text{out}}])}^2 + \|r_l^1 (R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l)) \|_{L^2([0,R^{\text{out}}])}^2\]

\[+ \|\partial_{r_l} (R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l)) \|_{L^2([0,R^{\text{out}}])}^2\]

\[\leq (R_l^{\text{cut}})^2 + 2l^2 + 1 \|r_l^1 (R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l)) \|_{L^2([0,R^{\text{out}}])}^2\]

\[+ R_l^{\text{cut}} \|\partial_{r_l} (R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l)) \|_{L^2([0,R^{\text{out}}])}^2\]

\[\leq (1+l^2) \|R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l) \|_{L^2([0,R^{\text{out}}])}^2 + \|\partial_{r_l} (R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l)) \|_{L^2([0,R^{\text{out}}])}^2\]

\[\leq (1+l^2) \|R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l) \|_{L^2([0,\infty])}^2 + \|\partial_{r_l} (R_{\text{ilm}}(r_l) - \psi_{\text{ilm}}(r_l)) \|_{L^2([0,\infty])}^2. \tag{3.24}\]

Let \(\psi_{\text{ilm}}(r_l)\) be the Laguerre approximation of \(R_{\text{ilm}}(r_l)\) with weight function \(r_l^{2l}\), that is,

\[\psi_{\text{ilm}}(r_l) = \Pi_{N,r^{2l}} R_{\text{ilm}}(r_l),\]

where \(\Pi_{N,r^{2l}} : L^2_{r^{2l}}([0,\infty)) \to \text{span}\{r^{n-1} e^{-\xi r}, 1 \leq n \leq N\}\) is the projection operator defined by

\[(v - \Pi_{N,r^{2l}} v, v)_r^{2l} = 0 \quad \forall v \in \text{span}\{r^{n-1} e^{-\xi r}, 1 \leq n \leq N\}.\]

Using standard spectral approximation results (see [40] for analysis of spectral methods in unbounded domains), we have

\[\| \hat{\partial}^k (R_{\text{ilm}}(r_l) - \Pi_{N,r^{2l}} R_{\text{ilm}}) \|_{L^2_{r^{2l+k}}([0,\infty])} \leq CN^{-(s-k)/2} \| \hat{\partial}^s R_{\text{ilm}} \|_{L^2_{r^{2l+k}}([0,\infty])}\]

\[= CN^{-(s-k)/2} \| \hat{\partial}^s R_{\text{ilm}} \|_{L^2_{r^{2l+k}}([0,R^{\text{out}}])},\]

which together with (3.24) leads to

\[\left\| (u_{\text{ilm}}(r_l) - \sum_{n=1}^{N} a_{1\text{ilm}} \psi_{n\text{lm}}(r_l)) Y_{\text{lm}}(r_l) \right\|_{H^1(\Omega_l)}^2 \]

\[\leq CN^{-(s-1)/2} + (1+l)N^{-s/2} \| \hat{\partial}^s R_{\text{ilm}} \|_{L^2_{r^{2l+k}}([0,R^{\text{out}}])}. \tag{3.25}\]

We obtain from a summation of (3.25) over index \(l\) and \(m\) that

\[\sum_{lm} \left\| (u_{\text{ilm}}(r_l) - \sum_{n=1}^{N} a_{1\text{ilm}} \chi_{1\text{lm}}(r_l)) Y_{\text{lm}}(r_l) \right\|_{H^1(\Omega_l)}^2 \]

\[\leq CN^{-(s-1)/2} + LN^{-s/2} \left( \sum_{lm} \| \hat{\partial}^s R_{\text{ilm}} \|_{L^2_{r^{2l+k}}([0,R^{\text{out}}])} \right). \tag{3.26}\]
Taking (3.22), (3.23) and (3.26) into accounts, we have
\[ \| u_I - v_{\delta, I} \|_{H^1(\Omega_I)} \leq C_{I, s} \left( L^{-(s-1)} + N^{-(s-1)/2} + LN^{-s/2} \right) \]
with
\[ C_{I, s} = C \left( \| u_I \|_{H^1([0, R_{\text{cut}}] \times S^2)} + \sum_{lm} \| \hat{\partial}^s R_{Hlm} \|_{L^2_{[0, R_{\text{cut}}]}} \right). \]

By summing up (3.27) over index \( I \) and using a similar argument as (3.10), we have from assumption C that
\[ \| u - v_{\delta} \|_{H^1(\mathbb{R}^3)} \leq \left( \sum_{I=1}^{M_n} C_{I, s} \right) \left( L^{-(s-1)} + N^{-(s-1)/2} + LN^{-s/2} \right) + Ce^{-\alpha R}. \]

Since the assumptions A and B indicate that \( \sum_{I=1}^{M_n} C_{I, s} \) is a finite constant depending only on \( s \) and \( u \), we can complete the proof of (3.21).

Theorem 3.2 gives an a priori error estimate for the STO basis functions under certain reasonable assumptions. We have mentioned that the NAO basis functions with radial parts obtained from (3.13) by taking \( Z_{ln} = \zeta_{jn} \) are very close to the STO basis functions. Therefore, the super-algebraic convergence rate for STO in (3.21) can illustrate the efficiency of the confined hydrogen-like NAO basis set.

**Remark 3.2.** This estimate is not strict for the NAO basis functions, but only provides an explanation of the efficiency. In practice, the variational \( Z_{ln} \) do not have to be integers, which are usually chosen through an adaptive optimizing procedure such that the basis functions can give the best improvement of a target total energy (see, e.g. [9]). In this case, we shall refer to an a posteriori error estimate of the numerical approximations (see perspectives in Section 5).

### 4 Numerical experiments

We shall present some numerical experiments in this section to support our theory. All computational results are given by atomic unit (a.u.).

Before showing the numerical results, we want to explain how we perform the numerical integrations, which is one of the most important tasks in NAO based computations. The algorithm we used is based on that in [9, 17, 25], which uses the partitioned integration technique on overlapping, atom-centered grids. In this scheme, each integrand in (3.2) is formally divided into localized atom-centered pieces as
\[ H_{ij} = \sum_{l=1}^{M_n} \int_{\Omega_i} p_1(r) \left( \psi_i(r) \hat{\hbar} \psi_j(r) \right) dr, \]

where...
where $\hat{h}^{KS} = -\frac{1}{2} \Delta + v_{\text{eff}}(r)$, and the sum of all atom-centered partition functions $p_I(r)$ equals 1 everywhere, e.g.

$$p_I(r) = \frac{g_I(r)}{\sum_{l'=1}^{M_n} g_{l'}(r)}$$

with $g_I$ being a strongly peaked function around its originating atom. The $\Delta$ operator in $\hat{h}^{KS}$ include the jump at the spherical surface if the first derivative of the radial basis functions are not continuous at $r = R^\text{cut}_I$. The integrand in each atomic sphere is integrated on its own grid of $N_r$ spherical integration shells $r(s) \ (s = 1, \cdots, N_r)$, on which angular integration points with weights $w_a(t)$ are distributed so as to integrate angular momentums up to a certain accuracy. Specifically, we employ the choice in [9, 17]

$$r(s) = R^\text{cut}_I \frac{\log(1 - (s/(N_r + 1))^2)}{\log(1 - (N_r/(N_r + 1))^2)}$$

with the radial integration weights $w_r(s) ds = r(s)^2 \frac{d}{ds}(s) ds$. Also, we shall note that the near-nuclear shells require significantly fewer angular grid points than those outer shells. To sum up, (4.1) is thus given by a summation over integration points

$$H_{ij} = \sum_{l=1}^{M_n} \sum_{s=1}^{N_r} \sum_{t=1}^{N_a} p_I(r) w_r(s) w_a(t) (\psi_i(r) \hat{h}^{KS} \psi_j(r)).$$

**Example 1.** We first consider the hydrogen (H) atom. We know that the exact ground state energy is -0.5 (a.u.). This is a spherically symmetric system, which only involves $l = 0$ state and is a good example to check the convergence rate on radial basis functions. We show in Fig. 4 the numerical errors of ground state energy approximations by using polynomial-type radial basis set. We observe an exponential convergence rate with respect to the polynomial orders $N$ when $N$ is small. As $N$ increases, the numerical errors decay slower due to the error generated by the cutoff radii. With a larger atomic sphere, the numerical approximations can converge to a more accurate result. We also present the numerical errors by confined hydrogen-like basis functions in Fig. 5. With a sufficient large cutoff radii, the approximations are quite accurate when $N$ is very small. We also observe an exponential convergence rate with respect to the degree of radial basis.

**Example 2.** We consider the lithium-hydrogen (LiH) molecular. We use a confined hydrogen-like orbital basis set to obtain the ground state approximations, and present the numerical errors with respect to the degrees of radial basis in Fig. 6. The result on the finest discretization is taken to be the exact solution. The numerical errors with respect to the angular numbers are shown in Fig. 7. From these two figures, we observe more or less exponential convergence rates with respect to both $N$ and $L$, which supports our theory.
Example 3. We simulate the Fullerene molecular (C60) using the package SIESTA [41]. SIESTA is a computer program to perform efficient electronic structure calculations of molecules and solids, based on KS-DFT and strictly localized basis sets. The atomic configuration of the molecular system is shown in Fig. 8, and we plot an iso-surface of the ground state electron density obtained by SIESTA in Fig. 9. We observe that the iso-surface is actually close to some superposition of atom-centered spheres, as well as some bond formation corresponding to the configuration in Fig. 8 that may be caught by the high angular components. This indicates why atomic orbitals give a good physical descriptions of the electronic states. The convergent curves of ground state energy approximations by SIESTA can be referred to [41].

5 Conclusions and perspectives

In this paper, we present the a priori error estimates for some NAO based approximations in molecular simulations. To our knowledge, this is the first result concerning numerical analysis of NAO basis functions. Although this paper is under KS-DFT framework with
LDA setting, an extension to generalized gradient approximations (GGA), hybrid functionals, Hartree-Fock theory, and MP2/GW formulations for total energies and excited states is possible within the same underlying analysis.

We mention that there are various types of NAO based methods in practical computations, which incorporate the environmental effects by fine tuning the adjustable parameters in the atomic orbitals. The values of the adjustable parameters therefore vary among different chemical elements, exchange-correction potentials, and sometimes ambient environment of atoms, which makes the basis set not transformable and lack of a systematic convergence. For these basis sets, the a priori error estimate can hardly be obtained and the a posteriori analysis is of more interest. The a posteriori analysis provides a more or less precise upper bound of the actual error after a computation has been performed, which may tell you when the desired accuracy is reached and what to do to improve the accuracy. Note that most of the a posteriori analysis are based on relative a priori error estimate. Therefore, our analysis can also be viewed as a preliminary step for further understanding of the NAOs whose effects rely heavily on the experience of the underlying chemical systems.
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