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Abstract. In this paper we present a coupled Finite Element Method — Boundary Ele-
ment Method (FEM-BEM) approach for the solution of the free-boundary axi-symmetric
plasma equilibrium problem. The proposed method, obtained from an improvement
of the Hagenow-Lackner coupling method, allows to efficiently model the equilibrium
problem in unbounded domains by discretizing only the plasma region; the external
conductors can be modelled either as 2D or 3D models, according to the problem of in-
terest. The paper explores different iterative methods for the solution of the nonlinear
Grad-Shafranov equation, such as Picard, Newton-Raphson and Newton-Krylov, in or-
der to provide a robust and reliable tool, able to handle large-scale problems (e.g. high
resolution equilibria). This method has been implemented in the FRIDA code (FRee-
boundary Integro-Differential Axisimmetric — https://github.com/matteobonotto/
FRIDA), together with a suitable Adaptive Integration Technique (AIT) for the compu-
tation of the source term. FRIDA has been successfully tested and validated against
experimental data from RFX-mod device, and numerical equilibria of an ITER-like de-
vice.

PACS: 52.65.Kj, 52.55.Fa, 52.55.Hc, 41.20.Gz
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1 Introduction

In magnetic confinement fusion (MCF) research, the successful design of Tokamak de-
vices, the set up of plasma operations, the prediction of performance scenarios and the
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design of feedback control systems are all activities which rely, to an extent, on equi-
librium codes [1,2]. High accuracy MHD stability analysis also relies on given equilib-
rium reconstructions, which are usually performed in fixed-boundary conditions. One
of the basic problems of equilibrium reconstructions is the more general quasi-static free-
boundary plasma equilibrium problem, consisting in the numerical solution of the Grad-
Shafranov equation [3,4] with a plasma separatrix, the plasma-vacuum interface, which is
not known a priori.

The solution of the free-boundary axi-symmetric equilibrium problem requires to
deal with a two-dimensional, elliptic partial differential equation (PDE), defining the axi-
symmetric plasma equilibrium, given the prescribed set of external currents, the plasma
current density profile and the total plasma current value. The computational challenges
in solving such magneto-quasistatic problem are related to the fact that (i) the compu-
tational domain is unbounded, (ii) the plasma current density profiles is a non-linear
function of the poloidal magnetic flux and (iii) the plasma separatrix is unknown.

Despite the well-assessed theory concerning the axisymmetric quasi-static plasma
equilibrium problem [5, 6], its numerical solution is still a hot topic. Many equilibrium
codes are based on Finite-Difference (FD) or Finite-Element-Method (FEM) for the spa-
tial discretization of the PDE, a fixed-point (Picard) iteration scheme to solve the non-
linearities, and a coupling method, based on the analytical Green’s functions [7], to re-
duce the unbounded domain to a bounded region. Among these codes, some exam-
ples are FBT [8], MAXFEA [9], and TES [10]. Other computational tools are based on a
Newton-Raphson like iterative scheme, and a more sophisticated analytic uncoupling on
a semi-circular domain, which was introduced by Albanese, Blum and de Barbieri [11].
This approach is implemented, for examples, in the codes PROTEUS [12], CREATE-
L [13], CREATE-NL+ [14], CEDRES++ [15] and FEEQS.M [5]. All these codes can be
divided in two groups, depending on how the plasma equilibrium problem is treated.
On one hand, we find all the tools based on robust and reliable Newton-Raphson like
schemes used to solve the non-linear equilibrium problem in a rigorous way (i.e PRO-
TEUS, CREATE-L, CREATE-NL+, CEDRES++, and FEEQS.M). On the other hand, a
group of codes (i.e. FBT, MAXFEA, and TES) rely on the idea that the free-boundary
equilibrium problem is characterized by an intrinsic axisymmetric instability which is en-
countered in all equilibrium calculations with a free-boundary condition. This misconception
is explicitly expressed in [10], and more indirectly in [16], and it is pretty common in
the MCF community, with the consequence of believing that it is impossible to solve the
free-boundary plasma equilibrium problem without handling this intrinsic axisymmetric
instability by means of naive numerical approaches (e.g. with the insertion of a feedback
loop). However, such misconceptions come from a misinterpretation of the convergence
limitations of the Picard scheme, much less robust and reliable than Newton-Raphson-
like scheme, as will be clarified in sections 5 and 6.

In the sake of a rigorous mathematical analysis of the problem [5, 6], in this paper
we present a coupled Finite Element Method — Boundary Element Method (FEM-BEM)
approach obtained improving the well-known Hagenow-Lackner (HL) coupling method
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[7]. This method has been implemented in the FRIDA code (FRee-boundary Integro-
Differential Axisimmetric — https://github.com/matteobonotto/FRIDA), in which the
boundary convolution integral over the plasma current is kept explicit instead of intro-
ducing an auxiliary variable to reduce the problem to a one dimensional convolution
integral. This strategy allows to overcome the convergence limitations of the HL scheme,
providing a FEM-BEM coupling scheme which has optimal convergence. Moreover, the
computation of the Green matrix, which depends only on the geometry of the domain
triangulation, is performed beforehand during a pre-processing phase and it does not
need to be repeated if another equilibrium with the same mesh is analyzed. Finally, an
Adaptive Integration Technique (AIT) for the computation of the plasma source term has
been implemented, in order to treat the mismatch problem between plasma separatrix
domain, which is not known a priori, and the mesh elements. The FRIDA code exploits
Newton-like iterative schemes (Newton-Raphson, Newton-Krylov) in order to solve the
free-boundary problem in a rigorous way. The Picard scheme is also implemented to
compare its performances with Newton-like methods.

It is worth noting that the presented FEM-BEM coupling method has been derived
also with the purpose to give a modular tool, suitable to deal with different representa-
tions of the external field sources: by solving the equilibrium problem only in the plasma
region, the boundary conditions contain the contribution of all external field sources, both
2D axi-symmetric (i.e. poloidal field coils) and pure 3D (e.g. conductors with arbitrary
geometry). Moreover, it is suitable to be generalized for time-evolution problems, con-
sidering also the eddy current contribution as part of the equilibrium problem through
the boundary conditions. This approach is not novel, but, in the authors” knowledge, the
only existing implementation is that of CarMaONL code [17].

The paper is organized as follows. Sections 2 to 4 describe the mathematical and
numerical formulation of the free-boundary axi-symmetric equilibrium problem. Section
5 describes the implementation of the iterative schemes used to deal with the non-linear
problem. Section 6 presents the validation of the FRIDA code against experimental data
from RFX-mod device and numerical equilibria of an ITER-like device. Finally, Section 7
draws the conclusions.

2 Axi-symmetric equilibrium equation

The magneto-static problem in the three-dimensional space can be cast as:

1 - -
V x <—V><A> =7, (2.1)
Ho

where A is the magnetic vector potential,  is the current density and i is the magnetic
permeability of vacuum. We consider now a cylindrical coordinate system (7,¢,z): under
the assumption of axial symmetry, Eq. (2.1) becomes a scalar equation in the poloidal
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plane (r,z):

L() =—pojy(7), (2.2)
$(7)]r=0=0, (2.3)
I\Jli\m P(¥)=0, (2.4)

where L(y) =V - (1Vy), 7= (r,z) and () is the poloidal flux per radian, defined as:

L1 ~
Y =5 /S A s, (2.5)

where Sy (7) is a circular surface centered on the z axis and obtained by rotating a certain
point 7 around the z axis.
The computational domain consists of the following regions:

e vacuum internal region (), the vacuum region available to the plasma (i.e. the space
inside the vacuum chamber);

e vacuum external region (2}, a narrow region which encircles (), and not available to
the plasma (i.e. introduced for computational reasons);

e coils region ), = Uf\ifl )i, the region of the N, active coils.

The boundary of the computational domain is labelled as 0Q2. In addition to this, we label
as (), the plasma cross-section, i.e. the region inside the plasma separatrix Iy, (i.e. the
interface between the plasma and the vacuum region). It is worth noting that, for a given
a MCF device, the regions (,, ()} and (). depend only on the machine geometry, and
thus can be defined just once beforehand and kept fixed. Conversely, (), is an unknown
of the problem because it depends on the plasma equilibrium (i.e. free-boundary problem).
Fig. 1 shows, for the REX-mod device [18], a typical example of domain subdivision.
Therefore the source term j, assumes different definitions depending on the region:

- dp(y D) df(p .
o Jp(F ) =Alr Z(I}]p)—l—f;;/;) {1(1}7/]) ,inQ), (2.6a)
Jp(7) = icir inQ,i=1,--,N,,  (2.6b)
0, elsewhere, (2.6¢0)

where p is the kinetic pressure and f(¢) is the poloidal current function, defined as:

I ol(lp)
flyp)= pzT' (2.7)

The term I,,,(1) is the total poloidal current, i.e. related to the component of the current
density which flows in the poloidal direction, and it is defined accordingly with (6.12)
of [2].
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Figure 1: Definition of regions )y, OO}, Qc, and Q).

The profiles of p(¢) and f(p) are usually given in terms of the normalized poloidal
flux p=(p—1,)/ (P —Pa), where 1P, and 1, are respectively the value of the flux at the
magnetic axis and at the plasma separatrix I',. These functions cannot be derived from
the simple toroidal force balance, and must be determined either from experimental data,
or from transport calculation, or using some suitable parametrization functions [6,19].

In addition to this, the scaling parameter A is needed to impose the total plasma cur-
rent as:
| ipE§)a0=1,. 28

QP
Eq. (2.2) inside the plasma region, where the current density is defined in (2.6a), is called
Grad-Shafranov equation (GSE), which is the basic equation describing the plasma equilib-
rium for axisymmetric toroidal configurations [2].

From a rigorous point of view, the computational domain is [r,z] € [0 co,—oco X c0], but
a limited-bounded domain is required to solve the problem numerically. For this reason
a limited region of vacuum, which surrounds the plasma region without intersecting or
overlapping the active conductors, is considered. An example of this configuration is
shown in Fig. 1, where the limited computational domain (); = (), U} is highlighted.
From a mathematical point of view, this means that the regularity conditions at infinity
expressed by (2.4) can be replaced with:

~

where 1 is the set of Dirichlet boundary conditions (BCs) on the boundary 9Q).
The unknowns are the value of 1 in Q; and § on 9Q), together with additional degrees
of freedom (DoFs) required in order to solve the free-boundary equilibrium problem,
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such as: the current scaling parameter A required to impose the total plasma current I,
the profiles of the pressure p(i) and the poloidal current function f(¢). The geometry
and the current of the external coils (jc;, i=1,---,N,) are also required. Other quantities,
such as the position of the magnetic axis, are unknowns of the equilibrium problem.

Eq. (2.2) can be written in a weak form in the limited-bounded domain () as:

1 _ S 1 oy(7) i (=

—~Vw(¥)-V rdQ—/ —w(7 —dS:/ w(7)jy (¥)dQY, 2.10
S 7Y@ V@0 [ Co@®LRds= | pow)ig(F) 2.10)
where w(7) is a scalar test function. This problem is treated numerically following the
Finite Element Method (FEM) approach.

3 FEM-BEM coupling method

The numerical solution of the problem given by (2.2), (2.3) and (2.9) in unbounded do-
main requires, together with (2.10) inside (), a suitable coupling equation for the BCs on
0Q). The total flux at the boundary can be split into:

PE ) =bp(F,9) + e (7), (3.1)

where ¢, {. are the contributions of the plasma and the external coils, respectively. The
total flux at the boundary depends both on the known total value I, and on the current
density distribution, which is a non-linear function of i: for this reason §(7,¢) is also
non-linear and depends on 1. Conversely, the contribution of the external coils is fixed
and depends only on the geometry and the current of the external coils.

It is worth noting that §). contains the contribution of all external sources. This
approach is the same described in [17] for the CarMaONL code, which solves the axi-
symmetric non-linear plasma equilibrium problem, self-consistently coupled to eddy
currents equations describing the three-dimensional (3D) structures surrounding the
plasma. Therefore, our approach is suitable to be generalized for time-evolution prob-
lems, considering also the eddy current contribution as part of the equilibrium problem
through the BCs ).

The typical way to reduce the computation on the unbounded domain to a limited-
bounded domain relies on the analytical Green’s function. The most famous coupling
method in MCF community is the von Hagenow-Lackner method (HL) [7], and it is based
on the Green’s function. Another method, which is less known and used, but notewor-
thy, is the aforementioned analytic uncoupling on a semi-circular domain by Albanese,
Blum and de Barbieri (ABB) [11]. Additional coupling methods, well known in applied
mathematics but not in the MCF community, are Johnson-Nédélec coupling (JN) [20] and
Bielak-MacCamy coupling (BMC) [21]. A comprehensive review of these coupling meth-
ods can be found in [5].

Eq. (3.1) is treated recalling the fundamental solution of the operator L() defined in
Eq. (2.2), also known as Green function of L(i), giving the integral formulation of the
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Boundary Element problem:

DEY)= [ GEPjy(F )0, 62)
~ N
§7) =1 [ 6P, 63

where 7, €0Q), Q); is the i—th active coil, N, is the total number of active coils and G(7,7')
is the Green’s function defined as [7]:

e Vrr! o s o
G#7)= % {(Z—kz(r,r ) K(k(77))—2E(k(7,7)) |, (3.4)
where ,
RFT) = drr (3.5)

(r+1")24(z—2")%

and K(k), E(k) are the complete elliptic integrals of the first and second kind, respectively.

Recalling the domain subdivisions presented in chapter 2, the additional region 23,
forbidden to the plasma, is intended to avoid singularities on integral (3.2). By doing this,
the mesh nodes inside (), which are the sources of (3.2), and the boundary nodes never
coincide.

The FEM-BEM coupling strategy is also the starting point of the Hagenow-Lackner
coupling (HL). However, the HL coupling, in order to avoid the direct computation of the
integral in (3.2) over the possible large domain (), introduces a new auxiliary unknown,
which satisfies the homogeneous Dirichlet boundary value problem on 0(}, thus allowing
to replace the integral over plasma domain and coils by an integral over the boundary 0}
using the Neumann data of the auxiliary function. The difference between HL method
and our method, and pros and cons, will be discussed in paragraph 6.1.

4 Galerkin formulation

Following the standard Galerkin approach, we use a Quadratic Lagrangian Element
(QLE) based Finite Element Method. The computational domain is discretized by a suit-
able triangularitation algorithm [22], and the following basis function is used [23]:

w(F) =ayr* +ayz? +azrz+agr+asz+ag, 4.1)

which is a complete second order polynomial of (r,z) of coefficients a=[a; --- ag]”. Thus,
since triangular elements and nodal basis functions are used, the boundary elements are
defined as the nodes at the boundary d(), whose support is given by the triangles with
one or more edges 0().
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The terms ¢ and j, can be expressed in terms of (4.1) as:
N, s Ni
v =Y ( L)) v 42)
wé(?))jp@z-), (4.3)

where N, is the number of mesh nodes. For a given i—th node there are j = 1,---,N(f

triangles sharing such node and forming its local support Q)}; wi(7) is the basis function

]
on the j—th triangle of the local support and related to the i —th node.

The current density can be obtained from the profiles of the pressure and the poloidal
current function, or through a suitable parametrization [6,19]. In the following, we will

pose:
Jo =AY, a, by, (4.4)

where the current density function g(,1,,;) can be defined as:

dp(§) . F(§) dF()
W por A (+9)

8(W, Ya, ) =7

or

(1—Bo)Ro

. (1—g*m)on, (4.6)

s )= [0+
0
depending on which information is available.

In (4.6) Ry is the machine major radius and the parameters [a1,an,Bo] have to be cho-
sen to match the values of plasma internal inductance /; and poloidal 8,. The best values
of [ap,an, o] to characterize the equilibrium are determined by applying a least-squares
minimization technique to the difference between the measured and calculated values
of the poloidal field [19]. This means that, in (4.6), both df (¢)/d¢ and dp(¢)/dy have
the same dependence on ¢, because the use of only magnetic measures makes practi-
cally unfeasible the reconstruction of df(¢)/dy and dp(¢)/dy profiles separately. On
the other hand, if also non-magnetic diagnostics are available (i.e. Thomson Scattering,
Polarimetry etc), these profiles can be separated; this is usually necessary for particular
operational conditions (e.g. profiles with a strong pedestal). A further generalization of
this approach will involve also such a contribution.

The final system of equations is obtained: (i) by using the Galerkin formulation on
(2.10) for the FEM problem (first integral of (2.10) written both for ¢ and ¢), and on (3.1)-
(3.2)-(3.3) for the BEM problem, and writing the source as (4.4); (ii) by considering that
the fluxes 1,1, are also unknown, because they depend on the solution ¢ (¥); and (iii) by
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imposing the total plasma current. It follows that:

=) | pow(®)g (i, 9)a0, @)
§e(?) 41 [ GER)BZ Yo ) A= (F), @8)
ng;;x{tp} =1, (4.9)
max {i} =, (4.10)
902, Uy
A /()pw(?)g@,zpa,wb) i0=1, (4.11)

where 0(); is the portion 0Q), where 7i- V1) <0, with 7i unit vector outgoing from 0(2,, and
)y is the region inside (), where the poloidal magnetic field vanishes. Egs. (4.9)-(4.10)
are suitable for most of the typical limiter/diverted configurations: additional constrains
might be necessary for more particular configurations (e.g. plasma during disruption
events).

It is worth noting that the second term of (2.10) is identically zero for the interior
elements (i.e. elements without nodes on the computational boundary), and it con-
tributes only if BCs involving normal derivative of the unknown are considered (i.e.
Neumann/Robin BCs). Since, in this context, only Dirichlet BCs are considered, and
specifically through (4.8), the second term of (2.10) gives no contribution in (4.7).

Egs. (4.7)-(4.11) give a system of N;+ N}, 43 equations in N;+ Nj+3 unknowns, where
N, is the number of the mesh nodes inside the domain (); and N, is the number of nodes
on the boundary 0(), respectively.

The discrete version of the previous system can be written in matrix form, by defining
the vector of unknowns x = [¢,, ¥, ¥y, A] T

K Ky 0 0 —pui(x) 19 0

0 E 0 0 —Gypilx) ||| ¢
xa(x) 0 -1 0 0 Y| =101, (4.12)
xp(x) 0 0 -1 0 Py 0

0 0 0 0 L& ) I,

where @, are the discrete counterparts of 1,1 and E is the identity matrix. The matrix
blocks K(i,j) and Kj(i,j) are defined as:

1
K(i,j)= /Q Vw0, ijeN, 4.13)
ij

1
Ky (i,f) = /Q VWi Va0, €Ny, jEN, (4.14)
ij
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where ();; = QiNQL. All integrals (4.13) and (4.14) and in following relations are evalu-
ated numerically using high degree efficient symmetrical Gaussian quadrature rules for
triangles [24].

The term i(x) is the vector of discrete currents, whose elements I;(x),i=1,---,N, are
obtained by integrating the source function g(¢;,{,,¢,) on the mesh elements:

NP )
Ii(x) = Ii(l/;/wﬂ/lpb) = /Qi <Zw;(?)> g(lpi/lpmwb)dﬂz (415)
e j:]
while I; is the total current:
Ny
Ii(x)=)_Li(x). (4.16)

i=1
The discrete counterpart of (4.8) has been written assuming that, for the i —th node, the
current is not distributed on the support Q) of each node but each node carries all the
current. Thus the convolution integral in (4.8) becomes Gy,i(x), where Gy, = G(7},7))
defined according to (3.4).

Egs. (4.9)-(4.10) can be written, in a discrete manner, by introducing vectors x,(x)
and x(x), which are vectors of weights to identify the positions of the magnetic axis and
the XP/limiter points respectively in terms of . To give a clarification, we consider the
magnetic axis. Let ()f* be the 6-nodes triangle in which the magnetic axis is located, and
wit (7), j=1,---,6 the set of basis functions of such a triangle. Since ¢, is a combination
of the values of ¥ at the nodes of the triangle )¢, x,(x) will have all zero entries, except
for the elements related to the nodes of triangle Q)f*. Since ¢ is parameterized in terms
of quadratic basis functions, the weight vector x,(x) is different from zero only on the
triangle containing the magnetic axis, with weights equal to the values of each node’s
basis function on 7,. The same holds for 1, and x,(x). This is written in a formal way as:

o) = 2]6:1 w}’x (7,), fori=index of magnetic axis, 4.17)
0, elsewhere,

x(x) = 2]6:1 w]XP (Fxp), fori=index of XP/limiter, (4.18)
0, elsewhere,

where 7, and 7xp are the positions of the magnetic axis and the XP/limiter points re-
spectively. In this work, the proposed method for the identification of #, and xp is to
search for the points where ||Vy||=0. This can be done element by element, as the com-
ponents of the gradient, obtained by differentiating (4.1), are linear functions of (r,z).
However, since the Lagrangian-based FEM gives a solution which is not C!, the fact that
the gradient is not, in principle, continuous has to be taken into account. The problem
can be addressed by suitably refining the triangulation in the regions where such points
are expected.
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Figure 2: Sparsity pattern of the matrix A(x) of (4.21).

By substituting the term Ai(x) from the FEM block

1 o
Vi) = (Ky+Kict), (4.19)
0
into the BEM block, we get:
—iG K¢+<E—iG K >1[3—1['3 =0 (4.20)
1o bp ) 10 bpB™bc ) c . .
\Ig Kbc

Thus, the system (4.12) becomes:

K K, 0 0 —pupi(x) P 0
K K, 0 0 0 ) P
xa(x) 0 -1 0 0 Y| =10 (4.21)
wx) 0 0 -1 0 W 0
0 0 0 0 L) A I,
“ —_—
A(x) X b

The reason of this manipulation is clarified in Section 5. The sparsity pattern of the matrix
(4.21) is shown in Fig. 2, where the dense BEM block related to K can be seen clearly in
the lowest part of the matrix.

5 Solution of the non-linear equilibrium problem

The problem is non linear because the source term i(x) in (), is a non-linear function of
the solution x, and because the plasma domain, delimited by the plasma separatrix I',, is
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not known a priori. For this reason, (4.21) is usually written in the form:
F(x)=A(x)x—b=0, (5.1)

and a suitable iterative scheme is used to find the zero of the function F(x).

It is worth noting that a suitable initial guess xg is needed: in this context, suitable
means that xg = [0, Po, a0, Pp0,Ao] must be sufficiently close to the solution x. The ini-
tial guess can be obtained using several methods to model the plasma, such as a single
filament placed in a suitable position (i.e. the current centroid if available, but the ma-
chine center can be used, as well) and carrying the total plasma current, or an equivalent
filamentary model with a prescribed number of filaments matching the lower order mo-
ments of the plasma current density [25].

However, the solution of this problem is demanding for several reason. Firstly, it is
an open boundary problem, in which the BCs § on the computational boundary 9Q) are
part of the solution. This leads to a large cost from the computational point of view,
due to the dense BEM block in (4.21). Moreover, a robust and reliable iterative scheme
is needed: as was already mentioned in the introduction, the choice of a robust iterative
scheme such as Newton-like scheme is fundamental to avoid convergence issues, which
are conversely common drawbacks of Picard-type schemes. To investigate this aspects,
three numerical schemes will be analyzed in details in the next sections: Picard, Newton-
Raphson, Newton-Krylov.

5.1 Picard iteration

The Picard iteration has been used in several implementations because it gives an easy
and straightforward way to compute the solution x4 1 by searching for the fixed-point of
equation A(x)x=b:

X1 =A""(x;)b. (5.2)

Unfortunately, it is well known that the Picard iterative scheme converges if and only if
plJe(xx)] <1 [26,27], where p[Jr(x¢)] is the spectral radius of the Jacobian of F(xy) (i.e.
the largest eigenvalue in absolute value). This means that the function F(x) is contracting
over the iterations.

As it will be pointed out in Section 6.2, the assumption of p[Jr(x;)] <1 is usually
not satisfied: the solution can exhibit a progressive drift during the iterations, leading
the plasma to move away from the expected equilibrium position and to collapse on
boundary of the plasma region. It is worth noting that this behaviour does not depend
on the good quality of the initial guess.

One way to avoid numerical instability during the Picard iterations is to fix some ge-
ometrical quantities, resulting in artificial numerical ways to help convergence in such
cases where this numerical scheme is not supposed to converge. The most known artifi-
cial ways is to fix the magnetic axis through an additional set of coils’ current, added to
the equilibrium currents, in order to adjusts the coils” current over the iterations to keep
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the magnetic axis at the desired position [10] (i.e. resulting in a numerical fictitious feed-
back controller which has the only aim to help the convergence of the nonlinear solver).

5.2 Newton-Raphson method

One of the aims of this work is to show that the free-boundary equilibrium problem can
be rigorously solved without relying on any artificial numerical way. For this purpose,
we exploit the Newton-Raphson (NR) scheme, which is more stable and reliable if a suit-
able initial guess is given, and has, under certain assumptions, a quadratic convergence.
The strengths of the NR scheme are reviewed in details in [5], and many examples of
implementations of this scheme can be found in literature [6,13,14,17].

For this reason, (5.1) is solved with the relaxed (or damped) Newton-Raphson scheme
[28]:

Jr(xp) M1 = —F(x¢), (5.3)
X1 =Xk +aghyiq, (5.4)

where JF is the jacobian matrix and the relaxation parameter «j is suitably chosen at every
iteration to avoid an overshoot of the solution, especially during the very first iterations
when the solution between two following steps typically changes dramatically.

For this specific problem, Jr(xy), defined as:

oF (xy)
= , 5.5
Je (%) ox (5.5)
can be written as the sum of two terms:
Jr(xe) =T (x0) + T (%), (5.6)
where
[ K K. | 0 0 0 ]
K Kyl 0O 0 0
Je(xo)=| 0 0 |1 0 O , (5.7)
0 0 0 -1 0
i 0 0 0 0 0 |
fixed
[ —VO;,;, 0 —Plodd—@ —Plodd—@ —po i
0 0 0 0 0
Jr(x)=| xa(x) O 0 0 0 |. (5.8)
xp(x) 0 0 0 0
al 0 aly aly al
L dy d, ay, a

to be updated at every iteration
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Figure 3: Sparsity pattern of the terms Jk(xg) and J§ (xx).

It is worth noting that J(xo) depends only on the geometry of the problem, and it is
always the same if the same mesh is considered. It follows that it can be computed only
once during a pre-processing phase and then stored. On the other hand, J%(x;) has to be
updated at every iteration, and it is computed using a hybrid semi-analytical approach
which exploits the sparsity of the original matrix A. This approach is strongly paral-
lelizable, ensuring a fast and efficient implementation, both in terms of CPU time and
memory usage.

We underline that considering (4.21) rather than (4.12) is beneficial for several rea-
sons. At first, the only non-trivial term in the derivatives of F(x) corresponds to
di(,P,,p) / dx, therefore the computation of the derivatives of the second block of equa-
tions, related to 1/3, is simplified because i(1,{,,1p) is no longer present. Moreover, al-
though both (4.12) and (4.21) allow the aforementioned partition of the Jacobian matrix
into two terms Jg(xp) and J¥(x¢), (4.21) leads to a more sparse Jp(x;) with respect to
(4.12), and this is because the equations related to the BEM block do not change during
the iterations. For this reason the rows of J%(x;) related to the BEM block have all zero
entries.

Fig. 3 shows the sparsity pattern of the terms J;(xg) and J¢(xx). It can be seen that
the BEM block K appears only in J;(xp) (i.e. the lowest part).

5.3 Jacobian-free Newton-Krylov method

If, on one hand the computation of the Jacobian matrix Jr(xx) can be done in a very
efficient way, on the other hand the solution of (5.3) can be computationally expensive,
because of the dense BEM block of J&(xp), whose size depends on the number N, of
nodes on the boundary dQ). This is not a critical issue for small problems (i.e if the mesh
is coarse), but it might be for large problems, because the computational cost of direct
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methods scales as O(1%), with n the number of Degrees of Freedom (DoFs) of the system,
making the problem unfeasible if a very fine mesh is considered.

To this purpose, the Jacobian-Free Newton-Krylov method (NK) have been imple-
mented. The Newton-Krylov method is jacobian-free in the sense that (5.3) is solved
without computing and inverting explicitly the Jacobian matrix. The computation of the
jacobian matrix is sometimes "error prone and time consuming". If the jacobian is not
sparse, also the solution of the system (5.3) can be time consuming. For this reason, this
method has been exploited in plasma physics as well as in several other computational
fields [29, 30]. For this specific problem the computation of the Jacobian matrix is not a
particular issue, and has been efficiently implemented: it remains the issue related to the
numerical solution of (5.3).

The NK method is a projection method which solves the problem F(x)=A(x)x—b=0
looking for the solution in the Krylov subspace:

ch(]/rO) :Spﬂ”{VOJVO/]z"O/' o /Ij_lr()}/ (59)

where here J= Jr(x), ro=—F(x)— Jr(x)ho.
After j Krylov iterations, h; is:

-1
hj:h0+z,8illr0/ (5.10)
i=0

where the scalars B; minimizes the residual, which means that is determined as a lin-
ear combination of the orthonormal Arnoldi vectors produced by the Generalized Min-
imum Residual Method (GMRES) [31]. Eq. (5.10) shows that GMRES does not requires
the jacobian matrix explicitly, but only in term of matrix vector product, which can be
approximated as:

[F(x+er)—F(x)]

Je(x)r~ - , (5.11)

where € is a small perturbation. There are several approaches available in the literature
to choose the perturbation €, see for example [32].

The convergence of NK can be improved using a suitable preconditioner, in order
to cluster near the unity the eigenvalues of the iteration matrix [26] and consequently
reduce the number of GMRES (Krylov) iterations. A badly chosen preconditioner can
even compromise at all the convergence. The method implemented in this work relies on
the right preconditioning, which means that (5.3) becomes:

(Jr(x)P~ ')y =—F(xy), (5.12)
he =Py, (5.13)

*Since the NK solver is performed at every non-linear free-boundary iteration k, in the following description
such index k is dropped, and only the index j of the NK iterations is considered.
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where the matrix P is the preconditioner. Regarding the choice of the preconditioner,
there are several strategies available in literature: one can choose either Algebraic Pre-
conditioners (AP) [26], exploiting problem-independent matrix factorization techniques,
or Physics-Based Preconditioners (PBP) [33], based on problem-dependent considerations.
In this work we implemented both kind of preconditioners: specifically, for AP we ex-
trapolate the optimal value of drop-tolerance of the DT-ILU factorization following an
empirical rule, and, for PBP, we developed a far-field sparsification technique to use as
preconditioner a sparsified version of the system matrix A(x) in Eq. (4.21). These strate-
gies are described in details in Appendix B, where an extensive comparison of the per-
formances of preconditioned NK, against NR, is reported as well.

6 Validation of the FRIDA code

The validation of the FRIDA code involves several aspects: (i) the convergence of the
FEM/BEM coupling, the (ii) investigation of the convergence capabilities of the numer-
ical schemes adopted (Picard, Newton-Rahpson, Newton-Krylov), and (iii) the applica-
tion of the code to realistic plasma equilibrium problems.

For these reasons, at first a simple magneto-static problem has been considered to
study the convergence behaviour of the FEM-BEM coupling method, and to compare the
outcome with the other coupling methods.

Secondly, two different devices are considered as test cases for the plasma equilibrium
problem: RFX-mod [18], operating as low-current tokamak, and an ITER-like device.
Fig. 4 shows the geometry of these devices and the regions (), (), and ().

All following simulations and numerical experiments have been performed on a
Desktop machine with Intel Core i7 6 cores processor and 16GB 2666MHz. The FRIDA
code has been developed in the MATLAB environment, with parallel C++ subroutines
for the most demanding computations, such as the stiffness matrix in (4.13)-(4.14), the
Green matrix in (4.8), and the terms of the Jacobian matrix to be updated (J7(xx) in 5.6,

which is computed at every iteration following the procedure described in paragraph
5.2).

6.1 Convergence of FEM-BEM coupling method

In order to analyze the convergence of the FEM-BEM coupling method described in Sec-
tion 3, we consider the simple axi-symmetric magneto-static problem given by a source
()5 carrying a current density j:

L() = { jo(), inQg, (6.1a)
0, elsewhere. (6.1b)

Two cases will be analyzed:
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Figure 4: Definition of Q,, Q) Q¢ and 9Q) for RFX-mod (a) and ITER-like (b) geometries.

(@) (b)

Figure 5: Two examples of triangulations: (a) matching and (b) non-matching the boundary of the source term.
Filled triangles in (b): red = center of mass inside I';, grey = outside.

1. jy(7) =]c: a constant current density as in (2.6b), square ()g, describing a single coil
as source (which will be called vacuum case);

2. jp(¥) =jp(¥,9): a realistic plasma current density as in (2.6a), (05 = (2, is a realistic
separatrix of a diverted plasma configuration (which will be called plasma case).

These two cases have different purposes. The vacuum case is performed in order to
prove the maximum achievable rate of convergence of the FEM-BEM coupling method,
which occurs where the triangulation perfectly matches the edges of the source domain,
as it can be seen in Fig. 5(a). This is the same test case already used in [5] to obtain
the rate of convergence of the methods HL, ABB, JN and BMC. Specifically, by using
this test it is shown that, under the aforementioned assumptions, the proposed coupling
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method ensures a optimal rate of convergence, differently from the original HL method
that exhibit a lower rate of convergence.

The plasma case resembles the typical free-boundary problem, where the domain of
the plasma source term is not defined a priori. Since the plasma domain I'y, is computed
at every iteration of the non-linear problem, a triangulation which matches perfectly the
boundary of the source domain would require to mesh the computational domain at
every iteration, being not feasible from a computational point of view. An Adaptive In-
tegration Technique (AIT) has been developed (see Appendix A) in order to compute the
source term by properly integrating the triangles on the boundary T'.

To evaluate the error we introduce a second region (), as can be seen in Figs. 6-7-8
(green square). The error € is measured in the L>-norm as:

€= \/ / e (p(7) —yr(7))°dQ, (62)

where g (¥) is the reference value, obtained in different ways depending on the case
and specified for each case in the related paragraph. In order to increase the accuracy,
the integration of the quantities over triangles (e.g. for the computation of the stiffness
matrix through (4.13) and (4.14)) has been done using high degree efficient symmetrical
Gaussian quadrature rules [24].

6.1.1 Vacuum case

The source domain (s = ()¢ is a square region (blue in Fig. 6a) and the computational
domain ) (grey in Fig. 6a) is a rectangular region including (). (green in Fig. 6a) and
Qc. The reference value yr(7) in (6.2) is obtained using semi-analytic high precision
quadrature formulas for axi-symmetric sources with rectangular cross-section [34].

Fig. 6b, which reports the convergence obtained with basis functions of the first (cyan)
and second (red) order, as a function of the mesh size /i, shows that the proposed cou-
pling method ensures a quadratic and cubic convergence respectively for the linear and
quadratic basis functions. Comparing these results with those presented in [5], we can
see an optimal rate of convergence like the one of the JN and ABB methods. Moreover,
unlike BMC, the proposed method does not suffer from loss of convergence rate due to
the presence of sharp corners on the computational boundary.

It is important to underline that the HL method has non-optimal rate of conver-
gence [5]. This happens because the HL introduces an auxiliary variable u [5, (7)] to
decrease the computational complexity. The 2D convolution integral in (4.8) is then re-
placed by a 1D convolution integral with the Neumann data of an auxiliary variable u,
causing a loss of optimality in the convergence rate. Our approach does not rely on this
approximation, keeping explicit the integral in (4.8), thus the optimality in the conver-
gence rate is maintained.
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Figure 6: Vacuum case. (a): Regions Q; (grey), Q¢ (blue) and Qe (green); (b) rates of convergence for linear

and quadratic basis functions.

1.5

0

1071

1076

108

10¥l[)

—e—non adapt.
- ‘O(hl‘%)
—e—adaptive
......... O(h2‘87 )

1072

107!
h
(b)
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6.1.2 Plasma case

The same convergence test of the previous paragraph is repeated considering as source
Qs=0) arealistic plasma equilibrium with diverted configuration. Two different current
density profiles are considered: the first is monotonic, while the latter exhibits a strong
pedestal fraction in the proximity of the plasma separatrix (see respectively Fig. 7a and
Fig. 8a). The reference solution is obtained by solving the same problem on a fine trian-
gular mesh that perfectly matches I',.

While in Section 6.1 the presented FEM-BEM coupling method has been proven to
have optimal convergence rate (i.e. cubic rate), it is clear that this result is no longer
valid if the triangulation does not match exactly the source boundary. However, we can
see clearly that the proposed AIT is able to maintain a quasi-optimal rate of convergence
(~2.87), which is also independent from the distribution of the source current (blue lines
in Figs. 7b and 8b).

Here it is reported also the comparison with a less sophisticated integration tech-
nique, obtained considering in the computation of the source term only the triangles
with center off mass inside the boundary of (), (see Fig. 5(b): red triangle is inside, grey
triangle is outside). We observe a rate of convergence of ~1.95 for the monotonic cur-
rent density, and ~0.95 for the current density with pedestal (magenta lines Figs. 7b and
8b), respectively. This means that, for the optimistic case of a plasma current which van-
ishes smoothly to the boundary, the rate of convergence is almost the same of a FEM
model with linear basis functions. The performance worsen if a consistent fraction of the
plasma current is close to the boundary.

6.2 Convergence of the non-linear problem

In this section, the results of a thorough numerical study on the convergence perfor-
mance of Picard iteration and of more robust and reliable methods, such as Newton-
Raphson/Newton-Krylov, are presented. As a test problem, a RFX-mod Upper Single
Null plasma equilibrium is considered (i.e. shot no. 39122 at 0.85s, see Section 6.3 for
further details). For this test case, the condition number the matrix A(x) of (4.21) is
x~1.45x10°, and the spectral radius of the jacobian of (5.1) is pj =6.16.

Fig. 9 reports the behaviour of Picard (9(a)) and Newton-Raphson. The same initial
guess (blue curves) is used for both schemes. We can clearly see how much the solu-
tion provided by Picard is drifting in the outward direction (red curves), after a certain
number of iterations, while Newton-Raphson does not exhibits such behaviour, but it
monotonically converges. Fig. 9(c) gives a quantitative idea of the residue, defined as
||F(xx)||/||xk||, versus the number of iterations: Newton-Raphson converges to almost
machine working precision after 15 iterations, while Picard shows an unstable behaviour.

On the other hand, if the initial guess is not well chosen, the Newton-
Raphson/Newton-Krylov schemes can suffer of an overshoot in the computation of
Xi+1 = Xk +hi11. This is most likely to happen during the very first iterations, in which
the term hy 1 is higher. These overshoots can be avoided using a relaxed (or damped) ver-
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sion of NR/NK, where the relaxation parameter o) gives a weighted step ayhy; 1. The
value of «aj is chosen at every NR/NK iteration, by performing a preliminary check on
the updated solution. Through this strategy it is possible to understand if an overshoot
is occurring as well as to estimate its magnitude, in order to choose a suitable value of aj
to avoid it.

Fig. 10 investigates how the relaxation parameter affects the convergence of the re-
laxed NR with respect to the standard (not relaxed) NR, starting from the same initial
guess, deliberately chosen non suitable. The solutions x;; of for these two cases, at dif-
ferent iterations, are represented in terms of 2D contour map in Fig. 10. The standard
NR (Fig. 10 top) is very sensitive to the initial guess, leading the iterative scheme to ex-
plore different branches of solutions, eventually stopping, after 10 iterations, without
finding the correct solution (an internal check on the consistency of the solution is used
as stopping criterion). On the other hand, convergence to the correct solution is achieved
by tuning aj for a weighted step ayxhy 1, in order to have much more stable iterations
(Fig. 10 bottom). Fig. 10 shows also the trend of the residues for both schemes.

The same considerations about relaxing the iteration step are valid also for Newton-
Krylov, thus (5.13) becomes hy, 1 = a;P~ 'y, by choosing & following the same strategy
used for NR.

6.3 Numerical validation

Three experimental Single Null plasma equilibria achieved by RFX-mod, operating as
low current tokamak, are analyzed using the FRIDA code. The main plasma equilibria
parameters [Bo,ap,aN], related to the parametrization of the current density in (4.6), are
summarized in Tablel. These parameters are obtained with an optimization procedure
to achieve the best match on the experimental magnetic field measurements [19,35]. The
free-boundary equilibrium solutions are shown in Figs. 11-13 in terms of poloidal mag-
netic flux surfaces, plasma current density and residual.

Table 1: Main plasma parameters of RFX-mod Single Null equilibria.

Shot # Ip [A] ﬁo LoV aN

36922 58096 0.31 1.54 1.10
37829 50969 0.10 1.32 1.20
39122 63335 0.79 097 1.05

The trend of the residue over the iterations shows that the FRIDA code converges to
a minimum of the function F(x) within 10 to 15 iterationst, without drifting from this

$In all the test cases, the tolerance has been set to machine working precision (e.g. 2.220410719) to evaluate
how the obtained residual is close to the theoretical one (i.e. residual = 0). We underline that, despite the
proposed Newton-like solvers can reach values of tolerance of the order of 10~(13~15), the solutions at two
following steps of the nonlinear solver are practically indistinguishable already at residuals of the order of
1078
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equilibrium point. This means that the code is robust and reliable, and does not suffer
of the aforementioned intrinsic axisymmetric instability. It is clear that the plasma bound-
aries given by the FRIDA code (red) are in fairly good agreement with the experimental
references (black dashed) reconstructed by extrapolating the poloidal flux in the vacuum
region between the plasma and the magnetic measurements [36]

The same numerical tests has been performed on a ITER-like device. The analyzed
equilibria involves one limiter and two diverted configurations, in order to assess the
flexibility of the FRIDA code. As for RFX-mod, the code converges after 10+-15 iterations,
and the boundaries are indistinguishable from the references, obtained with the codes
CREATE-L [13] and CREATE-NL [14].

7 Conclusions

In this paper a coupled FEM-BEM approach for the solution of the free-boundary axi-
symmetric plasma equilibrium problem has been presented. The proposed method, ob-
tained from an improvement of the Hagenow-Lackner (HL) coupling method, allows to
handle the unbounded domain by reducing the computational domain only to the region
inside the vacuum chamber. With this approach the external environment, including coils
and conducting structures, can be described by means of Dirichlet boundary conditions
on the surface of the limited computational domain. The external environment can be
represented with both different level of complexity (i.e. 2D, 3D). These considerations
would be very useful in simulating time-domain scenarios in which the 3D representa-
tion of the conductors is relevant (e.g. eddy currents problem, disruption events).

The paper explores different iterative methods for the solution of the non-linear Grad-
Shafranov equation, such as Picard, Newton-Raphson and Newton-Krylov, in order to
provide a robust and reliable tool, able to handle large-scale problems (e.g. high res-
olution equilibria). The convergence properties of each scheme are investigated lead-
ing to the result that the misconception of an "intrinsic axisymmetric instability which is
encountered in all equilibrium calculations with a free-boundary condition" [10] arises from
the use of the fixed-point/Picard scheme, which is well known to suffer for limitations
on convergence [5]. On the other hand, Newton-type schemes (i.e. Newton-Raphson,
Newton-Krylov) are the most robust and reliable, allowing to achieve a fast conver-
gence to machine working precision. In particular, the relaxed (or damped) versions
of these Newton-type schemes overshoots and/or instabilities in following the correct
branch of solution, even when the initial guess is not well chosen. The robustness of
Relaxed /Damped Newton’s based scheme could be of fundamental use in modeling sce-
narios in which the non-linear plasma current density evolves in time following profiles
given by multi-physics calculations (i.e. transport codes) which is a condition character-
ized by a much more pronounced non-linearity. Large-scale problems (i.e. high resolu-
tion equilibria) are efficiently handled by using the jacobian-free Newton-Krylov scheme,
that revealed to be much faster with respect to the Newton-Raphson and also use a less
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amount of memory.

A dedicated convergence analysis has shown that, unlike HL, this method exhibits
optimal rate of convergence of the L2-norm of the error as the mesh size decreases. More-
over, an Adaptive Integration Technique (AIT) has been developed to compute the source
term related to the plasma. This is mandatory if a suitable integration is required on
a triangulation which does not match the source domain, as happens with this free-
boundary equilibrium problem. The combination of this FEM-BEM coupling method
together with the proposed adaptive integration technique gives a quasi-optimal con-
vergence rate (O(h*%)), even for free-boundary equilibrium problem characterized by a
current density profile with a strong pedestal.

The proposed FEM-BEM approach has been implemented in the FRIDA code (FRee-
boundary Integro-Differential Axisimmetric — https://github.com/matteobonotto/
FRIDA), together with the aforementioned iterative methods. The FRIDA code has been
validated against both experimental (i.e. RFX-mod plasma discharges) and numerical
data (i.e. ITER-like device).
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Appendices

A Adaptive integration procedure for the computation of
plasma source term

For a typical free-boundary problem, where the plasma domain I', is computed at ev-
ery iteration of the non-linear problem, it is not possible to have a triangulation which
matches perfectly the boundary of the plasma domain. This would require, in principle,
to mesh the computational domain at every iteration. This way of addressing the prob-
lem has undeniable drawbacks from the computational point of view, as it would require
to compute at every iteration all the quantities defined in Sections 3-4. From a practical
point of view this means that a certain number of triangles are crossed by the separatrix

'y, and thus, for each triangle, one can identify a region inside Iy (we will refer as Q? to
the portion of each triangle inside I'y).
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Figure 17: Decomposition of Q?j into triangles: (a) triangle containing the X-Point, (b) different cases depending
on how many vertices are inside I',. Related Gauss points (black) are shown.

In order to compute the source term related to the plasma, an adaptive integration
technique can be used for the triangles on the boundary. For each triangle on the bound-

ary, the region Q,D; is evaluated, considering not only the intersection between the triangle
and T', but also the midpoint of the curved arc given by the portion of I, inside the tri-
angle, in order to allow a better geometrical representation of the curved boundary. The

resulting polygon describing Q?f is then decomposed into triangles, in order to perform
the integration with Ng,,ss =6 Gauss points for each triangle.

An example is reported in Figs. 17a-17b for the test problem used in paragraph 6.1.2
(current density with pedestal), where the region Q?,‘ can be:

1. quadrilateral with a curved edge if two vertices are inside I', (red in Fig. 17b);
2. triangular with a curved edge if one vertex is inside I', (orange in Fig. 17b);

3. triangular/quadrilateral if, in case of a diverted configuration, the triangle contains
the X-Point (green in 17a).

Triangles close to that containing the X-Point should be treated carefully; in such case as

also polygons like pentagon may arise.

This method was already proposed by Heumann [15] using 3-nodes triangles and
4-nodes quadrilaterals to approximate the region Q,Df, and resulting in first order local
basis function. The integration of the source term inside Q?f
Gauss node in both cases.

is performed using one
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B Preconditioning techniques for the jacobian-free Newton-
Krylov method

The use of a Preconditioned Newton-Krylov (NK) is mandatory, as the convergence of
NK strongly depends on the preconditioner P, used [31]. The purpose is to efficiently
cluster eigenvalues of the iteration matrix, which in turn will reduce the required number
of GMRES iterations [33]. Unlikely the common use of GMRES method to solve a linear
system of equation, in which the system matrix is known a priori, in the NK method the
system matrix is the jacobian, whose computation would be avoided. For this reason, NK
preconditioners are usually obtained starting from Ay, i.e. the system matrix of Eq. (4.21).
Traditionally, problem-independent standard iterative methods, such as Incomplete LU
factorization (ILU), are applied to Ay when constructing a preconditioner [31], i.e. Alge-
braic Preconditioning (AP) [26]. On the other hand, a possible choice can be using a ma-
trix which is an approximation of Ay, i.e. Physics-Based Preconditioning (PBP). Both AP
and PBP have strengths and drawbacks; however, we will describe how these drawbacks
have been overcome in this work in order to obtain high-performance preconditioners.

Regarding the AP, an effective technique is the Drop-Tolerance ILU (DT-ILU), already
used in the solution of BEM problems [37]. DT-ILU establishes a continuum between the
direct method and diagonal preconditioning, allowing the existence of an optimal drop-
tolerance efl’ff which minimizes the total CPU time of GMRES [38]. Although a priori
determination of the optimal drop tolerance remains an open problem [38], the approach
followed in this work is to obtain problem-specific empirical trend to extrapolate the opti-
mal drop-tolerance as a function of the number of Degrees of Freedom (DoFs).

Considering the PBP, the main limitation is imposed by the fact that the approxima-
tion Py~ Ay should be sparse, while Ay is not completely sparse because of the BEM block
(see Figs. 2 and 3). To overcome this issue we developed a far-field sparsification technique,
in order to obtain A}, a sparse version of Ay, satisfying the constrain A} ~ Aj. The spar-
sified version of Ay is then used as preconditioner P, = A}. This technique is applied
only to the block K, i.e. the BEM block, and is based on neglecting interaction between
far points, exploiting the fact that a node closer to a point of the computational boundary
has a stronger effect on it if compared to nodes which are far away. This means to neglect
the entries of each row of K smaller than a factor a (« =0 means no sparsification, « =1
means full sparsification, i.e. only the entry with maximum absolute value per each row is
maintained).

Since, as already said, for this specific problem the jacobian can be computed, the
effectiveness of the preconditioners can be fully tested by considering also the cases of
P, =] (true jacobian) and P, = J (far-field sparsification applied to J).

A preliminary comparison is shown in Fig. 18a, where a convergence analysis of GM-
RES with and without preconditioners is reported. It is clear that the preconditioner is
essential to reduce the number of iteration of 2 orders of magnitude. On the other hand,
as expected [39], GMRES preconditioned using the exact jacobian leads to convergence
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GMRES residual

Figure 18: (a) convergence analysis of GMRES; (b) sparsity factor of A* and J*.
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Figure 19: (a): total time (DT-ILU + GMRES) as a function of the drop-tolerance for 4 meshes with incremental

refinement; (b) extrapolated optimal drop-tolerance as a function of N.

Figure 20: NR versus NK, time per iteration vs DoF (three preconditioners are considered).
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Table 2: Timing of preconditioned GMRES.

Preconditioner total GMRES time time per GMRES iteration
Pe=Ji 7.25s 0.9063s
P =] 1.64s 0.0911s
P=Ay 11.31s 0.6653s
P = A} 2.00s 0.0800s
Pe=ilu(Ay) 1.17s 0.0285s

with the least number of iterations. However, a fast convergence in terms of number of
iterations does not necessarily means fast convergence in terms of total CPU time, as can
be see from Table 2, which reports the total GMRES time. We can see how, a non fully
sparse preconditioner (i.e. Jr, Ax) needs more computational time, being practically not
appealing.

Fig. 18b shows the effectiveness of the far-field sparsification technique applied to the
BEM block K, reporting the sparsity factor of A* (resp. J*), defined as nnz(A*)/nnz(A),
i.e., the ratio between the non-zero entries of A* (resp. J*) over the non-zero entries of
A (resp. J). Fig. 18b shows an evident sparsification of the considered matrices as a« — 1,
proving that the block K has ~290% of all the entries of the matrices.

Regarding the AP, an attempt to obtain problem-specific empirical trend of the optimal
drop-tolerance of the DT-ILU is reported in Fig. 19. Specifically, Fig. 19a shows the total
time per step of the non-linear solver, i.e. factorization (DT-ILU) plus solution (GMRES),
as a function of the drop-tolerance €;;,, and for 4 meshes with incremental refinement

(number of nodes from N =7000 to N =65000). The minimum value of each curve gives
opt

the experimental optimal drop-tolerance €/, .

Fig. 19b shows an extrapolation, using a

power regression, of the efl’ff as a function of the number of DoFs. This strategy gives
opt

a good a priori guess of €;/, . We underline that this approach is problem-specific, and a

general way to a priori determine efl’ff still remains an open problem [38].

Fig. 20 shows how the time per iteration t;,; of the non-linear solver, i.e. the time
needed to (i) compute the preconditioner plus (ii) to solve Eq. (5.12), scales with N. While,
for Newton-Raphson (NR), t;,; & N*1, for NK we obtain:

o AP: oy x N¥14 for Py =ilu(Ay);
e PBP t;,; x N¥! for P, = A}, Pf =].

thus NR is preferable for small N but less appealing as N increases (e.g. a finer triangu-
lation). On the other hand, Physic-Based Preconditioned NK scales almost linearly with
N, which is slightly better that Algebraic Preconditioned NK. This is a remarkable result,
showing how the far-field sparsification technique can be more appealing, with respect
to DT-ILU with optimal drop-tolerance, if a very high number of DoFs is required.
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