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Abstract. The accuracy and efficiency of numerical methods are hot topics in compu-
tational fluid dynamics. In the previous work [J. Comput. Phys. 355 (2018) 385] of
Du et al.,, a two-stage fourth order (S,04) numerical scheme for hyperbolic conserva-
tion laws is proposed, which is based on dimension-by-dimensional HWENO5 and
WENO?S reconstructions and GRP solver, and uses a 5,04 time-stepping framework.
In this paper, we aim to design a new type of S,Oy finite volume scheme, to further
improve the compactness and efficiency of the numerical scheme. We design an im-
proved S,0, framework for two-dimensional compressible Euler equations, and de-
velop nonlinear compact Hermite reconstructions to avoid oscillations near disconti-
nuities. The new two-stage fourth order numerical schemes based on the above nonlin-
ear compact Hermite reconstructions and GRP solver are high-order, stable, compact,
efficient and essentially non-oscillatory. In addition, the above reconstructions and the
corresponding numerical schemes are extended to eighth-order accuracy in space, and
can be theoretically extended to any even-order accuracy. Finally, we present a large
number of numerical examples to verify the excellent performance of the designed
numerical schemes.
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1 Introduction

Fluid dynamics plays a crucial role in predicting fluid flow in various fields, such
as aerospace engineering, weather forecasting, and more. Among these, the two-
dimensional Euler system, which belongs to the class of hyperbolic conservation laws,
serves as a classic model. The demand for precise prediction and simulation in these
applications has driven the need for high accurate schemes. However, the pursuit of ac-
curacy must be balanced with computational efficiency, making this an interesting and
challenging problem. Additionally, in order to capture the details in the flow field more
accurately, such as turbulence and shock waves, we need to develop high-resolution
schemes, which can be achieved by constructing compact schemes. At the same time,
compactness can effectively reduce the communication overhead between nodes, mak-
ing the scheme more efficient in parallel computing.

For hyperbolic conservation laws, plenty of numerical methods have been developed,
including the finite difference method (FDM), finite volume method (FVM), and finite el-
ement method (FEM). Specifically, in the realm of FVM, numerous high order schemes
such as the essentially non-oscillatory (ENO) [1], weighted ENO (WENO) [2,3], and Her-
mite WENO (HWENO) [4, 5] schemes have emerged over the past decades. The ENO
scheme avoids oscillations by selecting the smoothest stencil. However, this approach
disregards valuable data from other stencils. As an advancement, the WENO scheme
accepts all stencils in smooth regions to attain higher order accuracy, while concurrently
preserving the capacity to avoid oscillations. Subsequently, Qiu and Shu introduced the
HWENO scheme. In this scheme, each cell contains an increased degree of freedom,
encompassing not only the cell average but also the gradient average. This leads to a
more narrow stencil for the HWENO scheme, making it more compact compared to the
traditional WENO scheme.

Many of the above schemes adopted the strong-stability preserving Runge-Kutta
(SSP-RK) time-stepping methods [6], a multi-stage time-stepping method, such as the
third order SSP-RK method, which can achieve third order in time through three time-
stages. This method can be expressed as a convex combination of forward Euler method,
which implies many nice properties that can be generalized. However, the numerous
intermediate time-stages make the resulting scheme less compact. Alternatively, there is
a class of time-stepping method known as the Lax-Wendroff type methods [1,7,8], which
can achieve high order accuracy in time through one time-stage. The resulting schemes
are more compact, but their formulation and coding could be rather complicated, espe-
cially for multidimensional systems. Afterwards, a class of multi-stage multi-derivative
(MSMD) time-stepping methods [9,10] emerged, which balance the complexity and com-
pactness. Among them, the S,0, framework makes a certain contribution, with many
related works [11,12]. Note that the following S,O4 framework here specifically refers
to the time-stepping framework proposed in [11], using a Lax-Wendroff type flow solver
and a two-moment reconstruction, which is different from the previous one in [9]. Two-
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moment reconstruction means that the stencil in each cell contains not only the cell aver-
age but also the gradient average.

In the previous work [13], a 5,04 scheme is proposed, which is based on dimension-
by-dimensional HWENO5 and WENOS reconstructions and GRP solver, and uses the
5,04 time-stepping framework. Particularly, this scheme use the HWENO5 reconstruc-
tion to get the function value on the cell interface, and use the HWENOS5 and WENOb5
reconstruction to get the gradient value, which lacks compactness. If we only choose the
HWENOS reconstruction to get the gradient value, the temporal order of the resulting
schemes would reduce from fourth-order to third-order. Besides, the one-dimensional re-
constructions are performed dimension-by-dimension in this work. This approach does
not ensure symmetry, has high memory requirement, because it needs to scan the meshes
twice and store intermediate variables, and is more difficult to be generalized to unstruc-
tured meshes.

In this paper, we aim to design a new type of S,0y finite volume scheme, to further
improve the compactness and efficiency of the numerical scheme. We specifically de-
sign an improved S,0, framework for two-dimensional compressible Euler equations,
and develop nonlinear compact Hermite reconstructions. Particularly, by using Taylor
analysis, we identify the causes of the order reduction and design the improved 5,04
framework, which can accept more types of reconstructions. The improved 5,04 frame-
work preserves the temporal order when performing any reconstruction of fourth order
or higher. As for the reconstructions, we first develop a genuinely two-dimensional linear
compact Hermite reconstruction with second-order and fourth-order accuracy. To avoid
oscillations near discontinuities, we combine them with the WENO technique and hy-
brid choice strategy, respectively, and obtain two nonlinear compact Hermite reconstruc-
tions. These reconstructions are more compact than the HWENOS reconstruction, and
also more compact than the WENOS reconstruction. Note that these two-dimensional
Hermite reconstructions can be regarded as the generalization of our one-dimensional
Hermite reconstructions [14]. Based on the above nonlinear compact Hermite reconstruc-
tions and GRP solver, we obtain the corresponding S,O4 schemes, which have fourth
order accuracy both in space and time, and are stable, compact, efficient and essentially
non-oscillatory. As a continuation of this work, the above reconstructions and the cor-
responding numerical schemes are extended to eighth-order accuracy in space. Theo-
retically, this approach has the potential to be generalized to any 2k-th order accuracy.
Finally, a large number of numerical examples validate the excellent performance of the
designed numerical schemes.

This paper is organized as follows. In Section 2, we propose an improved S>O4 frame-
work. In Section 3, we provide a detailed description of our linear Hermite reconstruc-
tions, using k=1,2,4 as examples. In Section 4, we develop two versions of nonlinear re-
constructions for k=2,4. In Section 5, we provide several numerical examples to demon-
strate the performance of our schemes. Finally, in Section 6, we give the concluding
remarks.
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2 Animproved 5,0, framework

Generally, two-dimensional hyperbolic conservation laws can be expressed as:
Oiu+0yf(u)+9,8(u)=0, xycR, t>0, (2.1)

where u is the vector of the conservative variables and f(u), g(u) are the corresponding
flux vectors. The computation cell is I;; = [x;_ L +1] [y];%,yj +1 | with the cell size h, =

Xy 1 =X 1, i=1,---,Ny and hy =Y 1Y ]_ 1 --,Ny, and the uniform meshes are
taken for simplicity. Note that the framework is also applicable for nonuniform meshes.
The cell averages of u(x,y) and its gradient Vu, denoted as ;; and (7;;,;;) respectively,

which are defined for each cell and can be expressed as

uij ]’l h // XY dXd% (vz]/wl]> h ]’l / vu X y)dXdy (22)
Subsequently, we present our improved S,04 framework, based on the original frame-
work proposed in [11], and introduce its computational process as follows. The time
levels are assumed to be t", n=0,1,---, the time step is defined as 7" = "1 1 and the
superscript n will be omitted if no ambiguity is caused.

Step 1. At the time level {=t", given the cell average i; and the gradient average (o /0] ])
the generalized Riemann solution at the two Gauss1an points on each cell interface can be

obtained by using appropriate reconstruction and Lax-Wendroff type flow solver. Specif-
ically, by using appropriate reconstruction, which refers to the process of reconstructing
the solution at the cell interfaces from the cell averages and the gradient averages, repre-
sented by the operator R, we obtain the values at one of the Gaussian points at the cell
interfaces:

(”1&% f)j+G’(axu)?i+l ~),j+G” (ay”)(z+1 —),j+G”
(az )(H-l —),j —i—G’(a ayu)(z—i-l -), —i—G’(az )( )]+G) R(”l]/vq/wz]f ")/ (2.3)

where G=1/3/6. Then we have an associated generalized Riemann problem (GRP) with
the initial condition at the time level t =¢",

pr(xy), x<x1,
pr(xy), x> Xip1s
prloy)=ull,,

PROGY) =1y ot (Onm)n 4o (F—x,

u(x,y,t")=

(2.4)
)+ (9yu) 1(11'+%,_),]'+G (y—Yj+c),

)+ (ayu) ?i+%,+),j+G (v _yj+G)'

—),j+G +(9x ”)(z+1 e (=X

Nl—

NI—=

n+
i+3,j+G’
the Lax-Wendroff type flow solver, such as the GRP solver [15], wh1ch is the exact (or

Subsequently, the generalized Riemann solution (u (0¢u )l Tl G) is obtained by
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approximate) limit of the solution of the associated GRP,

n,+ _ . n+ .
4G tlltrnn+u( ix1Yjrcit),  (Om)] 11j4G tgtrpﬁtu( i1 Yjrcit)- (2.5)

This Lax-Wendroff type flow solver is represented by the operator G, and we have

+ _ n
(u?+%/j+G’(atu)l+2,J+G) g(”?i+%,i),j+c'(ax”)(w%,i),jm/(aJ”)(1+2,i),]+c> (2.6)

The second derivative (97 u) i+1j4G 18 obtained by taking the derivatives of the PDE. For
27

more details, please refer to Appendix A.
The same procedure is for all other Gaussian points.
1
Step 2. For the first time-stage, the cell average ﬂ?jﬂ and the gradient average
n+l _n+l
(vl] 2’ i 2

. 1 . . .
) at the time level t =1""2 are obtained using the following formulae
”+% i T ( Ak P > T <A* Ak )
i = g ik 1) gy S i)
_n+ 1 [ ntl ntl S N S RS S
(2 —\a. a2 ), w;*=—(a -4 %],
] hye \ itai i—2,j ] hy Lj+3 Lj—5

where the numerical flux fl’; 1 and the line average along the interface :1 are obtained
37

2.7)

Nl—=

2]
by Gaussian integral:

2 1/ 2 n+3 1 n+3 n+3
* _ = £* * T2 [ 52 G2
fii=5 (fi+%,j+G+fi+%,j—G> co T\t e T 6 ) (2:8)

and the numerical flux and the interface value at the Gaussian points (x;, %,y]-ic) are

fz+ Jj+G f< i+1 ]iG) e tf)1+ ]:tG’

g _ g+
Uirec T it jrcT z(at”)

defined as

(2.9)

i+3 ]:i:G (82 )H— 1jxG’

— U (o,
where (d tf)z+ J+G~ ou (ui-i-%,jiG) (afu)z+ JEG
In the y direction, ngl and ﬁ?;f] are defined similarly.
) )

Step 3. At the middle time level t = t"+%, the generalized Riemann solution at each

n+i4 ( )n+%,+

Gaussian point, such as (u ), can be obtained in a similar way as

i+3,j+G’ i+3,j+G
the first step. Note that there is no need to calculate the second spatial derivatives
2 \1+s n+y 2, \1+3 fva-
(03u )( o (9« ayu)( 1 ),j4+G and (9 u)(i+%,—),j+c’ and the second temporal deriva

. 2 11+ 2 ,+
tive (at ) 174G at each Gaussian point.
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+1

Step 4. For the second time-stage, the cell average ﬂZ and the gradient average

(ﬁn+1 wn+1

i W ) at the next time level t =#"*! is derived from the following formulae

cath  pAth _l(vuh _ AAth )
fi= i) ny \Sij+i " 8ij-4)

T
un-i—l ﬁ” - (

1] L] hx J—3
(2.10)
—q+1:i <An+1 _ﬁn+1 ) —n+1_l <An+1 _ﬁn+1 )
N B /A A AN P S T Y
n+l are also

where the numerical flux f4th 1 and the line average along the interface u ;
21
derived by similar Gaussian mtegral as (2.8), and the numerical flux and the interface

value at the Gaussian points (x;, 1 ,Yj+c) are defined as

n—&-;,—i-

Fin ” f( " ]:I:G) —(9 tf)z+ G 3( tf)l+%7,jicf

~An+1 . 71+§,+
Uiiliec™ u1+2,]:tG +7(0m), i+1,j+£G’

(2.11)

where (3 f)n+2,+ :g(un+%,+ ) (3 u)n+%,+

+1jEG T du\TitlitG i+1,j+G’
In the y dlrection, g‘”h , and u”“1 are defined similarly.
Lj+3 Ltz

Under the original framework, numerical experiments show that using gradient aver-
ages as input for the reconstruction of gradients, reduces the temporal order from fourth-
i+1,j£G in (2.9) to
improve the original S,04 framework, which allows our framework to adopt more types
of reconstructions while keeping the fourth temporal order. We provide a detailed Taylor
analysis of the improved 5,04 framework applied to linear equations in Appendix B, in
order to check the order of accuracy. We also briefly analyze how the temporal order of
the original framework degenerates under specific reconstructions.

order to third-order. Thus, we introduce the second derivative (8 u)

3 Linear Hermite reconstructions

In this section, we turn our attention to the linear Hermite reconstruction in two-
dimensional case. We hope the reconstruction is more compact than the previous
dimension-by-dimensional HWENOS5 reconstruction in [13]. And it is fourth order,
which is more suitable for the S,O4 framework. Building upon the foundation of Hermite
reconstructions of 2k-th order accuracy in one-dimensional case, as presented in [14], we
generalize them to two-dimensional case, while preserving similar performance.

In the case of 2k-th order reconstruction, we have k2 potential candidate stencils

k—1k—1

)= Ulicrmjsser 1,5=01,-- k=1, k>1. (3.1)
m=0(=0
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And the Hermite reconstructions p;? (x,y) are defined over these stencils for the given cell
averages of a function u(x,y) and its gradient Vu = (v,w),

_ 1 / _ 1
ujj=—— [ u(x,y)dxdy, (v;;,w; :—/ Vu(x,y)dxdy, (3.2)
] hxhy Iy ( ] ]) hxhy »

where the definition of symbols related to the meshes remains consistent with that estab-
lished in Section 2. The superscripts 7 and s in pj; (x,y), indicate that these values depend
on the stencil S,,(7,j) and will be omitted if no ambiguity is caused.

Such a reconstruction should approximate u(x,y) within 2k-th order accuracy inside
each cell [,

pii(x,y) =u(x,y)+ O(h*), (3.3)

and its derivatives of each order satisfy
A0 pij(x,y) =00 u(x,y) + OB ~1%),  dy+dy <2k—1. (3.4)

In particular, it is 2k-th order accurate at Gaussian points at the cell interfaces.

Furthermore, we aim to construct a two-dimensional reconstruction that can degrade
to the one-dimensional reconstruction we previously gave in [14]. This paves the way for
us to anticipate that the two-dimensional reconstruction will achieve similar good per-
formance. We also observe that the stencil S,; contains a total of k2 cells and 3k? degrees
of freedom. In the P?*~1 space, constructing a 2k-th order reconstruction only requires
2k?+k degrees of freedom. When k=1, this is precisely equivalent, but when k > 1, there
are redundant degrees of freedom, which may require least squares or other techniques.
However, in this paper, we believe that the computational cost of least squares is quite
high, so we seek another solution. We eliminate k2 —k degrees of freedom, so that the
degrees of freedom can just construct a 2k-th order reconstruction. Moreover, we need to
make the final stencil as symmetrical as possible and ensure that the target cell I; itself is
always in the stencil.

Finally, we synthesize the requirements mentioned above and obtain the stencils by
the following steps.

1. In the case of k=1, the single stencil selection is depicted in Fig. 1(a). In this figure,
the cell average i;; is symbolized by a circle, while the gradient average v;; or @;; is
represented by an arrow. The domain, where the polynomial reconstructed by this
stencil is applied, is delineated by the blue line. The polynomial is expressed as

pij(X,y) = i+ 04 (x — ;) + W3 (y —5)- (3.5)
2. In the case of k =2, we obtain two viable stencils, as depicted in Fig. 1(b) and

Fig. 1(c). Upon conducting a series of straightforward tests, we discover that both
stencils demonstrate comparable performance. For the computations in this paper,
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j+1 j+1 —@->4$-> j+1 (I) 4$->
j—1 i—1 i1

i—1 7 i+ 1 i—1 % i+ 1 i —1 % i+1
(a) The case of k=1. (b) The first case of k=2. (c) The second case of k=2.

i1 % S it2 ||| —$~

j+1 —9»—9>—$> CT)

Aadnabak.

s akICAE:

i —1 % i+1 i—1 % i+1 i+2

(d) The rotation of fig. (b). (e) The case of k=4.

Figure 1: Graphical representation of the stencil for k=1,2,4. The cell average i1jj is symbolized by a circle, the
gradient average 7;; is represented by an right arrow, and the gradient average w;; is represented by an upper
arrow. The domain, where the polynomial reconstructed by this stencil is applied, is delineated by the blue line.

we opt for the first stencil depicted in Fig. 1(b). It is crucial to note that this stencil is
applicable solely to a quarter of the cell interfaces. The values at the remaining cell
interfaces are provided by the rotated stencil, as depicted in Fig. 1(d). Hence there
are four stencils for the reconstructions in one cell. The expression of the polyno-
mial is relatively complex and will not be displayed. The polynomial values at the
Gaussian point (x;, 1 ,Yj+G) on the uniform meshes can be represented as

dy nd. _
<axlay2u>(_ e =000 pii(x;. 1 ¥jvc)

d1 s Z Z mg ”1+m,]+€+hx¢mg Uz+m]+€+hy g w1+m]+€) (3-6)
h hy? m=0i=0

When the orders of the derivatives d; and d; are equal to zero, the expression corre-
sponds to the polynomial itself. The coefficients 4)511’5 2, lpdl’dz and adl’ are detailed
in Table 1. Note that the polynomial values at the other Gau551an points can be

obtained by simple transformation of (3.6).
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Table 1: The coefficients in (3.6).

way W W T
$og Yoi ¥ire %0 015 o5
0,0 (15—+/3)/18 (/3—6)/18 1/6 1/3
(6—-+/3)/18 (v/3-3)/18 -1/6 V3/12 V3/18  —/3/36
@0 ~1 —1 1 1
' 0 -1/2 ~1/2 —V/3/6 V3/6 0
0.1) —(2+Vv3)/6  (2+V3)/6 (2-5V3)/6 —(2—5V/3)/6
~-1/3 1/3 0 (3—-v3)/6  (3—v3)/6 —/3/3
2,0 (vV3-6)/3  (6—v3)/3 (6—v3)/3  (v/3-6)/3
(v3-6)/3  (3—-3)/3 1 0 0 0
1) V3/3 —-/3/3 V3/3 V3/3
0 0 0 (v3-3)/3  (3—-+/3)/3 0
0,2) —1 1 2y/3-5 5-2v/3
' 0 0 -1 V3-3 V3-2

3. In the case of k =3, we observe that our one-dimensional scheme exhibits linear
stability. However, upon application to numerical examples, we encounter instabil-
ity issues when tasked with solving nonlinear equations, such as Euler equations.
Hence we do not generalize this reconstruction to the two-dimensional case.

4. In the case of k =4, we have about 5.982 x 10!! potential choices that satisfy the
above requirements, making it unfeasible to enumerate all potential stencils. Nev-
ertheless, drawing upon our experience with k=2, we propose a viable stencil, as
depicted in Fig. 1(e). The other three stencils are also provided by rotation opera-
tions.

So far, we have obtained two-dimensional reconstructions of second, fourth, and
eighth order accuracy, which are extensions of their corresponding one-dimensional re-
constructions. These reconstructions are denoted as HC-2, HC-4, and HC-8, respectively,
where “HC” stands for “Hermite Construction”.

4 Nonlinear Hermite reconstructions

In our pursuit to maintain high order accuracy in smooth regions and effectively prevent
oscillations in the vicinity of discontinuities, we have developed two versions of essen-
tially non-oscillatory nonlinear reconstructions.
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4.1 Weighted Hermite reconstructions

The nonlinear WENO reconstruction, as proposed in [16], represents a novel approach in
this field. This has led to plenty of subsequent studies aimed at refining stencil selection,
including the development of the CWENO [17,18] and WENO-AO [19] schemes. These
advanced techniques are capable of combining several constructions of different orders.

In Section 3, we obtain the linear reconstructions of second, fourth, and eighth order
accuracy. It is worth noting that the reconstruction of second order accuracy coincides
with the reconstruction used in the GRP scheme [15], which has demonstrated excellent
performance in handling oscillations. In order to achieve comparable performance, we
also apply the same minmod limiter to (3.5), resulting in

_li 1 . _ B ) o
vf;m = Emland(“<“i+1,j — 1)), h Gy, (i — i1 ),

i 1 . B . ) o

wf;m — h—ymmmod((x(ui,jﬂ — 1), hy Wi, — 1T 1)), 4.1)

o i
pii(x,y) =ij+05" (x —x;) + 03" (y —y;),

where the parameter a lies within the interval [1,2). In the numerical examples in this

paper, we set the value of a to 1.9. The symbol “s” is utilized to denote that this expression

is derived from the second order reconstruction. In this section, our focus is solely on the

value of the polynomial at Gaussian points:

S
S

u(z‘—i—%,—),j—i—G :Pfj(xi+%,yj+c), (ailafzu) :ailaﬁzpfj(xi+%,yj+c)- (4.2)

(41,046
On the other hand, the fourth order reconstruction is precisely suitable for the S;0O4
framework, thereby we can anticipate a fourth order accuracy in smooth regions. Simi-
larly, we define the notation

f —_ . dindy, \F _~dindy o f
u(l'-l-%,—),]'-l-G - pij(xj+%1yj+G)/ (axlay2u> (i+%,7),j+G _axlay2pij(xj+%ryj+G)/ (43)

which are derived from the fourth order reconstruction, where “f” denotes fourth order.

Now, we draw upon the techniques of CWENO and WENO-AO schemes to derive

f

(i41,-),j4G7 obtained from the fourth order re-
2= )

our weighted reconstruction. The value u

construction, is rewritten as

f 48 1 s s _
Wird, -6~ TsMird,-)j+c TS (W”(w;,mc 7f”<z'+;,—>,f+c>' vstyp=1. (44)

Subsequently, the linear weights <y, are substituted with nonlinear weights w,, where
0=s,f, resulting in

WHC-4 s

Hit-)jre = WSt

L s s _
(1+§,),j+G+wf<7f”(i+§,—),j+c_7f”?i+§,),j+G>’ ws+wf—1. (4.5)
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Here, the superscript “WHC” stands for “Weighted Hermite Construction”, and the cor-
responding reconstruction is referred to as the WHC-4 reconstruction. This expression
can be further simplified to

WHC-4 _Wf f _WrN s

ik )46 = o Mg et (1 " ) Uit} )G (4.6)
The nonlinear weights in this study are defined the same way as that in [14], with inspi-
ration drawn from the WENO-Z scheme as detailed in [20]. These weights are expressed

as
Wy = 2 No = 1+ ' O——Sf 4.7)
0 . f/ 0="Yo B, , K 7

The variable 6 is defined as the absolute difference between Bs and By, i.e., 0 = |Bs— |-
The diminutive value ¢ can be expressed as Ch®, where C is set to 100 in our numerical
examples. The power g is set to 2.

The smoothness indicators s and B are similar as those used in [16], which are de-
fined as

2
2dy—17,2d,—1 ((ydy 5d
pom X [[ B (300 (vy)) dudy, o=sf. (4.8)
dy+dp =17 Lij
Specifically, on the uniform meshes, the expressions can be written as
= (hy0;j)* + (hy@;;)? 4.9
ﬁs—( xvz] + yw1]) ’ ( . )
and
Br=U'AlU,
o _ _ - - - -~ ~ i T
U = [Ty, 11 41,541, Bi+1,j+1, M 0ij, BB 1, 0411,y @i, By i1,y @4 4]
(577 _ 187 187 _ 203 102 _46 26 102 _46 26 7
30 15 15 5 5 15 3 5 15 3
0 5653 203 _5%3 28 2779 2603 102 46 2
30 15 5 15 15 5 15 3
0 0 5653 5263 _ 102 46 2% 28 2779 2603
2 107% % Yo 2003 28 Yo Hos
0 0 0 Y e R (4.10)
A= 0 X 0 0 H _191775 2%3 §7 _7§ 0
O T 0
o o o o 0 0 2 g g 0
0 0 0 0 0 0 0 S
0 0 0 0 0 0 0 o ¥ %
(0 0 0 0 0 0 0 0 0o %B

With the same nonlinear weights, as defined in (4.7), we can obtain the first and second
derivatives at Gaussian points:

WHC-4 w f w s
9t ez =1 (3hath <1—f> 9 o . (@11
( Y ”> (i+3,-)J+G  f ( t u>(i+%,7)4‘+G+ Vr ( Y ”> irhire D
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No extra effort is expended in the determination of these nonlinear weights. In a practical
setting, the values of the linear weights s and 7 are typically chosen to be 0.1 and 0.9,
respectively.

We have now obtained the fourth order Hermite weighted reconstruction. Next, we
will proceed to verify the properties of this reconstruction. Without loss of generality, we
assume that the meshes are uniform square, i.e., hy =h, =h. This leads to a Taylor ex-
pansion for the smoothness indicators in smooth regions, similar to the one-dimensional
case:

Bom Gl + TN O(), By =ak+ 5 (G2 G+ O(H),

1 (4.12)
0=|Bs— Byl =155l +O ("),
where 1, ¢ and ¢3 are calculated from the derivative defined at (xi,yj),
&1 = (3xu)*+ (3yu)?, gzz13(a§u)2+14(axayu)2+13(aﬁu)2,
(4.13)

C3=0yU <8iu+ax8§u) +oyu (8;u—|—8ya§u> )

Subsequently, we can derive nonlinear weights that satisfy the following relationship in
smooth regions:

wo=7,+0(h?), o=s,f. (4.14)
WHC-4
(i+3,-)
exact value u(x; 1 ,Yj+G), as shown in the equation below:

Hence we find that u i+ provides a fourth order accurate approximation to the

M 6=y et O =u(xyy j6) + OUY). (415)

The validity of the first equality can be substantiated by the subsequent equation:

WHC-4  _f IV (L f s _f 4
ird-)+6 ~ i+ )G Vf (“(i+%f>,j+c “(i+%ﬁ>,j+c) = Ui, 6 TOUD):

(4.16)

In the vicinity of discontinuities, w; approximates to 1, thereby allowing the lower con-

struction to take effect and prevent oscillations:
ws=1-0(h*), wr=0(h*). (4.17)

In cases where k>2, such as when k=4 for the eighth order accuracy, minor modifications
to the existing reconstruction are required:

e Substitute p/(x,y) with the polynomial p¢(x,y), which is derived from the eighth
order reconstruction.

¢ Recompute the smoothness indicators.
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¢ Adjust the power g in (4.7) to 3.

Thus we have obtained two-dimensional weighted Hermite reconstructions of the
fourth and eighth order accuracy. These reconstructions are referred to as WHC-4 and
WHC-8, respectively.

4.2 Hybrid choice of Hermite reconstructions

In the weighted Hermite reconstruction, two candidate reconstructions are computed
and combined in a convex manner. However, in smooth regions, only the computation
of the higher order reconstruction holds significance. As a result, a hybrid choice strategy,
based on the performance analysis of the weighted reconstruction, could be a more effec-
tive approach. This strategy, which was first proposed in [21], has been widely applied
in various contexts, as exemplified by [22].

We revisit (4.6):

WHC-4 _Wr o f _YEN s
B ( s ) Hirh e

We observe that the coefficient of the first term, wy / 7Y¢, tends towards 1 in regions
of smoothness, while this coefficient tends towards 0 in the vicinity of discontinuities.
Hence we apply a truncation function to (4.6) to obtain our hybrid reconstruction:

HHC-4 (YN, f (s s
Hird e =0 ( 7 > Hisg e <1 d < - ) ) Hisd )G (#.18)

Here, the superscript “HHC” stands for “Hybrid Hermite Construction”, and ¢ is the
truncation function defined as

1, ¢>C/vy,
5= = (4.19)
0, ¢<C/vy,
where C is a threshold that lies within the interval (0,y f). Then (4.18) is equivalent to
f
: W1 iy wf>C,
W o=y ST (4.20)
(+h-yra ISE

Similar to the one-dimensional case, we can establish a threshold @ that is solely depen-
dent on the threshold C and the linear weights s and <. This results in the condition
wy > C being equivalent to fs+¢& < #(Bs+¢), and (4.20) is equivalent to

f _
yHACA H(it1,-)j+6" ﬁf+8<li’(’35+£)' (4.21)
(i+2,-)j+G u?i+%,7),j+G’ Brtre=0(Bs+e).

This is our final HHC-4 reconstruction. Compared to the WHC reconstruction, it elimi-
nates the need for calculating nonlinear weights ws and wy.
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Remark 4.1. We note that only the value of the threshold @ needs to be determined, given
the direct relationship between ¢ and C.

In fact, the inequality in (4.21) can be interpreted as a comparison between ¢ and the
threshold ¢, where

+e
g Prre (4.22)
Ps+e
Upon careful analysis, we find that ¢ is close to 1 in smooth regions,
B Fte p f— Bs
U= =1 =14+0(h), 4.23
Bs+e +/Ss+e +O(h) (4.23)
while in the vicinity of discontinuities, it is a relatively large number,
+e
o= Pr —O(h2), (4.24)
Bs+e

where the coefficients of 1 and h~2 vary with the problem. We can provide an empirical
parameter range, = (5,50), and we most recommend 9=20.

In the case of k =4, corresponding to the eighth order accuracy, the recommended
threshold 4 is different from the case k =2. We propose that ¢ should fall within the
empirical range of (50000,500000), with a strong recommendation for 9 =200000. Apart
from this, the eighth and fourth order HHC reconstructions are similar.

We have successfully derived two-dimensional hybrid Hermite reconstructions of the
fourth and eighth order accuracy, referred to as HHC-4 and HHC-8 respectively.

We have the following observations regarding the WHC-4 and HHC-4 reconstruc-
tions:

e The HHC-4 reconstruction selects among candidate stencils by conducting a
straightforward comparison of smoothness indicators, making it more efficient than
the WHC-4 reconstruction.

¢ In the vicinity of discontinuities, the HHC-4 reconstruction fully adopts the GRP
reconstruction, which exhibits robust numerical performance in resolving disconti-
nuities.

¢ In regions of high smoothness, the HHC-4 reconstruction exclusively employs the
HC-4 reconstruction, which has better accuracy.

4.3 The compactness of our schemes

We substitute the reconstruction R in (2.3) with the WHC-4 reconstruction in (4.6) or
HHC-4 reconstruction in (4.21), substitute the Lax-Wendroff type flow solver G in (2.6)

with the GRP solver [15], and obtain the corresponding compact Hermite schemes, such
as the WHC-4 and HHC-4 schemes. The WHC-8 and HHC-8 schemes are similar.
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Figure 2: The diagrammatic presentation for dependency regions. The figures show cells in time level t=1¢".

The cell marked with o is I;;. The red cells represent the dependency region of the numerical flux f+ ]+G and

. o+ . +1 n+3

the interface value n,. 12j+G' The yellow cells represent the dependency region of the average data ui]- 2, ﬁij 2
27

I 1 .
and zI;Z+2 in time level t=t"*2, and the combination of the yellow and blue cells represent the dependency

region of the average data in time level =¢"*1, (a) The dependency region of the numerical flux of the WHC-4

and HHC-4 schemes. (b) The dependency region of the WHC-4 and HHC-4 schemes. (c) The dependency
region of the S204-HWENOS5 scheme in [13]. (d) The dependency region of the S204-HWENO4 scheme in [5].

We would like to discuss the concept of compactness. The fewer cells a scheme
depends on at time level ¢ = " for each cell at time level t = t"*!, the more compact
the scheme is. Consider our WHC-4 scheme as an example. The reconstructed val-

ues u(+2,i) G (0y ) (41,4),j+G7 (9y ) u)" (0x0yu)" and

2
(i+3,£),j+G (9% )(i+%,i),j+c’ (i+31 4,46 2
(aiu)?iﬁ/ 6 On both s1des of Gau551an point “a”, as shown in Fig. 2(a), depend on

four cells #5, #6, #8, and #9 at time level t=¢". The same situation applies to the Gaussian
4" 4 + %

point “b”. Consequently, the numerical flux f i+14G and the interface value . LG at

this Gaussian point depend on these four cells. Smularly, the numerical flux and the inter-

face value at the eight Gaussian points of cell I;; depend on nine cells, #1 to #9. Therefore,

n+y o _n+y

the average data i;; i 7 T

are the yellow cells in Fig. 2(b).

1
, and wfjﬂ depend on nine cells at time level t =", which

Furthermore, the average data at time level t =#""! depend on 25 cells at time level
t=t", which are the yellow and blue cells in Fig. 2(b). A similar situation applies to our
HHC-4 scheme. As a comparison, the S204-HWENOS5 scheme in [13], which is computed
dimension by dimension, depends on 81 cells at time level t =t" to obtain average data
at time level =#""1, as shown in Fig. 2(c). If one chooses the genuinely two-dimensional
HWENO4 reconstruction in [5] combined with the S,04 framework, the average data at
time level +=1""! depends on 69 cells at time level t=1", as shown in Fig. 2(d).
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5 Numerical examples

In this section, we evaluate the performance of the schemes obtained in this paper with
the two-dimensional Euler system. The system is described by the following equations:

Oiu+0yf (1) +0,8(u) =0,
u=(p,pu,pv,pE)",

f= (ou,pu®+p,ouv,u(pE+p))",
8= (pv,0uv,00°+p,0(pE+p)) ",

(5.1)

where p, u, v, E, and p are the density, velocity components, total energy, and pressure,
respectively. The thermodynamic variables satisfy the state equation p = (y—1)(pE—
3p(u*+0?%)), where 1 is the adiabatic index. The value of v is typically set to 1.4, but it
may vary depending on specific conditions.

5.1 The fourth order compact Hermite schemes

We first perform the tests on our fourth order compact Hermite schemes, the WHC-4 and
HHC-4 schemes, the CFL number is set to be 0.6 and the threshold ¢ is set to 20.

Example 5.1 (Linear continuous problem). This test case is designed for the purpose of
verifying accuracy. The initial conditions for the Euler system are established as

(p,u,0,p)(x,y,0)=(1+0.2sin(7t(x+y)),0.7,0.3,1). (5.2)

The computational domain is defined as [—1,1] x [~1,1]. Uniform meshes (h, =h, = h)
and periodic boundaries are applied. The exact solution is a shift of the initial values

u(x,y,t) =u(x—0.7t,y—0.3t,0). (5.3)
The results corresponding to the terminal time """ =2 are presented in Table 2. It can be

observed that both schemes achieve their designed accuracy.

Example 5.2 (Nonlinear continuous problem). This test case further verifies the accuracy
of the schemes. If there are concerns that Example 5.1 is linearly degenerate and does not
test the impact of the equation’s nonlinearity on the accuracy of the scheme, this test case,
which is derived from [23], can address those concerns. The initial conditions are set as

0(x,9,0) = 1+0.25in\(/06.5(x+y))/

u(x,y,0)=0(x,y,0)= \Ep(x,yﬁ),
p(xy,0)=p(x,y,0)".

(5.4)
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Table 2: The L and L® errors of the density and the orders, of the linear continuous problem in Example 5.1.
The results are shown at " =2.

CFL WHC-4 HHC-4
Ll-error Order L%®-error Order | Ll-error Order L®-error Order
0.6 2/10 | 3.840E-3 5.932E-3 3.840E-3 5.933E-3

0.6 2/20 | 2.544E-4 3916 3.939E-4 3913 | 2.544E-4 3916 3.939E-4 3.913
06 2/40 | 1.594E-5 3.997 2494E-5 3981 | 1.594E-5 3997 2494E-5 3.981
06 2/80 | 9964E-7 4.000 1.564E-6 3.995 | 9.963E-7 4.000 1.564E-6 3.996
0.6 2/160 | 6.228E-8 4.000 9.781E-8 3.999 | 6.227E-8 4.000 9.780E-8 3.999
0.6 2/320 | 3.892E-9 4.000 6.137E-9 3.994 | 3.892E-9 4.000 6.136E-9 3.994

Table 3: The L and L* errors of the density and the orders of the nonlinear continuous problem in Example
5.2. The results are shown at " =2

CFL & WHC-4 HHC-4
Ll-error Order L%®-error Order | Ll-error Order L%®-error Order
0.6 4m/150 | 2.109E-8 1.119E-7 2.109E-8 1.119E-7

0.6 4m/200 | 6.844E9 3912 3.010E-8 4.566 | 6.844E-9 3912 3.010E-8 4.566
0.6 4m/250 | 2.805E-9 3997 1.236E-8 3.990 | 2.805E-9 3.997 1.236E-8 3.990
0.6 4m/300 | 1.352E9 4.003 5972E-9 3988 | 1.352E-9 4.003 5.972E-9 3.988
0.6 4m/350 | 7293E-10 4.003 3.234E-9 3978 | 7.293E-10 4.003 3.234E-9 3.978
0.6  4m/400 | 4.274E-10 4.003 1913E-9 3932 | 4274E-10 4.003 1.913E-9 3.932

The computational domain is defined as [0,477] x [0,477], and the same uniform meshes
and periodic boundaries as in Example 5.1 are applied. The adiabatic index 7 is set to 3.
The exact solution can be obtained by solving the Burgers equation for p(x,y,t):

1 1
Opit 50 (1) +59 (#*)=0, u(x,y,0)=1+0.2sin(0.5(x+y)). (5.5)
The exact solution can then be expressed as

_ pulxyt)
p(xly/t) - \/6 4

)=o) =/ Totu),
plryt)=p(xyt)".

(5.6)

The results corresponding to the time tem —1 are presented in Table 3. It can be observed

that each scheme achieves its designed accuracy, even in the presence of a nonlinear flow
field.
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Figure 3: The density counters of the first 2D Riemann problem in Example 5.3. The results are shown at
tem —=0.35. 400 % 400 cells are used.

Example 5.3 (Riemann problem 1). After verifying the accuracy of the schemes, we pro-
ceed to test an example involving discontinuities, specifically one that includes the inter-
action of four shock waves as presented in [24]. The computational domain is [0,1] x [0,1],
with the initial conditions given by

1.5,0,0,1.5), for x>0.5and y>0.5,
0.532,1.206,0,0.3), for x <0.5and y>0.5,
0.138,1.206,1.206,0.029), for x<0.5 and y<0.5,
0.532,0,1.206,0.3), for x>0.5and y <0.5.

(o,u,0,p)(x,y) = (5.7)

A~~~ I~ I/~

The results at " = (.35 are shown in Fig. 3. We have observed that both schemes are
proficient in capturing small structures. The HHC-4 scheme performs slightly better than
the WHC-4 scheme, albeit with a slight increase in oscillation.

Example 5.4 (Riemann problem 2). This is an example from [24] involving the interac-
tion of four rarefaction waves. The computational domain is [0,1] x [0,1], with the initial
conditions given by

1,0,0,1), for x>0.5and y >0.5,
0.52,—0.726,0,04), for x<0.5and y>0.5,
1,-0.726,—0.726,1), for x<0.5and y<0.5,
0.52,0,—0.726,0.4), for x>0.5and y<0.5.

(
(0,,0,p) (x,9) = E 58)
(
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Figure 4: The density counters of the second 2D Riemann problem in Example 5.4. The results are shown at
$em —=0.2. 400 x 400 cells are used.

The results at " =(.2 are shown in Fig. 4. It is evident that all these schemes perform
effectively, and the conclusions drawn from the inter-comparisons are similar to the pre-
vious example.

Example 5.5 (Riemann problem 3). Next, we test an example from [24] involving the
interaction of rarefaction waves and vortex-sheets. The computational domain is also
[0,1] x [0,1], with the initial conditions given by

1,0.1,0.1,1), for x>0.5and y >0.5,
0.52,—0.626,0.1,04), forx<0.5andy>0.5,
0.8,0.1,0.1,0.4), for x <0.5and y <0.5,
0.52,0.1,—0.626,0.4), for x>0.5and y<0.5.

(
(0,,0,p)(x,y) = E 59)
(

The results at #*" = 0.3 are shown in Fig. 5. We can see that both schemes are able to
depict the interaction between rarefaction waves and vortex-sheets well. The HHC-4
scheme performs better in capturing small vortices than the WHC-4 scheme, albeit at the
cost of introducing marginally oscillations.

Example 5.6 (Double Mach reflection problem). This is a classic test case. An oblique
shock wave hits a reflective boundary, with the post-shock state being u; and the pre-
shock state being ug.

ur = (pr,ur,o1,pL) = (8,4.125v/3,—4.125,116.5),

(5.10)
UR= (PR;”R;UR/PR) = (14/0/0/1)
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Figure 5: The density counters of the third 2D Riemann problem in Example 5.5. The results are shown at
tem —=0.3. 400 x 400 cells are used.
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Figure 6: The density counters of the double Mach problem in Example 5.6. The results are shown at ¢ =0.2.
1440 % 360 cells are used.

The Mach number is 10. The computational domain is [0,4] x [0,1]. At t" =0.2, the re-
sults for the domain [0,3] x [0,1] are shown in Fig. 6. We can see that both schemes have
done a good job of depicting the interaction between shock waves and reflection bound-
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Figure 7: The density counters of the front step problem in Example 5.7. The results are shown at " =4,
480160 cells are used.

aries, providing a clear position of the Mach stem. The HHC-4 scheme captures more
small vortex structures than the WHC-4 scheme, but it also introduces slightly larger
oscillations.

Example 5.7 (Forward step problem). The forward step problem is a classic test case that
describes a wind tunnel with a step, initially filled with a uniform Mach 3 flow. The state
of the flow is given by

(p,u,v,p)=(14,3,0,1). (5.11)

The walls of the wind tunnel serve as reflective boundaries, while the left and right sides
serve as inflow and outflow boundaries, respectively. At the corner of the step, we have
adopted the same technique as that in pp. 131-132 of [25] to enhance the computational
results. The results at t'*" =4 are shown in Fig. 7. It is evident that both schemes have
done a good job of depicting the impact of the step on the stable inflow, capturing clear
flow structures. The oscillations introduced by the HHC-4 schemes is slightly larger than
that of the WHC-4 scheme.
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5.2 The eighth order compact Hermite schemes

Although the eighth-order schemes are by-products of our study, we will also briefly test
their performance. The CFL number is set to be 0.5 and the threshold 8 is set to 200000.
First we consider the continuous examples, Examples 5.1 and 5.2. For the schemes such
as the WHC-8 scheme, the spatial order is higher than the temporal order, and we take
the same treatments as that in [14] to obtain the order of reconstruction. The findings pre-
sented in Tables 4 and 5 demonstrate that each scheme successfully achieves its designed
accuracy. When comparing the fourth-order and eighth-order accurate schemes, it is suit-
able to focus on which has a lower CPU Time for the same error. As shown in Fig. 8, we
can observe that the eighth-order accurate scheme exhibits superior time efficiency.

As for the discontinuous case, we tested the Riemann problem, Examples 5.3 to 5.5,
and obtained the results shown in Fig. 9. The performance of the two eighth-order
schemes, despite using fewer cells, is comparable to that of the two fourth-order schemes.

Table 4: The L and L™ errors of the density and the orders of the linear continuous problem in Example 5.1.
The results are shown at " =2,

CFL h WHC-8 HHC-8

L'-error Order L%®-error Order | Ll-error Order L®-error Order
0.500 2/10 | 1.659E-5 2.568E-5 1.661E-5 2.566E-5
0250 2/20 | 8.084E-8 7.681 1.278E-7 7.651 | 8.135E-8 7.673 1.258E-7 7.672
0.500 2/20 | 1.610E-7 2.502E-7 1.610E-7 2.523E-7
0250 2/40 | 6.764E-10 7.895 1.081E-9 7.854 | 6.745E-10 7.899 1.057E-9  7.900
0.500 2/40 | 4.929E-9 7.619E-9 4.930E-9 7.756E-9
0.333 2/60 | 1.973E-10 7.936 3.016E-10 7.965 | 1.975E-10 7.935 3.110E-10 7.933
0.500 2/60 | 6.574E-10 9.969E-10 6.587E-10 1.035E-9
0375 2/80 | 6.715E-11 7.930 1.105E-10 7.647 | 6.733E-11 7.928 1.067E-10 7.898

Table 5: The L! and L* errors of the density and the orders of the nonlinear continuous problem in Example
5.2. The results are shown at tf¢" =2,

CFL & WHC-8 HHC-8

Ll-error Order L®-error Order | L'-error Order L®-error Order

0.500 47/100 | 8.826E-10 4.698E-9 8.826E-10 4.698E-9
0.417 4m/120 | 2.243E-10 7514 1.203E9 7.471 | 2243E-10 7.514 1.203E-9 7471

0.500 47/120 | 3.478E-10 1.844E-9 3.478E-10 1.844E-9
0.429 47/140 | 1.092E-10 7.516 5.926E-10 7.363 | 1.092E-10 7.516 5.926E-10 7.363

0.500 47/140 | 1.607E-10 8.366E-10 1.607E-10 8.366E-10
0.438 4m/160 | 5.852E-11 7565 3.173E-10 7.261 | 5.852E-11 7.565 3.173E-10 7.261

0.500 47m/160 | 8.300E-11 4.180E-10 8.300E-11 4.180E-10
0.444 47/180 | 3.405E-11 7566 1.833E-10 7.000 | 3.405E-11 7.566 1.833E-10 7.000
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Figure 8: The relationship between CPU Time and the L* error of the density in Example 5.1.
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Figure 9: The density counters of the second 2D Riemann problem. 300x300 cells are used. Top: WHC-8
scheme, bottom: HHC-8 scheme, left: Example 5.3, t¢" =0.35, middle: Example 5.4, ¢ =0.2, right Example
5.5, tm =0.3.
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6 Concluding remarks

The original two-dimensional S204-HWENODb scheme in [13] is based on dimension-by-
dimensional HWENOS and WENOb reconstructions and the GRP solver. In order to
further improve the compactness and efficiency of the numerical scheme, we design a
new type of 5,04 finite volume scheme, which is based on nonlinear compact Hermite
reconstructions and the GRP solver, and uses the improved S,0, framework. These non-
linear compact Hermite reconstructions apply WENO technique or hybrid choice strat-
egy to avoid oscillations near discontinuities. The new two-stage fourth order numeri-
cal schemes are high-order, stable, compact, efficient and essentially non-oscillatory. We
note that the reconstruction designed in this paper is genuinely two-dimensional, which
can be potentially extended to unstructured meshes. Afterwards, the above reconstruc-
tions and the corresponding numerical schemes are extended to eighth-order accuracy in
space, and potentially to any 2k-order accuracy. A large number of numerical examples
are provided to demonstrate the desirable properties of the high order Hermite schemes.
The design of the Hermite reconstruction on unstructured meshes, the three-dimensional
Hermite reconstruction, and more studies on the proof of stability of the schemes pro-
posed in this paper and beyond, are left for our future work.
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A The details for obtaining the second derivative (a%u)fj%] ic

n,+
i+3,j+G
once we have obtained the following values at the Gaussian point (x;, 1 YirG)s

The second derivative (97u) can be obtained by taking derivatives of the PDE,

ug, ut, (0.u),, (Oyu) ., Q) ™, (8§u)i, (0x0yu) ., <8§u>i,

: e n
where the subscripts are simplified, such as u-. represents u (i41,4),/+G

"% . Note that the second derivative (?u) " here is only for ensuring accuracy, hence
i+5,j+G

it should be bounded and %2 (afu)+ = O(7?) when the solution is near discontinuities.
This condition allows the improved S,O4 framework to converge towards the original
5204 framework, thereby maintains similar performance. Fortunately, the HWENO re-
construction can achieve this condition automatically by mainly adopting the polynomial
of at most first degree with minmod limiter in the vicinity of discontinuities. Conse-
quently, the values of second spatial derivatives approach zero and the values of first

and u™ represents
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spatial derivatives are both bounded. By applying the following formula, specifically
(A.1) to (A.3), we can confirm that the value of (afu)+ is indeed bounded. Next, we
discuss the case when the solution is in regions of smoothness. Spatial derivatives are
approximated by arithmetic mean:

(azlagm)l;(aﬁ1a§2u)++;(aila;2u) , ditdr=1.2, (A1)

and we have

ou? ou
02 J
28 (%) (0y)” (0u) " 2 ) (00) (a2)

The only unknown values are spatial-temporal derivatives (axatuﬁ and (ayatu)f The
value of (9,9;u)" can be obtained by

(9x0¢u) T =—0x0x (f(u™)) —0x9y (g(u™))
—o(Lunowt)-a,(Bw@m)

P ) @) ()" — L () (20

T ou? Jdu
02 9
_ﬁ(’ﬁ) (ayu)+(8xu)+—£(u+) (90,u) ", (A.3)
and (9,0:u) * is similar. Then the value of (0%u) e (a%”):rl i+ 18 clear. The value of
2\t .. 2’
(at u) i+1j-c 1S similar.

B The Taylor analysis of the improved and original 5,04
framework

First, we try to analysis the accuracy of the improved S,0, framework. For simplicity,
we just analyze the case of linear equation,

otu~+0xu+adyu=0, (B.1)

and take the uniform square meshes i, =h,=h. Assume that the Hermite reconstruction
attains desired order, i.e., fourth order accurate approximation to u(x,y,0) itself, third
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order to its gradient and second order to its second derivatives. Then we have

0
"Jl"u(()w%i)ﬁc =0(h*), T(0xtt) 143 4), 146 = O(H%),
0 _ 3 2 1\0 _ 2
T(ay”)(i+%,i),j+G_O(h ), T(axu)(i+%,i),j+c_0(h ) (B.2)
0 _ 2 2. \° _ 2
T @)y a6 =007, T(Fu) o =O02),
where T represents the truncation error, i.e., Tu?. 1. =uY 1 ~—u(x 1,¥i46,0),
P (i+1,4),j4G it 4),4G i+3/Y]

u(x,y,t) is the exact solution; and similarly for the gradients. Then we obtain

2
£ _m,,0 T 3
Tfi+%,j+c —TM( )]+G ( f)l+ Jj+G 24a ( i+%ly]'+G/0) +O(T )/

3 _ 0 T 0,+ 2
Tui2+%,j+c_r]ru(i+%,7),j+G+2 (atu)l+ et 8 T (ou )ZJr v (B.3)
3
T
— @Sf’u(xi%,yHG,O) +0(14),
where
0+ 0 0
T(9 tf)l+ J+G (at”)zﬂﬁc T(ax”)(i+%,—),j+c_T(ay”)(z#%f),ﬁG’ (B.4)

0 0
T (@050 =T (30 Gy 2T Ood)e gyt T(0)

Note that T f represents the truncation error of the numerical flux to the exact flux

3J+G
_2 . . . .
Ztr e fo Xiyl /Yj+c,t)dt. Subsequently, since the two-point Gaussian integral has
fourth-order accuracy, we have

A 1 A 1 A,
* _ * 4
Tf1 =3 e T3 e TOMY, 55
1 1 1 1 1 )
2 — N2 h2 4
T}, =5Ta, . o+5Tal,  +O().

Note that T f - represents the truncation error of the numerical flux to the exact flux

1
fi + ; Th fo fyﬁz Xi1.,Y,t))dydt, and Ti2? , ; represents the truncation error of the
2

line average along the interface to the exact value 7 fy

1
tion, g 1 and 7’ [y are analysed similarly. Hence at the first time-stage t = 5, we have
2

; u(x i+l,y,%)dy. In the y direc-
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estimates
Tiig =T — = (O(#) + O(xh*) + O () +O(*) ) = O(1),
Tﬁﬁj:%(0(h4>+0(rh3>+0(rzh2)+0( ) +0(4)) =0(1), (B.6)
Tl = (O0#)+ O+ O(2I) +O(Th) +0(t4)) =0 7).

At the same time-stage t = %, the reconstruction satisfies

L=0(R), T@u): , . =0(). (B7)

1
Tu2
( (i+3,%),j+G

— OB 2
z+%,¢),j+c_o(h ), T(9 “)(2

)i+

Then with the same type of expansions we obtain at t =T

Taj,=O(F°), Toy=0(h*), Twj=0(k). (B.8)

It follows that at terminal time " = (1) there holds
Taf" =O(h°)-N=0(h*), (B.9)

where N represents the times of time-stepping and N =#" /t=O(h™!), which implies
the temporal accuracy is fourth order once the Hermite reconstruction attains desired
order.

Under the original framework, numerical experiments show that using gradient av-
erages as input for the reconstruction of gradients, reduces the temporal accuracy from
fourth-order to third-order. Next, we try to explain the reasons for the order degeneracy

g . : . 43 .
under specific reconstructions. The line average along the interface @, . _ 1is calculated

l+§,]+G
in the way
1t n4 T n,+
ui—&—%z,j—O—G uz+2 ]+G 2 (a u)z+%,j+G' (B.10)
Then the second formula of (B.3) becomes
1
3 0,
Tuz‘2+%,j+c :Tu?i+1 )]+G+§ (E)tu)l;r G a%u(xiJr%,yHG,O) +0(7). (B.11)
Subsequently, the second and third formulae of (B.6) becomes
Tol = % (00#)+ O () + O(P) +O(x) ) =0 (12),
(B.12)
1
T} = ; (O(h)+O(eh?) +O(2) + O(2%)) =0 (),
and (B.7) becomes
3 — (3 3 — (12 3 (12
Tu(zi+%,i),j+c =0(h’), T(9x u)(2+%,i),j+c =0(h*), T(oyu) (21+% e O(h?). (B.13)
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Note that the accuracy of the approximate to d,u and d,u reduces to second-order, and
we obtain

Taj,=O(h*), Toy=0(k), Twj=0(K). (B.14)

Thus, the temporal order at the terminal time " would reduces from fourth-order to
third-order:

Taf" = O(h*)-N=0(K). (B.15)
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