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Abstract. This paper explores the discrete singular convolution method for Hamilto-
nian PDEs. The differential matrices corresponding to two delta type kernels of the
discrete singular convolution are presented analytically, which have the properties of
high-order accuracy, bandlimited structure and thus can be excellent candidates for the
spatial discretizations for Hamiltonian PDEs. Taking the nonlinear Schrödinger equa-
tion and the coupled Schrödinger equations for example, we construct two symplec-
tic integrators combining this kind of differential matrices and appropriate symplec-
tic time integrations, which both have been proved to satisfy the square conservation
laws. Comprehensive numerical experiments including comparisons with the central
finite difference method, the Fourier pseudospectral method, the wavelet collocation
method are given to show the advantages of the new type of symplectic integrators.
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1 Introduction

Non-dissipative phenomena in quantum physics, fluid mechanics, oceanography, elec-
tromagnet field and other sciences are often modeled by the Hamiltonian systems of
ordinary differential equations (ODEs) and partial differential equations (PDEs). Sym-
plectic integrator is usually attached to a numerical scheme that intends to solve such
a Hamiltonian system approximately, while preserving one or more intrinsic properties
of the original system, such as the symplectic structure. There are various symplectic
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schemes for Hamiltonian ODEs, one can refer to [1–4] for details. The most obvious
generalization of the concept of a symplectic integrator to Hamiltonian PDEs is a nu-
merical scheme which is designed to preserve a semi-discretization of the symplectic
form associated with the infinite-dimensional evolution equation. The crucial part is
how to guarantee the semi-discretization in a finite-dimensional Hamiltonian system. A
general approach is that, instead of discretizing the PDE directly, we discretize both the
Hamiltonian functional and the Hamiltonian (Poisson) structure, then form the resulting
ODEs. The Hamiltonian functional can be discretized in any suitable way, being careful
to maintain the symmetry of any derivatives in the functional. For the Hamiltonian struc-
ture, replacing the differential operators with any appropriate matrix difference operator
may discretize it. The conventional semi-discrete methods are based on the finite differ-
ence method (FDM) [5, 6], the Fourier pseudospectral method (PSM) [7, 8], the wavelet
collocation method (WCM) [9–11] and they have been applied on sorts of applications
like the nonlinear wave equation [12], the Schrödinger equation [13, 14], the Maxwell’s
equations [15, 16], the KdV equation [5], the Gross-Pitaevskii equation [17, 18] and so on.
Numerical experiments show that the corresponding symplectic schemes are superior to
other non-symplectic schemes.

This paper presents a new type of semi-discrete method which is the discrete singu-
lar convolution method. Such method can be constructed to preserve the symplecticity of
the semi-discrete system. The discrete singular convolution (DSC) method was first pro-
posed in [19, 20] for the Fokker-Planck equation and then widely applied on many other
partial differential equations including the Fisher’s equation [21], the heat equation, the
wave equation, the Navier-Stokes equation [22], the sine-Gordon equation [23] and the
KdV equation [24]. The first combination of the DSC method and the symplectic method
is given by Li [25] for the elastic wave modeling in order to deal with the seismic wave
propagation. In this paper, we give the analytical expression of the differential matrices
corresponding to the DSC method and apply the DSC method to systematically construct
symplectic integrators for general Hamiltonian PDEs.

Comparing with the FDM, PSM, WCM, the DSC algorithm has the following advan-
tages:

1 The DSC method is a generalization of the standard FDM because one can adjust
the free parameters in the DSC method to get the central difference scheme (i.e. 1

2h ,

0, - 1
2h ) for the first order derivative and 1

h2 , − 2
h2 , 1

h2 for the second order derivative
where h is the spatial grid step. However, the DSC method is usually much more
accurate than the FDM.

2 Such method is as accurate as the PSM for the bandlimited periodic functions and
can be even more accurate than the PSM for approximating non-bandlimited func-
tions [22]. Since the DSC method is a local approach, it is more flexible than the
PSM in dealing with complex geometry and boundary conditions.

3 The differential matrices for the DSC method can be given explicitly while a re-
currence algorithm has to be imposed for deriving the differential matrices for the
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WCM. Furthermore, there is no restriction on the computational interval for the
DSC method while the WCM needs the endpoints to be integers, otherwise a coor-
dinate transformation must be requested. The partition of the DSC method can be
arbitrary while the WCM must be located at dyadic points.

The rest of this paper is organized as follows. In Section 2, we present analytical ex-
pressions of the differential matrices for the DSC method with two type of delta kernels
respectively and discuss several properties of them. In Section 3, we construct symplec-
tic schemes for the nonlinear Schrödinger equation and coupled Schrödinger equations
based on DSC differential matrices. In Section 4, comprehensive numerical experiments
including comparisons with the FDM, PSM and WCM are given. Finally, we draw some
conclusions in Section 5.

2 Discrete singular convolution differential matrix

In this section, we briefly review the discrete singular convolution approximation for
solving partial differential equations [19–21]. Based on the regularized Shannon’s kernel
and Dirichlet kernel, we give the analytical expressions of the corresponding differential
matrices and some discussions on their properties.

Let {xj}, j= 1,2,··· ,N+1 be a set of uniform grid points with step h of the computa-
tional domain [a,b], x1 = a, xN+1= b. {uj} is the set of corresponding function values. In
the DSC algorithm, we approximate the function u and its kth order derivatives at point
xi by a discrete convolution

∂ku

∂xk

∣∣∣
x=xi

≈
i+M

∑
j=i−M

δ
(k)
α,σ(xi−xj)uj, (k=0,1,2,···), (2.1)

where 2M+1 is the computational bandwidth. Here δα,σ is a collective symbol for one
of the (regularized) DSC kernels, or in general, any delta sequence kernel providing an
approximation to the delta distribution δ. For a given δα,σ(x−xj), the higher order deriva-
tives can be obtained directly by the analytical differentiation. Delta sequence kernels can
be constructed as either positive type or Dirichlet type. Here we only consider two ker-
nels of Dirichlet type, i.e., the regularized Shannon’s kernel (RSK) and the regularized
Dirichlet kernel (RDK)

δπ/h,σ(x−xj)=
sin

[
π
h (x−xj)

]

π
h (x−xj)

exp
[
− (x−xj)

2

2σ2

]
, (2.2)

δπ/h,σ(x−xj)=
sin

[
π
h (x−xj)

]

Lsin
[

π
h

x−xj

L

] exp
[
− (x−xj)

2

2σ2

]
, (2.3)

where σ is a parameter for optimizing the numerical result and is always proportion to
the grid step r= σ/h. L is an odd integer which also can be optimized to achieve better
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Figure 1: The base functions of RSK (left) and RDK (right).

result. The RSK and RDK are sets of local base functions. Fig. 1 plots profiles of the RSK
and RDK base functions with grid step h = 0.6, σ = 3.5, L = 71. It is noticed that both
base functions are compactly supported with almost the same shape. As L→∞, the RDK
converts to the RSK.

A mathematical estimation for the choice of M,σ and h is given in [20]. For example,
if the L2 error for approximating an L2 function f is set to 10−η (η > 0), the following
relations have to be satisfied

r(π−Bh)>
√

4.61η, and
M

r
>

√
4.61η, (2.4)

where B is the frequency bound for the function f . The first inequality states that for a
given grid size h, a large r is requested for approximating an L2 function with high fre-
quency. The second inequality indicates that if one choose r=3, then the half bandwidth
M ∼ 30 can be taken to ensure the highest accuracy in a double precision computation
(η=15).

We can analytically calculate the derivatives of these two kernels at the grid points
xi, i=1,2,··· ,N,N+1. Here we only present the expressions of first three derivatives, the
rest can also be easily obtained. For the RSK, we have

δ
(1)
π/h,σ(xi−xj)=





(−1)i−j

h(i− j)
exp

[
− (i− j)2

2r2

]
, i 6= j,

0, i= j,

(2.5)

δ
(2)
π/h,σ(xi−xj)=





(−1)i−j+1 ·λS
2

h2(i− j)2
exp

[
− (i− j)2

2r2

]
, i 6= j,

−π2r2+3

3h2r2
, i= j,

(2.6)
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δ
(3)
π/h,σ(xi−xj)=





(−1)i−j ·λS
3

h3(i− j)3
exp

[
− (i− j)2

2r2

]
, i 6= j,

0, i= j,

(2.7)

where

λS
2 =2(r2+(i− j)2)/r2,

λS
3 =(3(i− j)4+(3r2−π2r4)(i− j)2+6r4)/r4.

For the RDK, let µ=π(i− j)/L, the derivatives are

δ
(1)
π/h,σ(xi−xj)=





(−1)i−jπcsc(µ)

hL
exp

[
− (i− j)2

2r2

]
, i 6= j,

0, i= j.

(2.8)

δ
(2)
π/h,σ(xi−xj)=





(−1)i−j+1πcsc(µ)·λD
2

h2L2
exp

[
− (i− j)2

2r2

]
, i 6= j,

π2

3h2L2
−π2r2+3

3h2r2
, i= j,

(2.9)

δ
(3)
π/h,σ(xi−xj)=





(−1)i−jπcsc(µ)·λD
3

h3L3
exp

[
− (i− j)2

2r2

]
, i 6= j,

0, i= j,

(2.10)

where

λD
2 =

[
2πr2 cot(µ)+2L(i− j)

]
/r2,

λD
3 =

[(
3(i− j)2−3r2−π2r4

)
L2+6(i− j)πr2 Lcot(µ)

+3π2r4
(

cot2(µ)+csc2(µ)
)]

/r4.

Consider u(x) as a periodic function and denote Dk the corresponding kth differential

matrices of u, k= 1,2,··· . For convenience, let d(k)(l) := δ
(k)
π/h,σ(xi−xj), l = i− j. Here, the

delta kernel can be chosen as either RSK or RDK. Note that, from (2.1), j is bandlimited
for each i. Thus, l is arranged from −M to M. Then we can explicitly give the matrices
Dk

(Dk)i,j=





d(k)(i− j), −M≤ j−i≤M,

d(k)(−s), i− j=N−s, 1≤ s≤M,

d(k)(s), j−i=N−s, 1≤ s≤M,

0, otherwise.

(2.11)

Due to the expressions of δ
(k)
π/h,σ(xi−xj), we have the following properties for the differ-

ential matrices Dk
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(i) D2k is symmetric while D2k+1 is skew-symmetric.

(ii) Dk is a circulant matrix with bandwidth of 2M+1.

(iii) For the calculation of the product DkU, where U=(u1,u2,··· ,uN)
T, one can use the

fast Fourier transform (FFT) to make it much faster. Note that the first column of
Dk is

c=
(

d(k)(0),d(k)(1)··· ,d(k)(M),0,d(k)(−M),··· ,d(k)(−2),d(k)(−1)
)T

. (2.12)

Therefore, let d(k)= fft(c), then

DkU= ifft
(
d(k) ·fft(U)

)
, (2.13)

where fft and ifft are the functions of discrete Fourier transform and inverse discrete
Fourier transform in MATLAB. The product in the bracket represents the element-
wise product.

3 Two sample symplectic schemes based on the DSC

discretization

In this section, we present two symplectic schemes based on the DSC differential matrices
(2.11) for the nonlinear Schrödinger (NLS) equation and coupled Schrödinger (CNLS)
equations respectively. The NLS equation is an example of a universal nonlinear model
that describes many physical nonlinear systems. It has frequently been taken as the test
bed to evaluate the behaviors of numerical methods including the symplectic schemes,
for example [8, 11, 12]. The coupled structure makes the CNLS equations another ideal
test sample for the symplectic integrators as well other numerical methods. Therefore,
we choose these two equations to check the numerical performance of the DSC method.

Consider the following NLS equation

iut+uxx+ε|u|2u=0, x∈ [a,b], (3.1)

with periodic boundary condition and initial condition

u(x,0)=u0(x), (3.2)

where i=
√
−1 and ε is a real parameter. Let u(x,t)= p(x,t)+iq(x,t), the NLS equation

(3.1) can be written as
pt+qxx+ε(p2+q2)q=0,

qt−pxx−ε(p2+q2)p=0,
(3.3)

which can be further formed into a Hamiltonian system

d

dt
z= J−1 δH

δz

, (3.4)
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where z=(p,q)T , J=

(
0 1
−1 0

)
, and

H(z)=
∫ b

a

1

2

[1

2
ε(p2+q2)2−p2

x−q2
x

]
dx. (3.5)

In order to derive the symplectic scheme, we have to discretize the Hamiltonian (3.5)
which is taken as

H=
1

2

[1

2
ε
〈
(P2+Q2)2,1

〉
+〈P,D2P〉+〈Q,D2Q〉

]
, (3.6)

where P = (p1,p2,··· ,pN)
T, Q = (q1,q2,··· ,qN)

T and P2 = pj pj. Here we adopt Einstein

summation convention. 〈·,·〉 is the standard inner product. Let Z =(PT,QT)T, then we
obtain a discrete Hamiltonian system

d

dt
Z=

(
0 −I
I 0

)( ∇PH(P,Q)
∇QH(P,Q)

)
. (3.7)

Applying the implicit midpoint method on the time integration, we have the following
symplectic DSC scheme for the NLS equation (3.1)

Pn+1−Pn

τ
+D2Qn+ 1

2 +ε
(
(Pn+ 1

2 )2+(Qn+ 1
2 )2

)
Qn+ 1

2 =0,

Qn+1−Qn

τ
−D2Pn+ 1

2 −ε
(
(Pn+ 1

2 )2+(Qn+ 1
2 )2

)
Pn+ 1

2 =0,

(3.8)

where Pn+ 1
2 =(Pn+1+Pn)/2, Qn+ 1

2 =(Qn+1+Qn)/2. In the complex form U=P+iQ, the
scheme becomes

i
Un+1−Un

τ
+D2Un+ 1

2 +ε|Un+ 1
2 |2Un+ 1

2 =0. (3.9)

Define the discrete inner product and the L2 norm

〈U,V〉=h
N

∑
j=1

UjV̄j, ‖U‖= 〈U,U〉 1
2 ,

we will give the L2 stability of the scheme (3.8) and its equivalent scheme (3.9).

Proposition 3.1. The scheme (3.8) or (3.9) is unconditionally stable in the L2 norm.

Proof. Taking the discrete inner product on the two equations of (3.8) with Qn+ 1
2 and

Pn+ 1
2 respectively, and adding the results together yield

1

τ
(‖Pn+1‖2+‖Qn+1‖2−‖Pn‖2−‖Qn‖2)+

〈
Pn+ 1

2 ,D2Qn+ 1
2

〉
−
〈

Qn+ 1
2 ,D2Pn+ 1

2

〉
=0.
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Due to the symmetry of the differential matrix D2, the last two terms vanish and we have

‖Pn+1‖2+‖Qn+1‖2=‖Pn‖2+‖Qn‖2,

which is equivalent to
‖Un+1‖2=‖Un‖2.

The proof is complete.

Remark 3.1. Note that the scheme (3.8) or (3.9) is nothing different from the reported
schemes in [8] and [11] expect the expression of the second order differential matrix
D2. One can replace it with the corresponding differential matrices generated by the
FDM, PSM and WCM which also lead to symplectic schemes with unconditional sta-
bility. In the numerical simulation especially for long-time problems, such conservative
property plays a rather important role to guarantee the numerical stability which cannot
be achieved with only the improvement of accuracy. Therefore, our proposed symplectic
scheme is expected to have superior behaviours in the following numerical experiments.

Remark 3.2. It should also be noticed that there are many higher order symplectic Runge-
Kutta methods in the literature (please refer to [3]), we only adopt the second order mid-
point scheme here due to the above conservative property and the simplicity for illus-
tration. Recently, the discontinuous Galerkin method is taken into the construction of
symplectic methods [26] which combines the condition for the weighted function and the
original symplectic conditions [3]. Besides the conventional symplectic methods, some
new symplectic Runge-Kutta methods have also been proposed through such methodol-
ogy. Further comparisons of these methods are worth to be carried both in the theoretical
and numerical aspects.

For the following CNLS equations

iut+κuxx+(|u|2+β|v|2)u=0,

ivt+κvxx+(|v|2+β|u|2)v=0, x∈ [a,b],
(3.10)

with the initial conditions

u(x,0)=u0(x), v(x,0)=v0(x), (3.11)

and zero boundary conditions
u(a,t)=u(b,t)=0. (3.12)

The related Hamiltonian system is

d

dt
z=




0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0




δĤ
δz

, (3.13)
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where z=(p, p̂,q,q̂)T, u= p+iq, v= p̂+iq̂ and the Hamiltonian

Ĥ(z)=
∫ b

a

1

2

[1

2
(p2+q2)2+

1

2
( p̂2+q̂2)2−κ(p2

x+q2
x+ p̂2

x+q̂2
x)+β(p2+q2)( p̂2+q̂2)

]
dx. (3.14)

We can apply the similar procedure as that for the NLS equation to derive the symplectic
DSC scheme for the CNLS equation (3.10)

i
Un+1−Un

τ
+κD2Un+ 1

2 +
(
|Un+ 1

2 |2+β|Vn+ 1
2 |2

)
Un+ 1

2 =0,

i
Vn+1−Vn

τ
+κD2Vn+ 1

2 +
(
|Vn+ 1

2 |2+β|Un+ 1
2 |2

)
Vn+ 1

2 =0,

(3.15)

with the corresponding discrete Hamiltonian

Ĥ=
1

2

[1

2

〈
(P2+Q2)2+(P̂2+Q̂2)2,1

〉
+
〈

β(P2+Q2)(P̂2+Q̂2),1
〉

+κ
(
〈P,D2P〉+〈Q,D2Q〉+〈P̂,D2P̂〉+〈Q̂,D2Q̂〉

)]
, (3.16)

where the P, P̂, Q and Q̂ represent the associated vector forms.

Proposition 3.2. The scheme (3.15) is unconditionally stable in the L2 norm, i.e.

‖Un+1‖2+‖Vn+1‖2=‖Un‖2+‖Vn‖2.

Proof. By decomposing the scheme (3.15) into the real and imaginary parts and applying
the similar procedures as the proof for the scheme (3.8), we obtain the unconditional
stability for the scheme (3.15).

4 Numerical experiments

In this section, we present various numerical experiments for the symplectic DSC schemes
(3.9) and (3.15) with respect to the NLS equation (3.1) and CNLS equations (3.10). For the
NLS equation, we give comprehensive numerical comparisons of the symplectic RSK and
RDK with symplectic FDM, PSM, WCM, which can be easily derived by replacing the dif-
ferential matrix D2 with that of each method. For clarity, we list the first two derivatives
for these methods as follows:

• Differential matrix for the FDM

D̂1=
1

h




−1 1
−1 1

. . .
. . .

−1 1
1 −1




, D̂2=
1

h2




−2 1 1
1 −2 1

. . .
. . .

. . .

1 −2 1
1 1 −2




. (4.1)
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• Differential matrix for the PSM [27]

(D̃1)i,j=





1

2
ν(−1)i+j cot

(
ν(xi−xj)/2

)
, i 6= j,

0, i= j,
(4.2)

(D̃2)i,j=





1

2
ν2(−1)i+j+1csc2

(
ν(xi−xj)/2

)
, i 6= j,

−ν2
(
2(N/2)2+1

)
/6, i= j,

(4.3)

where ν=2π/(b−a). Note that the spectral differential matrix is full and for con-
ventional solvers it needs large storages and computational costs. Fortunately we
have the FFT algorithm and the computational costs will be reduced dramatically.

• Differential matrix for the WCM [11]

(Dk)i,j =





2kJθ(k)(i− j), −W+1≤ j−i≤W+1,

2kJθ(k)(−s), i− j=N−s, 1≤ s≤W−1,

2kJθ(k)(s), j−i=N−s, 1≤ s≤W−1,

0, otherwise,

(4.4)

where W represents the order of a Daubechies scaling function φ(x) and we denote
WCMW for the corresponding WCM method. Here, J is the level of resolution. θ(x)
is the autocorrelation function of φ(x). The bandwidth of Dk is 2W−1. There are
no analytical expressions for the kth order derivatives θ(k)(x). One can only obtain
the values at dyadic points by recursive computation. Therefore, a subroutine is
requested to compute this differential matrix, for example, the matrix method [28].

Besides the accuracy and efficiency tests, we also consider the invariant-preserving
ability of different kinds of methods. For the continuous case of the NLS and CNLS equa-
tions with periodic boundary or zero boundary condition, the following global quantities
are conserved which are named as charge, momentum and energy conservation laws re-
spectively

I1=
∫ b

a
|u|2dx, I2= i

∫ b

a
(uūx−ūux)dx, I3=

1

2

∫ b

a
(

1

2
ε|u|4−|ux|2)dx,

and

Î1=
∫ b

a
(|u|2+|v|2)dx, Î2=

∫ b

a
(uūx+vv̄x)dx,

Î3=
1

2

∫ b

a

[1

2
(|u|4+|v|4)−κ(|ux|2+|vx|2)+β|u|2|v|2

]
dx.
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The corresponding discrete forms of these invariants are taken as

In
1 =‖Un‖2, In

2 =h(Un)TD1Ūn−h(Ūn)TD1Un, In
3 =

1

2

(1

2
ε‖Un‖4−‖D1Un‖2

)
,

and

În
1 =‖Un‖2+‖Vn‖2, În

2 =h(Un)TD1Ū+h(Vn)TD1V̄,

În
3 =

1

2

[1

2
(‖Un‖4+‖Vn‖4)−κ(‖D1Un‖2+‖D1Vn‖2)+β‖|Un|·|Vn|‖2

]
.

Errors in the L∞-norm between the numerical solution un
j and the analytical solution

u(xj,tn), and errors in the above invariants are defined as

en =max
j

|un
j −u(xj,tn)|,

En
i = In

i − I0
i Ên

i = În
i − Î0

i .

We use the fixed-point iteration to solve the nonlinear systems (3.9) and (3.15) with toler-
ance 1E−14. The parameters in the DSC methods are chosen as M=30, r=3.5 and L=71
in all the following experiments except special requirement. We note that as long as the
L value is chosen sufficiently large L> M, the numerical results are not sensitive to the
specific values used.

Example 4.1. We show an accuracy test for the NLS equation (3.1) with ε = 2 and the
soliton solution

u(x,t)=sech(x−4t)exp

(
2i
(

x− 3

2
t
))

. (4.5)

All the symplectic schemes, i.e., the FDM, PSM, WCM30 and DSC including the RSK and
RDK can simulate the soliton propagation well. We plot the waveforms in Fig. 2.

−50
0

50
0

2

4

6

8

10

0

0.5

1

1.5

x

t

|u
|

Figure 2: Soliton propagation by any of the symplectic schemes with N=800, τ=0.001.
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Table 1: Accuracy tests for different kinds of methods with τ=1E−6 at t=1.

N L∞ error

FDM PSM WCM30 RSK RDK

100 0.83 0.27 0.33 0.32 0.30

200 0.80 2.70E-3 4.97E-3 2.41E-3 2.41E-3

400 0.23 2.08E-8 1.70E-6 2.41E-7 2.34E-7

800 0.05 1.36E-11 3.55E-11 1.25E-11 1.24E-11

Table 2: Computational costs for different kinds of methods with τ=1E−6 and t=1.

N PSM WCM30 RSK RDK

100 93.82 94.42 94.40 94.88

200 131.34 130.45 130.36 130.11

400 206.70 208.87 206.51 207.40

800 381.96 382.97 385.02 385.31

The L∞ errors for these schemes are listed in Table 1. The time step is fixed at τ=1E−6
so that the errors are dominated by the spatial discretization. Apparently, the accuracy of
the FDM method is only of order 2 while the other methods all decay at an exponential
rate. More specifically, the two DSC methods with any N are more accurate than the
WCM30 although the bandwidths of the associated differential matrices are nearly the
same. The errors are also comparable to that of the PSM and when N = 200,800, the
results of RDK are even better. Among the two DSC method, RSK and RDK, the latter
one is a little more accurate because it has one more parameter L to control the errors.

Next, we consider the invariant-preserving abilities of these symplectic schemes. Fig. 3
presents the errors in the three invariants for different methods respectively which shows
that the PSM performs best among the four methods. As the theoretical proof, the charge
invariant is preserved to round-off error by all the methods. Moreover, since the momen-
tum is a quadratic invariant, with the high accurate approximations for the first order
derivative by the PSM, WCM30, RSK and RDK, the momentum is also conserved exactly.
For the energy invariant, although all the methods fail to preserve it precisely, the errors
are bounded for a long time interval. We can hardly tell the difference in the errors of E3

for the WCM30, RSK and RDK. From the zoom figure, the error of RDK is slightly smaller
than the WCM30.

Example 4.2. In this example, we show the bound state solution [29] of the NLS equation
(3.1) with the initial condition

u(x,0)=sech(x).

It will generate a bound state of Ñ solitons if

ε=2Ñ2.
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Figure 3: Errors in the invariants E1, E2 and E3 for different methods with N=800, τ=0.001. The right bottom
figure amplifies the errors E3 in the interval [44,50].

The solutions develop small narrow structure which are difficult to resolve [30] if Ñ≥3.
We take Ñ=5 for the RSK and RDK schemes in our test. Fig. 4 shows the time evolution of
the solution as well as its contour plot in 15 time periods which can be both simulated by
the two schemes. From the snapshots at four different times, we can see that the narrow
structures are resolved very sharply. The corresponding errors in three invariants are
presented in Fig. 5 which seems that the RSK and RDK produce the errors very closed
to each other. More specifically, The charge invariant is preserved to round-off error and
the errors in E2 can be negligible. Due to the continual collision of the peaks, the energy
invariant I3 oscillates with rather small amplitudes.

Example 4.3 We consider the homoclinic structure of the NLS equation (3.1) with the
following periodic initial condition [11]

u(x,0)=A

(
1+0.05cos

(√2

4
x
))

, x∈ [−2
√

2π,2
√

2π],

which is in the vicinity of the homoclinic structure associated with the NLS equation and
makes it difficult to simulate the solution. By varying the parameter A, we can change



1388 W. Cai, H. Zhang and Y. Wang / Commun. Comput. Phys., 19 (2016), pp. 1375-1396

−15 −10 −5 0 5 10 15
0

0.2

0.4

0.6

0.8

1

1.2

1.4

x

|u
|

t = 10.2

−15 −10 −5 0 5 10 15
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

x

|u
|

t = 10.4

−15 −10 −5 0 5 10 15
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

x

|u
|

t = 10.6

−15 −10 −5 0 5 10 15
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

x

|u
|

t = 10.8

x

t

 

 

−6 −4 −2 0 2 4 6
0

2

4

6

8

10

0.5

1

1.5

2

2.5

Figure 4: Wave propagations by the RSK or RDK and its contour plot with N=1000, τ=0.00002.

the complexity of the homoclinic structure [12, 31, 32] which is a good robust test bed for
our schemes. We first take A=0.5. Fig. 6 gives the wave propagation in the large interval
t∈[0,200] and its contour figure by the RSK or RDK which show that the two schemes can
resolve the homoclinic structure very well. The related errors in invariants are presented
in Fig. 7. As that of the above example, the two kinds of errors are nearly the same. Next,
we increase A to A = 0.75 and A = 1. Consequently, the complexity of the homoclinic
structure is increased. From Fig. 8, it is clear that the spatial symmetry is well preserved
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Figure 5: Errors in three invariants of the RSK and RDK with N=1000, τ=0.00002.
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Figure 6: Wave propagation simulated by the RSK or RDK with A=0.5, N=150, τ=0.002.

and no instability occurs for both two cases.

In the following examples, we test the symplectic RSK and RDK methods for the
CNLS equations (3.10) with periodic boundary conditions. Since the numerical be-
haviours of the RSK and RDK are similar in accuracy, computational cost and invariant
preservation, we only present the numerical results by the symplectic RSK scheme (3.15).
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Figure 7: Errors in three invariants of the RSK and RDK with N=150, τ=0.002.
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Example 4.4. Consider κ = 1
2 , then the CNLS equations (3.10) admit the solitary wave

solution

u(x,t)=

√
2α

1+β
sech

(√
2α(x−vt)

)
exp

(
i
(

vx−
(v2

2
−α

)))
,

v(x,t)=−
√

2α

1+β
sech

(√
2α(x−vt)

)
exp

(
i
(

vx−
(v2

2
−α

)))
.
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Figure 9: Errors between the numerical and analytical solutions with τ=1E−6 and different N.

We take the spatial interval [−20,20] and the parameters α = 1,β = 2
3 ,v = 1. Fig. 9 plots

the error between the numerical and analytical solution of u(x,t) at t=1. The errors are
computed in L2 norm w.r.t N and drawn on a semi-log scale so the slope of the error line
indicates the expected exponential convergence rate.

u(x,0)=
2

∑
i=1

√
2αi

1+β
sech

(√
2αi(x−ξi)

)
exp

(
ivi(x−ξi)

)
,

v(x,0)=
2

∑
i=1

√
2αi

1+β
sech

(√
2αi(x−ξi)

)
exp

(
ivi(x−ξi)

)
,

where we set α1 =1, α2 =0.5, β=1, v1 =−v2 =0.5, ξ1 =0, ξ2 =25 and the computational
domain [−20,40]. Fig. 10 presents the waveforms of |u| in t∈ [0,50] and the related in-
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Figure 10: The numerical waveforms and the related errors in three invariants for two solitons collisions with
N=600, τ=0.001.
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variants errors. We can see clearly that the collision of the two solitons is elastic and the
speeds and directions remain the same after collision. The three invariants are also con-
served very well. The errors in E3 increase when the collision takes place and then return
to a smaller amplitude.

We know from [33, 34] that when β = 0 and β = 1, the CNLS system (3.10) is an in-
tegrable system and the collision of the solitary waves is elastic. Otherwise, there will
occur various collision scenarios such as transmission, reflection, fusion, creation of soli-
tary waves [35, 36]. In the following tests, we take the initial condition as

u(x,0)=
√

2r1sech(r1x+ξ1)exp(iv1x),

v(x,0)=
√

2r2sech(r2x+ξ2)exp(iv2x),

where the parameters are fixed to κ=1, r1=1.2, r2=1, ξ1=10, ξ2=−10. The grid numbers
are N = 400 and the time step is τ = 0.005. By varying the values of β and the velocity
v1=−v2=V/4, we can simulate the above mentioned scenarios by the scheme RSK.

Example 4.5. We first set β= 2/3 and the approaching velocity V = 0.4. By this choice,
we can observe the reflection scenario in Fig. 11. During collision, the velocity of the
right-moving soliton steadily decreases, and becomes negative when it emerges from
the collision. This means that this soliton is reflected back by collision. The same thing
happens to the soliton |v|. It initially moves to the left, but turns around after collision.
Then we increase the velocity to V = 1.6 and check the transmission scenario. We can
see from Fig. 12 that the velocities decrease significantly as before. But in this case, they
pick up speed again when they emerge from the collision. As a result, the solitons pass
through each other, and settle down to constant speeds along the original directions. It
should be noticed that the charge and momentum are preserved to round-off error for
both two cases. While for the energy invariant, the error magnitudes increase after the
collision but are bounded during the whole computation interval.
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Figure 11: Reflection scenario and errors in the invariants with β=2/3, V=0.4.
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Figure 12: Transmission scenario and errors in the invariants with β=2/3, V=1.6.
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Figure 13: Fusion of two solitons: |u|+ |v| with β=0.3, V=0.4.
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Figure 14: Creation scenario: |u|, |v| with β=2, V=0.8.

In the last two examples, we simulate the fusion scenario and the creation of new
soliton. We first set β = 0.3, V = 0.4. Fig. 13 presents the wave propagation of the two
solitons. We can see that from Fig. 13 the two solitons fusion into one soliton after the
collision. Next, we fix β= 2, V = 0.8, as demonstrated in Fig. 14, a new soliton has been
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created. To sum up, the scheme RKS simulates the interaction of the two solitons clearly
for different β and V. Moreover, the three invariants are preserved precisely as expected.

5 Concluding remarks

This paper introduces a new candidate of differential matrices for constructing sym-
plectic schemes by the discrete singular convolution method. We derive the analytical
expressions for two kinds of differential matrices with respect to the regularized Shan-
non’s kernel and Dirichlet kernel which belongs to the delta type kernel. Furthermore,
the differential matrices are bandlimited and circulant such that FFT algorithms can be
implemented for the periodic cases to reduce the computational cost remarkably. The
computational accuracy is found to be competitive, or even better than the Fourier pseu-
dospectral method. Based on this kind of differential matrices, we construct two novel
symplectic schemes for the nonlinear Schrödinger equation and the coupled Schrödinger
equations, respectively. Comprehensive numerical experiments are presented including
comparisons with the finite difference method, the Fourier pseudospectral method and
the wavelet collocation method.

Note that this kind of differential matrices can be applied on the general Hamiltonian
PDEs, such as the KdV equation, the Maxwell’s equations, the Camassa-Holm equation
and so on. Furthermore, besides the symplectic schemes, one can also use the differen-
tial matrices to construct other structure-preserving methods, like the multisymplectic
schemes [37], the energy and momentum preserving schemes [38] and so on.
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