A Direct ALE Multi-Moment Finite Volume Scheme for the Compressible Euler Equations
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Abstract. A direct Arbitrary Lagrangian Eulerian (ALE) method based on multi-moment finite volume scheme is developed for the Euler equations of compressible gas in 1D and 2D space. Both the volume integrated average (VIA) and the point values (PV) at cell vertices, which are used for high-order reconstructions, are treated as the computational variables and updated simultaneously by numerical formulations in integral and differential forms respectively. The VIAs of the conservative variables are solved by a finite volume method in the integral form of the governing equations to ensure the numerical conservativeness; whereas, the governing equations of differential form are solved for the PVs of the primitive variables to avoid the additional source terms generated from moving mesh, which largely simplifies the solution procedure. Numerical tests in both 1D and 2D are presented to demonstrate the performance of the proposed ALE scheme. The present multi-moment finite volume formulation consistent with moving meshes provides a high-order and efficient ALE computational model for compressible flows.
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1 Introduction

Moving boundary problems exist widely in the practical applications of computational fluid dynamics (CFD), such as airfoil oscillations, flapping wings or fluid-structure interactions. When the boundary of fluid domain moves or undergoes deformations, the Arbitrary Lagrangian Eulerian method (ALE) [1, 2] becomes a desirable numerical methodology to solve fluid dynamics in a moving and deforming grid which can fit the moving boundary of computational domain and get more accurate numerical solutions. In the
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ALE formulations, the grids of the computational domain can move arbitrarily independent of the fluid motions. This flexibility of mesh motion makes it more robust compared to the purely Lagrangian framework which may encounter difficulties when the mesh cells tangle or experience other topological changes due to flow fields of large distortions.

Efforts have been made so far to develop practical ALE algorithms. The existing works may be divided into two classes, i.e., indirect method and direct method. The indirect method was firstly proposed by Hirt et al. [1], which consists of three phases: (1) a Lagrangian phase where the solution and the grid are updated; (2) a rezoning phase that regularizes the tangled or heavily distorted mesh cells; (3) a remapping phase in which the Lagrangian solution is transferred to the rezoned mesh adjusted in step (2).

However, rezoning and remapping procedures can be computationally expensive especially for two and three dimensional realistic calculations. The direct method [3, 4] does not need the remapping as a separate step because the mesh velocity is already taken into account in the numerical formulations that are consistent with the governing equations in the moving mesh framework. Both types of methods are widely implemented in the simulations of fluid dynamics.

In ALE schemes, the mesh geometry changes in time, which requires the geometrical quantities, such as volumes, boundary surfaces and vertices of moving cells, to be updated at each time step. Some existing works started from purely Lagrangian framework for developing mesh moving problems. Munz et al. [5] devised a cell-centered Godunov-type scheme using Roe [6] and HLL [7] flux solvers for Lagrangian hydrodynamics equations. Maire et al. [8–10] built a relationship between nodal displacement and flux formulation and presented a robust cell-centered Lagrangian method on multi-dimensional meshes with first and second order accuracy. To achieve high order accuracy, Cheng et al. [11] developed a class of Lagrangian type schemes based on high order essentially non-oscillatory (ENO) [12] reconstruction and obtained third order accuracy with curved mesh in [13]. Dumbser et al. [14] proposed a one-dimensional high order Lagrangian ADER (arbitrary high-order accurate) finite volume method. Besides, the Discontinuous Galerkin (DG) method has also been used to solve the gas dynamics equations in the total Lagrangian formulation for high-order accuracy [15]. These purely Lagrangian methods move mesh cells with the flow velocity so that the advection terms are removed from the governing equations. Particular care must be paid when the mesh is distorted to an unacceptable extent. A remedy is to improve the mesh quality with subsequent rezoning and remapping steps, which results in the indirect ALE method.

These Lagrangian methods can also be extended to direct ALE methods. High order discontinuous Galerkin (DG) direct ALE method has been implemented in [3, 16, 17] for compressible Euler equations. In the conventional finite volume framework, the direct ALE scheme can be constructed upon cell-centered Lagrangian solver completed with an edge-based upwinded formulation of the numerical fluxes as presented in [18]. Moreover, Boscheri et al. developed high-order direct ALE ADER finite volume schemes in [4, 19] with WENO (weighted essentially non-oscillatory) reconstruction and MOOD (multi-dimensional optimal order detection) approach. In this paper, we focus on direct
ALE method where the hydrodynamics equations are solved in an arbitrarily moving coordinate frame.

The ALE schemes based on conventional finite volume method face the same difficulties as their Eulerian versions do when one wants to generate high order reconstruction polynomials on unstructured meshes. It is not a trivial task to choose a reliable cell stencil for high order reconstruction on either stationary or moving unstructured meshes. The multi-moment type methods get around the problems by adding the degrees of freedoms (DOFs) locally on each cell. Numerical schemes with compact stencil provide a flexible and efficient way for implementing high order reconstructions such as the discontinuous Galerkin (DG) method [43, 44] and the spectral finite volume (SV) method [45, 46], as well as the multi-moment finite volume method [20–22]. Different from other existing methods, the multi-moment finite volume method makes use of the point values (PVs) at the vertices of mesh cells as the computational variables which are updated with the cell average value simultaneously. As shown later, it provides a new efficient ALE framework for fluid-structure interaction (FSI) problems. With the values at the nodes on fluid-structure interface directly updated, the multi-moment finite volume ALE is able to implement the FSI computations in a spirit similar to the finite element methodology formulated in [26].

In the Eulerian framework, the multi-moment constraint finite volume method based on local reconstruction achieved good accuracy and robustness on unstructured grids [20–22]. Being an option of practical significance, the polynomial interpolation is built by the VPM (volume integrated average (VIA) and point value (PV) based multi-moment) reconstruction to realize third order spatial discretization. In the VPM formulation, both VIA and PVs at cell vertices are treated as the computational variables, which are solved respectively by the integral and differential forms of the governing equations. Successive works have been done for implementing the VPM formulation to compressible flows [23–25], where the multi-dimensional limiting process (MLP) scheme [27] is used to limit the VPM reconstruction for suppressing the numerical oscillations in presence of discontinuous solutions, like shock waves or other jumps in physical fields. Updating simultaneously the VIA and PVs at cell vertices as computational variables through different but consistent numerical formulations, the multi-moment finite volume method provides an efficient formulation to construct high order ALE computational model as well.

In this study, we construct a direct ALE scheme based on the multi-moment constraint finite volume method. Because the VIA and PVs at the moving cell vertices are always known as the computational variables, local high-order reconstructions consistent with the moving mesh can be built easily in a straightforward way similar to the Eulerian framework. In the present ALE multi-moment finite volume scheme, we update the PV moment in terms of the primitive variables instead of the conservative variables, so as to circumvent the additional source terms as addressed in [28].

We present a direct ALE multi-moment finite volume scheme for compressible Euler equations in one and two dimensions. Roe’s Riemann solver [6] is implemented point-wisely to update the PV moment, while HLLC Riemann solver [29] is used to update the
VIA moment in 2D and the numerical flux can be more simply calculated from the cell boundary PVs in 1D.

The rest of this paper is organized as follows. Section 2 gives the integral form and differential form of governing equations. In Section 3, we present the numerical scheme and benchmark tests in one-dimensional space. In Section 4, we give the numerical scheme and some tests for verifications in two-dimensional space. At last, we end the paper with some conclusion remarks in Section 5.

2 Governing equations

The numerical method developed in this paper is to solve the unsteady Euler equations for the inviscid compressible fluid. In the present multi-moment finite volume method, the numerical formulations to compute two kinds of moments, i.e. VIA and PV, are derived respectively from the integral and differential forms of Euler equations.

2.1 Integral form

The VIA is updated by a finite volume formulation where we use the integral form of Euler equations. We cast Euler equations in a moving control volume frame in the Cartesian coordinate as

$$\frac{d}{dt} \int_{\Omega(t)} U \, d\Omega + \int_{\Gamma(t)} F(U) \, d\Gamma = 0, \quad (2.1)$$

where $\Omega(t)$ is the moving control volume enclosed by its boundary $\Gamma(t)$. $U$ and $F(U)$ are the vectors of conservative variables and fluxes given below

$$U = \begin{pmatrix} \rho \\ M \\ \rho E \end{pmatrix}, \quad F(U) = \begin{pmatrix} (u-u_g) \cdot n \rho \\ (u-u_g) \cdot n M + p \cdot n \\ (u-u_g) \cdot n \rho E + pu \cdot n \end{pmatrix}, \quad (2.2)$$

with $\rho$, $u$, $M$, $p$ and $E$ being the density, velocity, momentum, pressure and specific total energy of the fluid respectively. In addition, $n$ is the unit outward normal vector to $\Gamma(t)$ whose moving velocity is $u_g$. If $u_g = 0$, the system reduces to a Eulerian framework, and if $u_g = u$, it corresponds to the Lagrangian framework where the control volume moves with the local fluid velocity.

The system is completely closed by the adding the equation of state (EOS), which establishes the relationship among three thermodynamic variables, in the following general form

$$p = p(\rho, e), \quad (2.3)$$

where $e = E - \frac{1}{2} |u|^2$ is the specific internal energy. We consider the ideal gas in this research, then EOS has a simpler form

$$p = (\gamma - 1) \rho e, \quad (2.4)$$
where $\gamma$ is the ratio of specific heats.

Besides, the volume variation is given by following geometric conservation law [30]

$$\frac{dV}{dt} - \int_{\Gamma(t)} u_g \cdot n d\Gamma = 0, \quad (2.5)$$

where $V$ denotes the cell volume.

### 2.2 Differential form

In the present work, differential form of compressible Euler equations is used to predict the PV moment, which is written in terms of primitive variables as follows

$$\frac{\partial W}{\partial t} + A(W) \frac{\partial W}{\partial x} + B(W) \frac{\partial W}{\partial y} = 0, \quad (2.6)$$

where $W$ is the vector of primitive variables, $A(W)$ and $B(W)$ are the coefficient matrices for spatial derivatives of $W$ with respect to $x$ and $y$ coordinates respectively. They take the following form

$$W = \begin{bmatrix} \rho \\ u \\ v \\ p \end{bmatrix}, \quad A(W) = \begin{bmatrix} u-u_g & \rho & 0 & 0 \\ 0 & u-u_g & 0 & \frac{1}{\rho} \\ 0 & 0 & u-u_g & 0 \\ 0 & \gamma p & 0 & u-u_g \end{bmatrix},$$

$$B(W) = \begin{bmatrix} v-v_g & 0 & \rho & 0 \\ 0 & v-v_g & 0 & 0 \\ 0 & 0 & v-v_g & \frac{1}{\rho} \\ 0 & 0 & \gamma p & v-v_g \end{bmatrix}, \quad (2.7)$$

where $\rho$ is the density, $p$ the pressure, $u$ and $v$ are the $x$ and $y$ components of fluid velocity $\mathbf{u} = (u, v)$, $u_g$ and $v_g$ the $x$ and $y$ components of the grid velocity $\mathbf{u}_g = (u_g, v_g)$ respectively. Note that in (2.6), $(\partial W/\partial t)|_\chi$ denotes the time derivative with respect to the grid moving at speed $\mathbf{u}_g$. The grid velocity $\mathbf{u}_g$ is defined by

$$\mathbf{u}_g = \frac{dx_g}{dt}, \quad (2.8)$$

where $x_g$ is the coordinate of the grid. This is the so-called local kinematic equation, which corresponds to the geometric conservation law in the integral form. If $\mathbf{u}_g = 0$, the system reduces to the differential form of Euler equations in the Eulerian framework and if $\mathbf{u}_g = \mathbf{u}$, the system becomes the Lagrangian framework.
3 Multi-moment finite volume ALE scheme in one dimension

The computational domain is divided into $I$ non-overlapping cells $\Omega_i = [x_{i-1/2}, x_{i+1/2}]$ of size $\Delta x_i = x_{i+1/2} - x_{i-1/2}$ with $i = 1, 2, \cdots, I$. For a given cell $\Omega_i$, two kinds of moments are defined for field variable $\phi(x,t)$.

They are the volume integrated average (VIA) over each cell

$$\overline{\phi}_i = \frac{1}{\Delta x_i} \int_{x_{i-1/2}}^{x_{i+1/2}} \phi(x,t) \, dx,$$

and the point value (PV) at cell boundary

$$\phi_{i+1/2} = \phi(x_{i+1/2}, t),$$

where $\phi$ stands for all state variables, including conservative and primitive variables.

3.1 The CIP-CSL3 reconstruction [31, 32]

Given one VIA $\overline{\phi}_i$ and two PVs $\phi_{i\pm1/2}$ over $\Omega_i$, as well as the first order cell center derivative $d_i$ approximated from the VIA and PV moments from $\Omega_i$ and its neighboring cells, a piecewise cubic interpolation function for conservative variables $\phi(x,t)$ can be constructed, following the CIP-CSL3 (constrained interpolation profile-conservative semi-Lagrangian scheme with third-order polynomial function) scheme, for each element as

$$\Phi_i(x) = a_3(x-x_{i-1/2})^3 + a_2(x-x_{i-1/2})^2 + a_1(x-x_{i-1/2}) + a_0,$$

and the unknown coefficients are computed by imposing the following constraint conditions:

$$\left\{ \begin{array}{l}
\Phi_i(x_{i-1/2}) = \phi_{i-1/2}, \\
\Phi_i(x_{i+1/2}) = \phi_{i+1/2}, \\
\frac{1}{\Delta x_i} \int_{x_{i-1/2}}^{x_{i+1/2}} \Phi_i(x) \, dx = \overline{\phi}_i, \\
\frac{d \Phi_i(x)}{dx} \bigg|_{x_i} = d_i.
\end{array} \right.$$

Thus, we have coefficients of (3.3) as

$$\left\{ \begin{array}{l}
a_0 = \phi_{i-1/2}, \\
a_1 = \frac{2(3\overline{\phi}_i - 3\phi_{i-1/2} - \Delta x_i d_i)}{\Delta x_i}, \\
a_2 = \frac{3(-2\overline{\phi}_i - \phi_{i+1/2} + 3\phi_{i-1/2} + 2\Delta x_i d_i)}{\Delta x_i^2}, \\
a_3 = \frac{4(\phi_{i+1/2} - \phi_{i-1/2} - \Delta x_i d_i)}{\Delta x_i^3}.
\end{array} \right.$$
When the cell center derivative $d_i$ is simply computed by differencing the PVs at the two boundaries of cell $Ω_i$ as

$$d_i = \frac{φ_{i+\frac{1}{2}} - φ_{i-\frac{1}{2}}}{Ax_i},$$  

(3.6)

the coefficient of the third-order term $a_3$ vanishes in (3.5), and the interpolation function then degrades to a piecewise quadratic interpolation function for cell $Ω_i$ and the CIP-CSL2 (constrained interpolation profile-conservative semi-Lagrangian scheme with second-order polynomial function) scheme [33] is retrieved. As shown in [31, 32], the cell center derivative can be approximated by conventional slope limiter schemes to suppress the numerical oscillations. We use the superbee limiter [34] as follows

$$d_i = \text{maxmod} \left( \text{minmod} \left( d_{i-\frac{1}{2}}, 2d_{i+\frac{1}{2}} \right), \text{minmod} \left( 2d_{i-\frac{1}{2}}, d_{i+\frac{1}{2}} \right) \right),$$  

(3.7)

where

$$d_{i-\frac{1}{2}} = \frac{2(φ_i - φ_{i-1})}{Ax_{i-1} + Ax_i}, \quad d_{i+\frac{1}{2}} = \frac{2(φ_{i+1} - φ_i)}{Ax_i + Ax_{i+1}}.$$

The minmod and maxmod functions are given respectively as

$$\text{minmod}(a_1, a_2) = \begin{cases} s \cdot \min(|a_1|, |a_2|), & \text{if } s = \text{sign}(a_1) = \text{sign}(a_2), \\ 0, & \text{otherwise}, \end{cases}$$  

(3.8)

and

$$\text{maxmod}(a_1, a_2) = \begin{cases} s \cdot \max(|a_1|, |a_2|), & \text{if } s = \text{sign}(a_1) = \text{sign}(a_2), \\ 0, & \text{otherwise}. \end{cases}$$  

(3.9)

As long as the CIP-CSL3 interpolation is constructed over $Ω_i$, we can obtain the spatial derivatives of the physical variables at two boundary points $x_{i\pm\frac{1}{2}}$, which are then used to update the PVs at cell boundaries.

### 3.2 Solution of Euler equation for VIA moment in one dimension

We first formulate the semi-discrete finite volume scheme of (2.1) for updating VIA moments as

$$\frac{d}{dt} \left( \frac{φ_i Ax_i}{M_i Ax_i} \right) = - \left( \begin{array}{c} f^D_{i+\frac{1}{2}} - f^D_{i-\frac{1}{2}} \\ f^M_{i+\frac{1}{2}} - f^M_{i-\frac{1}{2}} \\ f^E_{i+\frac{1}{2}} - f^E_{i-\frac{1}{2}} \end{array} \right),$$  

(3.10)

with the fluxes approximated from PVs as

$$\begin{align*}
f^D_{i+\frac{1}{2}} &= (u_{i+\frac{1}{2}} - u_{g,i+\frac{1}{2}})φ_{i+\frac{1}{2}}, \\
f^M_{i+\frac{1}{2}} &= (u_{i+\frac{1}{2}} - u_{g,i+\frac{1}{2}})M_{i+\frac{1}{2}} + p_{i+\frac{1}{2}}, \\
f^E_{i+\frac{1}{2}} &= (u_{i+\frac{1}{2}} - u_{g,i+\frac{1}{2}})(ρE)_{i+\frac{1}{2}} + p_{i+\frac{1}{2}}u_{i+\frac{1}{2}}.
\end{align*}$$  

(3.11)
It is noted that by solving the physical variables as computational variables at cell boundaries we don’t need to solve any Riemann problem to find the numerical fluxes at cell boundaries which are required in the finite volume formulations for the VIAs of the conservative variables. Thus, the present method is computationally efficient.

3.3 Solution of Euler equation for PV moment in one dimension

The governing equations (2.6) of PVs in one-dimensional case are formulated by

$$\frac{\partial W}{\partial t} + A(W) \frac{\partial W}{\partial x} = 0,$$

with $W = [\rho, u, p]$ being the primitive variables. The Jacobian matrix can be factorized into $A = R_A \Lambda_A L_A$, where $\Lambda_A$ is the diagonal matrix of eigenvalues, and $L_A$ and $R_A$ are the corresponding left and right eigen matrices respectively.

As introduced in [24], (3.12) is solved by Roe’s Riemann solver point-wisely as

$$\frac{dW_{i+\frac{1}{2}}}{dt} = -\frac{1}{2} \left( \tilde{A} \left( \frac{\partial W_{i+\frac{1}{2}}^-}{\partial x} + \frac{\partial W_{i+\frac{1}{2}}^+}{\partial x} \right) + \tilde{R}_A |\tilde{\Lambda}_A| \tilde{L}_A \left( \frac{\partial W_{i+\frac{1}{2}}^-}{\partial x} - \frac{\partial W_{i+\frac{1}{2}}^+}{\partial x} \right) \right),$$

where $\frac{\partial W_{i+\frac{1}{2}}^-}{\partial x}$ and $\frac{\partial W_{i+\frac{1}{2}}^+}{\partial x}$ denote the derivatives of variables $W_{i+\frac{1}{2}}$ on the left and right sides of point $x_{i+\frac{1}{2}}$ and the Jacobian matrix is calculated from the Roe-averaging. Each Roe-averaging value is computed from the VIA values in the surrounding cells by

$$\tilde{\phi}_{i+\frac{1}{2}} = \frac{\sqrt{\rho_i} \tilde{\phi}_i^+ + \sqrt{\rho_{i+1}} \tilde{\phi}_{i+1}^-}{\sqrt{\rho_i} + \sqrt{\rho_{i+1}}},$$

where $\tilde{\phi}_{i+\frac{1}{2}}$ stands for $\tilde{u}_{i+\frac{1}{2}}$ and $\tilde{H}_{i+\frac{1}{2}}$ and $\tilde{H}_i = (\rho E)_i / \rho_i$ is the total enthalpy. We compute the sound speed by

$$\tilde{a}_{i+\frac{1}{2}} = \left( \frac{\gamma - 1}{\gamma} \left( \tilde{H}_{i+\frac{1}{2}} - \frac{1}{2} \tilde{\phi}_{i+\frac{1}{2}}^2 \right) \right)^{\frac{1}{2}}.$$

As shown in Subsection 3.1, the interpolation function is reconstructed for the conservative variables $\rho$, $M$ and $\rho E$, thus the spatial derivatives of conservative variables must be transferred to the spatial derivatives of primitive variables $W = [\rho, u, p]$. We use the following formulations for this purpose in this work

$$\frac{\partial u_{i+\frac{1}{2}}^\pm}{\partial x} = \frac{1}{\tilde{\rho}_{i+\frac{1}{2}}} \frac{\partial M_{i+\frac{1}{2}}^\pm}{\partial x} - \frac{\tilde{M}_{i+\frac{1}{2}}}{\tilde{\rho}_{i+\frac{1}{2}}^2} \frac{\partial \tilde{\phi}_{i+\frac{1}{2}}^\pm}{\partial x},$$

$$\frac{\partial p_{i+\frac{1}{2}}^\pm}{\partial x} = (\gamma - 1) \left( \frac{\partial (\rho E)_{i+\frac{1}{2}}^\pm}{\partial x} - \tilde{a}_{i+\frac{1}{2}} \frac{\partial M_{i+\frac{1}{2}}^\pm}{\partial x} + \frac{1}{2} \tilde{a}_{i+\frac{1}{2}}^2 \frac{\partial \tilde{\phi}_{i+\frac{1}{2}}^\pm}{\partial x} \right).$$
The semi-discrete time evolution equations (3.13) are then solved to update the PVs at cell boundaries.

### 3.4 Time discretization

In order to achieve third order accuracy in time, we implement the third order Runge-Kutta scheme [35] to update the semi-discrete equations (3.10) and (3.13) in time. Since the mesh changes with the time in ALE scheme, not only VIAs and PVs but also the position of each vertex and the size of each cell should be updated in each Runge-Kutta step.

We summarize the solution procedure using the third order Runge-Kutta scheme to update the numerical solutions of Euler equations from time level \( n \) (\( t = t^n \)) to \( n+1 \) (\( t = t^{n+1} \)) as follows,

**Step 1:**

\[
\begin{align*}
 x_{i+\frac{1}{2}}^{(1)} &= x_{i+\frac{1}{2}}^{n} + u_{i+\frac{1}{2}}^{n} \Delta t, & \Delta x_{i}^{(1)} &= x_{i+\frac{1}{2}}^{(1)} - x_{i-\frac{1}{2}}^{(1)}, \\
 U_{i}^{(1)} \Delta x_{i}^{(1)} &= U_{i}^{n} \Delta x_{i}^{n} + \Delta t R_{1}(U_{i}^{n}, W_{i+\frac{1}{2}}^{n}), \\
 W_{i+\frac{1}{2}}^{(1)} &= W_{i+\frac{1}{2}}^{n} + \Delta t R_{2}(U_{i}^{n}, W_{i+\frac{1}{2}}^{n});
\end{align*}
\]

**Step 2:**

\[
\begin{align*}
 x_{i+\frac{1}{2}}^{(2)} &= \frac{3}{4} x_{i+\frac{1}{2}}^{n} + \frac{1}{4} \left[ x_{i+\frac{1}{2}}^{(1)} + u_{i+\frac{1}{2}}^{(1)} \Delta t \right], & \Delta x_{i}^{(2)} &= x_{i+\frac{1}{2}}^{(2)} - x_{i-\frac{1}{2}}^{(2)}, \\
 U_{i}^{(2)} \Delta x_{i}^{(2)} &= \frac{3}{4} U_{i}^{n} \Delta x_{i}^{n} + \frac{1}{4} \left[ U_{i}^{(1)} \Delta x_{i}^{1} + \Delta t R_{1}(U_{i}^{(1)}, W_{i+\frac{1}{2}}^{(1)}) \right], \\
 W_{i+\frac{1}{2}}^{(2)} &= \frac{3}{4} W_{i+\frac{1}{2}}^{n} + \frac{1}{4} \left[ W_{i+\frac{1}{2}}^{(1)} + \Delta t R_{2}(U_{i}^{(1)}, W_{i+\frac{1}{2}}^{(1)}) \right];
\end{align*}
\]

**Step 3:**

\[
\begin{align*}
 x_{i+\frac{1}{2}}^{n+1} &= \frac{1}{3} x_{i+\frac{1}{2}}^{n} + \frac{2}{3} \left[ x_{i+\frac{1}{2}}^{(2)} + u_{i+\frac{1}{2}}^{(2)} \Delta t \right], & \Delta x_{i}^{n+1} &= x_{i+\frac{1}{2}}^{n+1} - x_{i-\frac{1}{2}}^{n+1}, \\
 U_{i}^{n+1} \Delta x_{i}^{n+1} &= \frac{1}{3} U_{i}^{n} \Delta x_{i}^{n} + \frac{2}{3} \left[ U_{i}^{(2)} \Delta x_{i}^{2} + \Delta t R_{1}(U_{i}^{(2)}, W_{i+\frac{1}{2}}^{(2)}) \right], \\
 W_{i+\frac{1}{2}}^{n+1} &= \frac{1}{3} W_{i+\frac{1}{2}}^{n} + \frac{2}{3} \left[ W_{i+\frac{1}{2}}^{(2)} + \Delta t R_{2}(U_{i}^{(2)}, W_{i+\frac{1}{2}}^{(2)}) \right],
\end{align*}
\]

where \( R_{1} \) and \( R_{2} \) stand for the numerical operators of the right sides of (3.10) and (3.13) respectively. The time step is simply determined by

\[
\Delta t = C_{E} \min_{1 \leq i \leq 1} \left( \frac{\Delta x_{i}^{n}}{|U_{i}^{n}| + c_{i}^{n}} \right), \tag{3.18}
\]

where we set \( C_{E} = 0.4 \) in our computations except for the blast wave problem.
3.5 Numerical results in one dimension

In this section, one-dimensional ALE multi-moment finite volume scheme for Euler equations is tested by some benchmark tests. To verify that the mesh can move arbitrarily for the proposed ALE scheme, we set the grid velocity as a fraction of the local fluid velocity in this paper. With \( u_g = 0 \) for Eulerian framework and \( u_g = u \) for Lagrangian framework, we include the case of \( u_g = 0.5u \) to demonstrate the present ALE framework with a specified speed to move the mesh. It is noted that numerical formulation of the present ALE works well for any specified mesh speed. The ideal gas with \( \gamma = 1.4 \) is used unless otherwise stated and also for later 2D tests.

3.5.1 Accuracy test

The accuracy of the proposed scheme is evaluated by a benchmark test with smooth solutions [11]. The initial conditions are

\[
\rho(x,0) = 2 + \sin(2\pi x), \quad u(x,0) = 1 + 0.1\sin(2\pi x), \quad p(x,0) = 1, \quad x \in [0,1],
\]

and the periodic boundary condition is used. We tested the present ALE scheme in the Eulerian and Lagrangian frameworks as two special cases and also another moving-mesh case with the grid velocity specified as half of the fluid velocity \( (u_g = 0.5u) \). We summarize in Table 1 the errors and numerical convergence rates for the density field at \( t = 1 \) with the reference solution calculated from the third order multi-moment constraint finite volume method (MCV) [20] in the Eulerian framework with 8000 grids. To show the accuracy improvements of the present multi-moment ALE scheme in comparison with the conventional finite volume ALE method, we also calculated the same benchmark test by a conventional third-order finite volume ALE scheme using the quadratic polynomials constructed over a three-cell stencil. Numerical results of third-order finite volume ALE scheme are shown in Table 2 for comparison, and we compare the computation time of both schemes in Table 3.

It is observed that the present ALE scheme can achieve third order accuracy, and the numerical errors are clearly smaller than the third order conventional finite volume method. Though two kinds of moment are used, the computational cost does not increase

<table>
<thead>
<tr>
<th>cells</th>
<th>Eulerian ( (u_g = 0) )</th>
<th>ALE ( (u_g = 0.5u) )</th>
<th>Lagrangian ( (u_g = u) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( L_1 ) rate</td>
<td>( L_\infty ) rate</td>
<td>( L_1 ) rate</td>
</tr>
<tr>
<td>50</td>
<td>1.96e-4 - 7.70e-4</td>
<td>1.06e-4 - 5.25e-4</td>
<td>6.88e-5 - 3.12e-4</td>
</tr>
<tr>
<td>100</td>
<td>2.52e-5 2.96</td>
<td>1.39e-5 2.93</td>
<td>8.88e-6 2.95</td>
</tr>
<tr>
<td>200</td>
<td>3.16e-6 3.00</td>
<td>1.74e-6 3.00</td>
<td>1.11e-6 3.00</td>
</tr>
<tr>
<td>400</td>
<td>3.96e-7 3.00</td>
<td>2.19e-7 2.99</td>
<td>1.40e-7 2.99</td>
</tr>
<tr>
<td>800</td>
<td>4.94e-8 3.00</td>
<td>2.73e-8 3.00</td>
<td>1.74e-8 3.00</td>
</tr>
</tbody>
</table>
Table 2: Errors and convergence rates of density with initially uniform cells by using 3rd-order finite volume ALE scheme.

<table>
<thead>
<tr>
<th>cells</th>
<th>Eulerian ( (u_g = 0) )</th>
<th>ALE ( (u_g = 0.5u) )</th>
<th>Lagrangian ( (u_g = u) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( L_1 ) rate</td>
<td>( L_\infty ) rate</td>
<td>( L_1 ) rate</td>
</tr>
<tr>
<td>50</td>
<td>1.12e-3 -</td>
<td>4.34e-3 -</td>
<td>6.33e-4 -</td>
</tr>
<tr>
<td>100</td>
<td>1.46e-4 2.93</td>
<td>5.95e-4 2.87</td>
<td>8.34e-5 2.93</td>
</tr>
<tr>
<td>200</td>
<td>1.84e-5 2.99</td>
<td>7.54e-5 2.98</td>
<td>1.05e-5 2.99</td>
</tr>
<tr>
<td>400</td>
<td>2.28e-6 3.01</td>
<td>9.41e-6 3.00</td>
<td>1.32e-6 3.00</td>
</tr>
<tr>
<td>800</td>
<td>2.54e-7 3.17</td>
<td>1.18e-6 3.00</td>
<td>1.67e-7 2.98</td>
</tr>
</tbody>
</table>

Table 3: Computational time comparison of the present ALE scheme and 3rd-order finite volume ALE scheme.

<table>
<thead>
<tr>
<th>cells</th>
<th>The present scheme</th>
<th>3rd-order FVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eulerian ( (u_g = 0) )</td>
<td>ALE ( (u_g = 0.5u) )</td>
</tr>
<tr>
<td></td>
<td>( \rho_0 ) ( u_0 ) ( p_0 )</td>
<td>( \rho_0 ) ( u_0 ) ( p_0 )</td>
</tr>
<tr>
<td>50</td>
<td>0.05s 0.04s 0.04s</td>
<td>0.04s 0.04s 0.04s</td>
</tr>
<tr>
<td>100</td>
<td>0.15s 0.15s 0.14s</td>
<td>0.14s 0.14s 0.14s</td>
</tr>
<tr>
<td>200</td>
<td>0.55s 0.57s 0.55s</td>
<td>0.55s 0.55s 0.55s</td>
</tr>
<tr>
<td>400</td>
<td>2.15s 2.19s 2.17s</td>
<td>2.17s 2.17s 2.17s</td>
</tr>
<tr>
<td>800</td>
<td>8.52s 8.53s 8.57s</td>
<td>8.57s 8.57s 8.57s</td>
</tr>
</tbody>
</table>

substantially. The Lagrangian framework of both methods shows the smallest numerical errors compared to the other two frameworks.

3.5.2 Lax problem

Known as Lax’s Riemann problem for Euler equations, this benchmark test starts from the following initial conditions,

\[
(\rho_0, u_0, p_0) = \begin{cases} (0.445, 0.698, 3.528), & \text{for } 4 \leq x \leq 10, \\
(0.5, 0, 0.571), & \text{for } 10 < x \leq 14. \end{cases} \quad (3.20)
\]

Fig. 1 shows the results of the Eulerian framework (a), the ALE framework (b) and the Lagrangian framework (c) with 100 initially uniform cells at time \( t = 1 \). The present scheme can resolve the discontinuous solution well with the superbee limiter. We can see from Fig. 1 that the Lagrangian framework can capture sharper contact discontinuity than the Eulerian framework. The ALE scheme with \( u_g = 0.5u \) gives numerical results lying between Eulerian and Lagrangian frameworks.
3.5.3 Two interacting blast waves

The benchmark test of two interacting blast waves [36] was computed. The initial conditions were specified as

\[ \rho_0 = 1, \quad u_0 = 1, \quad p_0 = \begin{cases} 1000, & \text{for } 0 \leq x \leq 0.1, \\ 0.01, & \text{for } 0.1 < x \leq 0.9, \\ 100, & \text{for } 0.9 < x \leq 1. \end{cases} \]  

(3.21)

The reflective boundary conditions were applied at the two ends of computation domain, \( x = 0 \) and \( x = 1 \). We solved this problem with 400 initially uniform cells to time \( t = 0.38 \), and the CFL number is set as 0.1. The density results of the Eulerian, ALE and Lagrangian framework are plotted in Fig. 2. The left-most contact discontinuity in the Eulerian framework is diffused as observed in the numerical solutions of other high-resolution schemes, while the numerical solutions of the Lagrangian framework demonstrate much supe-
rior capability in resolving both discontinuities and smooth solutions. The Lagrangian framework can resolve the contact discontinuity within two cells, which is very challenging to Eulerian sort approach even with high-order reconstruction. Meanwhile, we also observe some overshoots in the Lagrangian framework quite similar to that reported in [11]. Again, the ALE result with $u_g = 0.5u$ shows a result lying between Eulerian and Lagrangian frameworks.

3.5.4 Shock entropy wave interaction

This problem was proposed in [37]. The initial conditions are given as

\[
(p_0, u_0, p_0) = \begin{cases} 
(3.857148, 2.629369, 10.333333), & \text{for } -5 \leq x \leq 1, \\
(1 + 0.2 \sin(5x - 5), 0, 1), & \text{for } 1 < x \leq 10. \end{cases}
\] (3.22)

The numerical results of density at time $t = 1.8$ with 400 initially uniform mesh are displayed in Fig. 3. The Lagrangian framework resolves finer structure in the numerical solutions which are much superior to the Eulerian framework. The ALE result with $u_g = 0.5u$ shows good results for both shocks and density perturbations, and performs as a balanced solver between Eulerian and Lagrangian frameworks as expected.

In this section, a direct ALE multi-moment finite volume scheme is developed for one-dimensional Euler equations. It can achieve third order accuracy for smooth solutions and can successfully solve the 1D compressible Euler equations include discontinuous solutions on moving meshes. The Lagrangian framework can capture the discontinuities more sharply than the Eulerian framework.

Figure 3: The density results for shock-turbulence interaction test with the present ALE scheme: (a) Eulerian ($u_g = 0$); (b) ALE ($u_g = 0.5u$); (c) Lagrangian ($u_g = u$).

4 Multi-moment finite volume ALE scheme in two dimension

The 1D ALE formulation presented in the previous section can be extended straightforwardly to 2D case. In the present 2D multi-moment finite volume scheme, we solve the
PV at each cell vertex as the computational variable as well in addition to the VIA moment. Since the vertex is moved at a specified velocity, the basic idea developed in the previous section can be applied to update the two kinds of moments in 2D case.

### 4.1 The grid configuration and notations

In this study, 2D computational domain is divided into $I$ non-overlapping straight-line quadrilateral elements, denoted by $\Omega_i, i = 1, 2, \cdots, I$. The nodes (vertices of element cells) are denoted by $\theta_k, k = 1, 2, \cdots, K$.

For convenience of local reconstruction, we further denote the four vertices of cell $\Omega_i$ by $\theta_{im}, (m = 1, 2, 3, 4)$ with the coordinate $(x_{im}, y_{im})$, and its four boundary line segments by $\Gamma_{ij} = \theta_{ij} \theta_{i\bar{j}}, \quad \Gamma_{i2} = \theta_{i2} \theta_{i3}, \quad \Gamma_{i3} = \theta_{i3} \theta_{i4}$ and $\Gamma_{i4} = \theta_{i4} \theta_{i1}$ as shown in Fig. 4 (a). The outward unit normal vector and length magnitude of segment $\Gamma_{ij}, j = 1, 2, 3, 4$, are $\mathbf{n}_{ij} = (n_{xij}, n_{yij})$ and $|\Gamma_{ij}|$ respectively. We use the symbol $\Omega_{ij}$ to denote the surrounding cells adjacent to the target cell $\Omega_i$ with the common boundary segment $\Gamma_{ij}$. The four cells that share node $\theta_k$ are denoted by $\Omega_{km}, m = 1, 2, 3, 4$ respectively. We also denote the mass center and element area of $\Omega_i$ by $\theta_{ic}$ and $V_i$ respectively.

![Figure 4: The quadrilateral mesh element (a) and the definition of discrete moments (b).](image)

Shown in Fig. 4 (b), the computational variables, i.e. the volume integrated averages (VIA) over $\Omega_i$ and the point values (PV) at the vertices of cell $\Omega_i$ are defined as

$$\bar{\phi}_i = \frac{1}{V_i} \int_{\Omega_i} \phi(x, y, t) d\Omega, \quad i = 1, 2, \cdots, I, \quad (4.1)$$

$$\phi_{im} = \phi(x_{im}, y_{im}, t), \quad m = 1, 2, 3, 4, \quad (4.2)$$

where $\phi$ stands for all state variables same as that in 1D.

### 4.2 Multi-moment reconstruction function

With VIA and PV moments in each cell, high order polynomials are reconstructed for conservative variables $U$. For algorithmic simplicity, following [21, 22, 38], we transform
the quadrilateral cell $\Omega_i$ on physical coordinates $x = (x, y)$ to a standard square element $[-1 \leq \xi \leq 1, -1 \leq \eta \leq 1]$ on local coordinate $\xi = (\xi, \eta)$ with the transformation

$$x = \sum_{m=1}^{4} x_{im} N_{im},$$

where

$$N_{i1} = \frac{1}{4} (1 - \xi - \eta + \xi \eta), \quad N_{i2} = \frac{1}{4} (1 + \xi - \eta - \xi \eta),$$
$$N_{i3} = \frac{1}{4} (1 + \xi + \eta + \xi \eta), \quad N_{i4} = \frac{1}{4} (1 - \xi + \eta - \xi \eta).$$

As detailed in [21, 22, 38], the first-order and second-order derivatives of the physical field are firstly computed in the physical coordinates and then transformed to the local coordinates. With the supplementary of the first and second order derivatives at cell center $(\phi_{x_{ic}}, \phi_{y_{ic}})$ and $(\phi_{x_{ic}^2}, \phi_{y_{ic}^2})$, the reconstruction polynomial $\Phi$ for conservative variable $\phi(\xi, \eta)$ can be formulated on the local coordinates as

$$\Phi_i(\phi, \xi) = \sum_{m=1}^{4} \psi_m \phi_{im} + \psi \phi_{x_{ic}} + \psi \phi_{y_{ic}} + \psi \phi_{x_{ic}^2} + \psi \phi_{y_{ic}^2},$$

where $\psi, \psi, \psi, \psi, \psi$ denote the basis functions of the corresponding DOFs. Following the limiting procedure in [23, 24], the high order reconstruction is degraded to a linear polynomial by MLP [27] scheme to eliminate spurious oscillations. The first-order derivatives at vertices are computed from the reconstruction functions in local coordinates and then transformed back to the physical coordinates.

Given the spatial derivatives of physical field $U$ at point $k$, $(\frac{\partial U_{km}}{\partial x}, \frac{\partial U_{km}}{\partial y})$, which are calculated from the surrounding cells $\Omega_{km}$ $(m = 1, 2, 3, 4)$, we approximate the upwind-biased derivatives with respect to $x$ and $y$ at vertex point $k$ by

$$\frac{\partial U^{\pm}}{\partial x} = \sum_{m=1}^{4} \omega^{x}_{km} \frac{\partial U_{km}}{\partial x} \quad \text{and} \quad \frac{\partial U^{\pm}}{\partial y} = \sum_{m=1}^{4} \omega^{y}_{km} \frac{\partial U_{km}}{\partial y},$$

respectively. The weights for derivatives on left and right sides of point $k$ in $x$ and $y$ directions are calculated by

$$\omega^{x,y}_{km} = \frac{\max(0, n^{x,y}_{\pm} \cdot \vec{\theta}_{km} \cdot \theta_k)}{\sum_{m=1}^{4} \max(0, n^{x,y}_{\pm} \cdot \vec{\theta}_{km} \cdot \theta_k)},$$

where $\vec{\theta}_{km} \cdot \theta_k$ denotes the vector from the mass center $\theta_{km}$ to vertex $\theta_k$, and the unit normal vector $n^{x,y}_{\pm}$ represents $n^{x,y}_{\pm}(\pm 1, 0)$ and $n^{x,y}_{\pm}(0, \pm 1)$ respectively.
4.3 Solutions of Euler equation for VIA moment in two dimensions

We formulate the semi-discrete finite volume scheme (2.1) in 2D with a Q-point Gaussian quadrature for numerical fluxes as

\[
\frac{d}{dt} (\mathbf{U}_i V_i) = -\sum_{j=1}^{Q} \sum_{q=1}^{Q} \omega_q \tilde{F}_{ij}(G_q, t)|\Gamma_{ij}|, \tag{4.7}
\]

where \(G_q\) is the Gaussian quadrature point on cell edge \(\Gamma_{ij}\) which separates cells \(\Omega_i\) and \(\Omega_{ij}\). The four-point Gauss-Lobatto integral formula is used in this work, which reads

\[
G_1 = P_1, \quad G_2 = \frac{1}{2}(P_1 + P_2) - \frac{\sqrt{5}}{10}(P_2 - P_1),
\]

\[
G_3 = \frac{1}{2}(P_1 + P_2) + \frac{\sqrt{5}}{10}(P_2 - P_1), \quad G_4 = P_2,
\]

\[
\omega_1 = \omega_4 = \frac{1}{12}, \quad \omega_2 = \omega_3 = \frac{5}{12},
\]

for the edge with endpoints \(P_1\) and \(P_2\).

The HLLC scheme for moving grids [39] is implemented in this study to calculate flux \(\tilde{F}_{ij}\) on edge \(\Gamma_{ij}\), which is denoted by \(F_{ij}^{HLLC}\) and formulated as

\[
F_{ij}^{HLLC} = \begin{cases} 
F(U_i), & S_i > 0, \\
F(U_i^*), & S_i \leq 0 < S^*, \\
F(U_{ij}^*), & S^* \leq 0 < S_{ij}, \\
F(U_{ij}), & S_{ij} < 0,
\end{cases} \tag{4.8}
\]

where

\[
U_i^* = \begin{pmatrix} \rho_i^* \\ M_i^* \\ (\rho E)_i^* \end{pmatrix} = \frac{1}{S_i - S^*} \begin{pmatrix} (S_i - u_{ni})\rho_i \\ (S_i - u_{ni})M_i + (p^* - p_i)\mathbf{n} \\ (S_i - u_{ni})(\rho E)_i - p_i u_{ni} + p^* S^* \end{pmatrix}, \tag{4.9}
\]

\[
U_{ij}^* = \begin{pmatrix} \rho_{ij}^* \\ M_{ij}^* \\ (\rho E)_{ij}^* \end{pmatrix} = \frac{1}{S_{ij} - S^*} \begin{pmatrix} (S_{ij} - u_{nj})\rho_{ij} \\ (S_{ij} - u_{nj})M_{ij} + (p^* - p_{ij})\mathbf{n} \\ (S_{ij} - u_{nj})(\rho E)_{ij} - p_{ij} u_{nj} + p^* S^* \end{pmatrix}, \tag{4.10}
\]

\[
F(U_i^*) = \begin{pmatrix} S^* \rho_i^* \\ S^* M_i^* + p^* \mathbf{n} \\ S^*(\rho E)_i^* + (S^* + u_{nij} \cdot \mathbf{n})p^* \end{pmatrix}, \tag{4.11}
\]
We solve (2.6) point-wisely by Roe’s Riemann solver as

\[
F(U_{ij}^n) = \begin{pmatrix} S^*\rho_{ij}^n \\ S^*M_{ij}^n + p^*n \\ S^*(\rho E)_{ij}^n + (S^* + u_{gij} \cdot n)p^* \end{pmatrix},
\]

\[p^* = \rho_i(u_{nij} - S_i)(u_{nij} - S^*) + p_i = \rho_{ij}(u_{nij} - S_{ij})(u_{nij} - S^*) + p_{ij},\]

\[u_{nij} = (u_i - u_{gij}) \cdot n, \quad u_{nij} = (u_{ij} - u_{gij}) \cdot n,\]

\[S^* = \frac{\rho_{ij}u_{nij}(S_{ij} - u_{nij}) - \rho_{ij}u_{nij}(S_i - u_{nij}) + p_i - p_{ij}}{\rho_{ij}(S_{ij} - u_{nij}) - \rho_i(S_i - u_{nij})}.\]

Signal velocities \(S_i\) and \(S_{ij}\) are defined as

\[S_i = \min [u_{nij} - c_i, (\hat{u} - u_{gij}) \cdot n - \hat{c}], \quad S_{ij} = \max [u_{nij} + c_{ij}, (\hat{u} - u_{gij}) \cdot n + \hat{c}],\]

with \(\hat{u}\) and \(\hat{c}\) being the values computed by Roe-averaging for the velocity and the sound speed. \(U_i\) and \(U_{ij}\) represent the approximate values at Gaussian quadrature points on edge \(\Gamma_{ij}\) which are computed from the reconstruction functions over \(\Omega_i\) and \(\Omega_{ij}\) respectively, and \(u_{gij}\) represents the approximate grid velocity at Gaussian points. It is noted that the grid velocity varies linearly along edge \(\Gamma_{ij}\).

### 4.4 Solutions of Euler equation for PV moment in two dimensions

We solve (2.6) point-wisely by Roe’s Riemann solver as

\[
\frac{\partial W_k}{\partial t} = -\frac{1}{2} \left( \hat{A} \left( \frac{\partial W_k^-}{\partial x} + \frac{\partial W_k^+}{\partial x} \right) + \hat{R}_A \left( \hat{L}_A \left( \frac{\partial W_k^-}{\partial x} - \frac{\partial W_k^+}{\partial x} \right) \right) \right) + \frac{1}{2} \left( \hat{B} \left( \frac{\partial W_k^-}{\partial y} + \frac{\partial W_k^+}{\partial y} \right) + \hat{R}_B \left( \hat{L}_B \left( \frac{\partial W_k^-}{\partial y} - \frac{\partial W_k^+}{\partial y} \right) \right) \right),
\]

where the matrices are approximated from the Roe-averaging values of the surrounding VIAs by

\[\hat{\phi}_k = \sum_{m=0}^{4} \sqrt{\beta_{km}} \phi_{km} \sum_{m=0}^{4} \sqrt{\beta_{km}},\]

and the sound speed is calculated as

\[\tilde{a}_k = \left( (\gamma - 1)(\hat{H}_k - \frac{1}{2}(\tilde{a}_k^2 + \sigma_k^2)) \right)^{\frac{1}{2}}.\]

The spatial derivatives of primitive variables \(\left( \frac{\partial W_k^-}{\partial x}, \frac{\partial W_k^+}{\partial x} \right)\) can be obtained from the spatial derivatives of the conservative variables \(\left( \frac{\partial U_k^-}{\partial x}, \frac{\partial U_k^+}{\partial x} \right)\) in analogy to (3.16) and (3.17).
The overshoots/undershoots of PV can be simply removed by
\[
\phi_k = \min (\phi_k, \max (\Phi_{km})), \quad \phi_k = \max (\phi_k, \min (\Phi_{km})),
\]
where \( \max (\Phi_{km}) \) and \( \min (\Phi_{km}) \) are the maximum and minimum VIAs on the surrounding cells sharing node \( k \).

4.5 Volume discretization of the geometrical conservation laws

We only consider straight-line element in this research, and as introduced before, we assume that the grid velocity has a linear distribution over edges. Given the grid velocity at two ends of boundary segment \( \Gamma_{ij} \) denoted as \( u_{gij0} \) and \( u_{gij1} \), the face velocity is calculated as
\[
\overline{u}_{gij} = \frac{1}{2} (u_{gij0} + u_{gij1}).
\]
(4.21)

Thus the semi-discretization of volume variation (2.5) can be written as
\[
\frac{dV_i}{dt} = \sum_{m=1}^{4} \overline{u}_{gij} \cdot n |\Gamma_{im}|.
\]
(4.22)

Maire [9] proved that this discretization satisfies the Geometrical conservation law. However, we should point out that the straight-line approximation to cell edges might not be adequate for high-order ALE formulation as will be observed later in the numerical tests. As shown in [13], curvilinear meshes are preferred for high-order accuracy.

4.6 Time step limitation

Time marching for all the semi-discrete time evolution equations (4.7), (4.17) and (4.22) in this section is implemented by third order Runge-Kutta scheme analogously to Subsection 3.4. Following [8, 40], a classical CFL stability condition and a geometrical time step limitation are both considered for a suitable time step.

At time \( t^n \), the classical CFL time step is given as
\[
\Delta t_E = C_E \min_{1 \leq i \leq I} \frac{\lambda_i}{\sqrt{u_i^2 + v_i^2 + a_i}},
\]
(4.23)

where \( \lambda_i \) is the in-circle diameter of cell \( i \) and \( a_i \) is the sound speed in the cell. We set the CFL number \( C_E = 0.3 \) for later simulation.

The second criterion limits the variation rate of the element volume in one time step, which is given as
\[
\Delta t_V = C_V \min_{1 \leq i \leq I} \left| \frac{S_i^m}{|S_i|} \right|
\]
(4.24)
where

\[ S_i' = \sum_{j=1}^{4} \mathbf{u}_{gij} \cdot \mathbf{n}_{ij}, \]  

(4.25)

and \( C_V \) is set as 0.1.

Finally, the interval for time stepping is

\[ \Delta t = \min (\Delta t_E, \Delta t_V, C_M \Delta t^n), \]  

(4.26)

where \( C_M \) is set as 1.1 in this paper.

4.7 Numerical results in two dimension

In this section, the multi-moment ALE method is verified with some 2D benchmark tests. For the Lagrangian framework, the grid velocity is simply calculated from the Roe average of the surrounding VIAs as shown in (4.18) with \( \phi \) representing the fluid velocity \( u \).

As shown in the 1D cases, the Lagrangian and Eulerian frameworks have been evaluated as two special cases of the general ALE formulations. We also assessed the performance of the ALE scheme on moving meshes with specified nodal velocities.

4.7.1 2D isentropic vortex

Advection of an isentropic vortex [41] is computed to examine the convergence rate of the present ALE scheme. We computed this problem on a computational domain of \([0,10] \times [0,10]\) with the initial conditions specified as

\[ (\rho_0, u_0, v_0, p_0) = (1 + \delta \rho, 1 + \delta u, 1 + \delta v, 1 + \delta p), \]  

(4.27)

where \( \delta \rho, \delta u, \delta v, \delta p \) are the initial perturbations to the primitive variables, which are centered in the computational domain and given by

\[ \delta \rho = (1 + \delta T) \frac{1}{2\pi} - 1, \]

\[ \delta u = -\frac{e}{2\pi} e^{\frac{1-r^2}{2}} (y - 5), \]

\[ \delta v = \frac{e}{2\pi} e^{\frac{1-r^2}{2}} (x - 5), \]

\[ \delta p = (1 + \delta T) \frac{1}{2\pi} - 1, \]

(4.28)

where the vortex strength \( e = 5 \), the temperature perturbation \( \delta T = -\frac{(\gamma-1)e^2}{8\gamma\pi^2} e^{1-r^2} \) and \( r^2 = (x-5)^2 + (y-5)^2 \). The periodic boundary conditions were applied to the boundaries of the computational domain for Eulerian and Lagrangian framework and zero gradient boundary condition is set for the following specific ALE framework.

We computed this problem to time \( t = 1 \) using the Eulerian \( (u_g = 0, v_g = 0) \), Lagrangian \( (u_g = u, v_g = v) \) and ALE \( (u_g = 1 - \pi g/2, v_g = 1 + \pi \theta/2) \) frameworks respectively. In the
Figure 5: The density results for 2D isentropic vortex solved by the present ALE scheme. (a) Eulerian \((u_g = 0, v_g = 0)\); (b) ALE \((u_g = 1 - \pi \tilde{y}/2, v_g = 1 + \pi \tilde{x}/2)\); (c) Lagrangian \((u_g = u, v_g = v)\). It is noted that the coordinate axes are fixed, while the meshes in (b) and (c) move.

ALE framework, where \(\tilde{x} = (x - (5 + t))\) and \(\tilde{y} = (y - (5 + t))\), the mesh moves at a velocity field that combines a translational motion \((1, 1)\) and a rigid-rotational motion around the vortex center with an angular speed of \(\pi/2\). Up to \(t = 1\), the mesh is moved over a distance of 1 in both \(x\) and \(y\) directions, and rotated by \(90^\circ (\pi/2)\) as shown in Fig. 5(b).

The density fields of numerical solutions using different mesh-moving strategies are shown in Fig. 5. The exact solution of the Euler equations from the particular initial conditions is the pure translation of the vortex in the diagonal direction of the computational domain. Our numerical experiments started with Cartesian grids of gradually refined resolutions. The Eulerian framework remains the initial Cartesian grids fixed, while the grids nodes were moved at specified velocities in ALE and Lagrangian cases. We measured the \(L_1\) and \(L_\infty\) errors of the numerical experiments, which are shown with the convergence rates in Table 4.

Table 4: Errors and convergence rates of density for 2D isentropic vortex.

<table>
<thead>
<tr>
<th>cells</th>
<th>Eulerian</th>
<th>ALE</th>
<th>Lagrangian</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(L_1) rate</td>
<td>(L_\infty) rate</td>
<td>(L_1) rate</td>
</tr>
<tr>
<td>20 (\times) 20</td>
<td>1.15e-3</td>
<td>-</td>
<td>9.38e-3</td>
</tr>
<tr>
<td>40 (\times) 40</td>
<td>2.00e-4</td>
<td>2.52</td>
<td>2.09e-3</td>
</tr>
<tr>
<td>80 (\times) 80</td>
<td>2.66e-5</td>
<td>5.12e-4</td>
<td>2.69</td>
</tr>
<tr>
<td>160 (\times) 160</td>
<td>3.36e-6</td>
<td>6.59e-5</td>
<td>4.39e-5</td>
</tr>
</tbody>
</table>

It is observed that both the Eulerian and ALE frameworks can achieve third order accuracy, while the Lagrangian framework gets second order accuracy. This difference is due to the fact that in Eulerian and ALE frameworks the edges of mesh elements always remain to be straight lines in this test, so the formulation for moving mesh in the present method does not loss numerical accuracy. In the Lagrangian case, however, the flow velocity may deform the cell edges into curved lines, and the straight-line formulation is
not adequate to maintain the high-order accuracy. Higher-order geometrical approximations are needed when the specified mesh velocity might bend cell edges as addressed in [13].

### 4.7.2 2D Sod problem

We solved the well-known Sod shock tube problem on 2D meshes within the computational domain $[0,1] \times [0,0.1]$. The initial conditions are

\[
(rho_0, u_0, v_0, p_0) = \begin{cases} 
(1,0,0,1), & \text{for } 0 \leq x \leq 0.5, \\
(0.125,0,0,0.1), & \text{for } 0.5 < x \leq 1,
\end{cases} \tag{4.29}
\]

which will generate rarefaction wave, contact discontinuity and shock wave.

The computational domain is partitioned into $100 \times 10$ initially uniform quadrilateral elements. We computed the problem to time $t = 0.25$ for the Eulerian, Lagrangian and ALE framework. The grid for Lagrangian frame at time $t = 0.25$ is shown in Fig. 6. Fig. 7 shows the density results computed by the present scheme on different frameworks. We can find that the Lagrangian framework gets more accurate results around contact discontinuity than the Eulerian framework.

Figure 6: 2D Sod problem grid at time $t = 0.25$ for Lagrangian framework.

(a) (b) (c)

Figure 7: The density profiles of the results for Sod problem with different mesh configurations: (a) Eulerian ($u_g = 0$); (b) ALE ($u_g = 0.5u$); (c) Lagrangian ($u_g = u$).
4.7.3 The Sedov problem

We tested the presented scheme with the Sedov problem, which is a circular blast wave generated from a point source at the origin of the Cartesian grid. The exact solution of this problem is available based on the self-similarity arguments [42]. We computed this problem on a quarter of the physical domain, $[0,1.2] \times [0,1.2]$, with $30 \times 30$ initially uniform quadrilateral elements. The initial conditions are given by $(\rho_0, u_0, v_0, p_0) = (1,0,0,10^{-6})$ except in the first zone, where an initial delta-function energy source was set in terms of pressure by

$$p_{or} = (\gamma - 1)\rho_0 \frac{E_0}{V_{or}},$$

(4.30)

where $V_{or}$ denotes the volume of the cell containing the origin and $E_0$ is the total amount of released energy which was set as $E_0 = 0.244816$ in our numerical tests. Reflective boundary conditions were imposed on the left and lower boundaries of the computational domain. Numerical tests were carried out up to time $t = 1$. As discussed in [42], the solution consists of an axis-symmetrically diverging shock whose front is located at radius $R = 1$ at time $t = 1$ with the peak density reaching the value of 6.

We computed this test case in Lagrangian, Eulerian and ALE frameworks respectively, with the grid velocity being 0.7 of the fluid velocity for ALE framework. Fig. 8 presents the density results for different frameworks, where panels (a), (c) and (e) show the density distribution over the computational domain as well as the computational meshes, and panels (b), (d) and (f) compare the profiles of density along the radial directions with the exact solution. The Lagrangian solution is the most accurate among the three frameworks, which well captures the discontinuity and the peak value.

5 Conclusion remarks

In this paper, we present a direct ALE multi-moment finite volume scheme for compressible Euler equations in one and two dimensions. In the multi-moment finite volume method, both the volume integrated averages (VIA) and the point values (PV) at the vertices of mesh cells, which are treated as prognostic variables and updated simultaneously, are used for high-order reconstructions. The governing equations are written with respect to the conservative variables in the integral form to update the VIA, while non-conservative equations of the primitive variables in the differential form are used to update the PV moment. The PVs are computed point-wisely with Roe Riemann solver using the spatial derivatives of primitive variables, while the VIAs are updated by the finite volume formulation of flux form where the numerical fluxes are calculated directly from the cell boundary PVs in 1D case and from the high-order multi-moment reconstructions in 2D case. Third order Runge-Kutta scheme is implemented for time marching. The mesh is moved by giving specified velocities to the mesh vertices, which results in a simple and efficient straight-line formulation for ALE computations.
Figure 8: Mesh and density results of Sedov problem with present scheme: (a)(b) Lagrangian ($u_g = u$); (c)(d) ALE ($u_g = 0.7u$); (e)(f) Eulerian ($u_g = 0$).
The proposed direct ALE multi-moment finite volume formulation provides a high-order and efficient ALE computational model for compressible flows. The numerical verifications show that the present model can achieve third-order convergence rate in 1D and 2D cases where the cell edges of moving mesh remain as straight lines. It can produce more accurate results than conventional finite volume ALE scheme with some increase in memory storage. The Lagrangian framework, as a particular case of the ALE model, has superior capability to capture moving discontinuities. It also reveals that the curvilinear moving mesh should be further explored when the cell nodal velocity might lead to bent cell edges. It is noted that though not included in the present paper the more profound impact of the present work lies in the fluid-structure interface applications. As aforementioned, given the nodal values on the structure solved as computational variables at every time step, boundary conditions on fluid-structure interface can be formulated in a more accurate and straightforward way in comparison to the conventional finite volume method where only the cell average values are defined and updated.
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