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#### Abstract

We investigate time complexities of finite difference methods for solving the multiscale transport equation by quantum algorithms. It is found that the time complexity of classical and quantum treatments of the standard explicit scheme scale is $\mathscr{O}(1 / \epsilon)$, where $\epsilon$ is a small scaling parameter. On the other hand, the complexity of the even-odd parity based asymptotic-preserving (AP) schemes do not depend on $\epsilon$. This indicates that in quantum computing, AP schemes (and probably other multiscale ones) are of great importance for solving multiscale transport and kinetic equations.
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## 1. Introduction

Transport equations arise in many important applications, from medical imaging, astrophysics, nuclear reactor, to wave propagation in random media and semiconductor device modeling [4,5,25,26]. These equations model probability distribution of particles in a background medium, thus are defined in phase space, suffering from curse-of-dimensionality. In addition, the problem may encounter multiple temporal and spatial scales, and the numerical resolution of the small scales will further increase the computational cost tremendously. Despite of rapid development of multiscale methods, high dimensionality and multiple scales could still pose a major challenge for numerical simulations for transport, and more generally, kinetic equations by classical computers.

On the other hand, quantum computers, in various instances, have been shown to exhibit potential polynomial and even exponential advantage over the classical computers,

[^0]if one designs adequate quantum algorithms. One of such possibilities is linear algebra problems $[6,10,12]$. After numerical discretizations, ordinary and partial differential equations can also be formulated as linear algebra problems thus can also use quantum linear algebra solvers to gain quantum advantages in dimension, precision, and the evolution time [ $2,7,9,14,16,19,22,23]$. Most of these works aim at producing quantum state, after which a measurement is needed to extract classical data. In [14] though, physical observables are obtained with possible quantum advantage.

In particular, in [16], for a linear hyperbolic relaxation system with possibly stiff relaxation, it shows that a good multiscale scheme - in this case the popular in kinetic community asymptotic-preserving (AP) scheme, has shown its advantage for quantum algorithms over standard non-AP schemes. Specifically, the numerical complexity that depends on the reciprocal of the small physically scaling scales is great relaxed: the complexity of AP quantum algorithms is independent of the small scaling parameter.

In this article we study the multiscale linear transport equation

$$
\begin{equation*}
\epsilon \partial_{t} f+v \partial_{x} f=\frac{1}{\epsilon}\left(\frac{1}{2} \int_{-1}^{1} f d v^{\prime}-f\right), \quad x_{L}<x<x_{R}, \quad-1 \leq v \leq 1 \tag{1.1}
\end{equation*}
$$

where $f=f(t, x, v)$ is the probability density distribution for particles at space point $x \in \mathbb{R}$, time $t$, and $v \in(-1,1)$ is the cosine of the angle between the particle velocity and the $x$-axis. Comparing with the work in [16], here the equation is in the phase space, and one needs to also discretize the velocity (or angle) variable, and to deal with the nonlocal collision operator, hence further complicating the development of numerical approximations and the study of their time complexity for quantum algorithms. Our goal is to compare the time complexity of quantum algorithms based on an AP scheme [17] and a standard (explicit, thus not AP) scheme and show that the former has a complexity independent of the small physical scaling parameter $\epsilon$ while the latter depends on it. Hence, it demonstrates that multiscale methods still make a big difference in terms of time complexity even for quantum algorithms.

Since our aim is to compare the difference in dependence of $\epsilon$, in this article we will only study the spatially one dimensional equation. Quantum advantages in spatial dimensions for numerical methods of partial differential equations have been well studied in other literature, see for examples [ $7,15,16,21]$.

Compared with the earlier work [16], where a multiscale hyperbolic relaxation system was studied, here in the time complexity analysis for transport equation defined in the phase space with a nonlocal collisional term, the analytic difficulty is to give a lower bound of the minimum singular value of the coefficient matrix. When neglecting the nonlocal term, one easily observes that the problem is reduced to the prototype problem for fixed velocity variable. Its simplicity allows one to estimate the singular values of the coefficient matrix directly, in which the proof ultimately boils down to the upper bound of the 2-norm
of the inverse matrix of $\boldsymbol{K}$ in the form of

$$
\boldsymbol{K}=\left[\begin{array}{cccc}
I & & & \\
-B_{1} & I & & \\
& \ddots & \ddots & \\
& & -B_{1} & I
\end{array}\right],
$$

which satisfies $\left\|\boldsymbol{B}_{1}\right\| \leq 1$ under an appropriate CFL condition and leads to the expected estimate

$$
\left\|\boldsymbol{K}^{-1}\right\| \leq 1+\left\|\boldsymbol{B}_{1}\right\|+\left\|\boldsymbol{B}_{1}\right\|^{2}+\cdots+\left\|\boldsymbol{B}_{1}\right\|^{N_{t}-1} \leq N_{t} .
$$

In contrast, the inclusion of the integral term due to the nonlocal collision operator makes the discretization fully coupled in the angular direction, so the direct manipulation of the coefficient matrix will be rather involved as opposed to the analysis for the prototype problem. For this reason, we instead characterize the singularity by using the Fourier analysis approach on the spatial variable, which enables us to derive the CFL condition quite naturally, and makes the system more convenient to perform the perturbation technique. Our analysis also relies on the special properties of a rank-one matrix composed of the weights of the numerical integration as introduced in the proof of Theorem 3.1.

## 2. Even-Odd Parity Based AP Scheme for Multiscale Transport Equation

In this section we will review an AP scheme for (1.1), viz the diffusive relaxation scheme, proposed in [17].

### 2.1. A diffusive relaxation system

The transport equation can be reformulated to the diffusive relaxation system. To this end, let us split it into two equations, each for $v>0$

$$
\begin{aligned}
& \epsilon \partial_{t} f(v)+v \partial_{x} f(v)=\frac{1}{\epsilon}\left(\frac{1}{2} \int_{-1}^{1} f d v-f(v)\right), \\
& \epsilon \partial_{t} f(-v)-v \partial_{x} f(-v)=\frac{1}{\epsilon}\left(\frac{1}{2} \int_{-1}^{1} f d v-f(-v)\right) .
\end{aligned}
$$

Introducing the even- and odd-parities

$$
\begin{aligned}
& r(t, v, x)=\frac{1}{2}[f(t, v, x)+f(t,-v, x)], \\
& j(t, v, x)=\frac{1}{2 \epsilon}[f(t, v, x)-f(t,-v, x)],
\end{aligned}
$$

one has the following system:

$$
\begin{align*}
& \partial_{t} r+v \partial_{x} j=\frac{1}{\epsilon^{2}}(\rho-r), \\
& \partial_{t} j+\frac{v}{\epsilon^{2}} \partial_{x} r=-\frac{1}{\epsilon^{2}} j, \tag{2.1}
\end{align*}
$$

where

$$
\rho(t, x)=\int_{0}^{1} r d v
$$

The idea of [18] is to rewrite (2.1) as the following diffusive relaxation system:

$$
\begin{align*}
& \partial_{t} r+v \partial_{x} j=-\frac{1}{\epsilon^{2}}(r-\rho), \\
& \partial_{t} j+\phi v \partial_{x} r=-\frac{1}{\epsilon^{2}}\left(j+\left(1-\epsilon^{2} \phi\right) v \partial_{x} r\right), \tag{2.2}
\end{align*}
$$

where $\phi=\phi(\epsilon)$ satisfies $0 \leq \phi \leq 1 / \epsilon^{2}$. The requirement of $\phi$ guarantees that $\phi(\epsilon)$ and $1-\epsilon^{2} \phi(\epsilon)$ are positive, making the problem uniformly stable when $\epsilon$ is small. A simple choice is $\phi(\epsilon)=\min \{1,1 / \epsilon\}$. In what follows, we take $\phi=1$ since we are mainly concerned with the case of $\epsilon \ll 1$.

### 2.2. A diffusive relaxation scheme

Ref. [18] presented a natural splitting of (2.2) which consists of combining the relaxation step

$$
\begin{align*}
& \partial_{t} r=-\frac{1}{\epsilon^{2}}(r-\rho),  \tag{2.3}\\
& \partial_{t} j=-\frac{1}{\epsilon^{2}}\left(j+\left(1-\epsilon^{2}\right) v \partial_{x} r\right)
\end{align*}
$$

with the transport step

$$
\begin{align*}
\partial_{t} r+v \partial_{x} j & =0, \\
\partial_{t} j+v \partial_{x} r & =0 . \tag{2.4}
\end{align*}
$$

Now we use some discretization methods to deal with the two steps.

### 2.2.1. Relaxation step

To have a good stability property, considering the implicit discretization for the relaxation term (2.3), one can obtain

$$
\begin{align*}
& \frac{r^{*}-r^{n}}{\tau}=-\frac{1}{\epsilon^{2}}\left(r^{*}-\rho^{*}\right) \\
& \frac{j^{*}-j^{n}}{\tau}=-\frac{1}{\epsilon^{2}}\left(j^{*}+\left(1-\epsilon^{2}\right) v \partial_{x} r^{*}\right) \tag{2.5}
\end{align*}
$$

We remark that the above system can be implemented explicitly on a classical computer since $\rho$ is preserved, i.e., $\rho^{*}=\rho^{n}$, and hence

$$
\begin{aligned}
& \frac{r^{*}-r^{n}}{\tau}=-\frac{1}{\epsilon^{2}}\left(r^{*}-\rho^{n}\right), \\
& \frac{j^{*}-j^{n}}{\tau}=-\frac{1}{\epsilon^{2}}\left(j^{*}+\left(1-\epsilon^{2}\right) v \partial_{x} r^{*}\right),
\end{aligned}
$$

where the integral given by $\rho$ will be approximated by the Gaussian quadrature rule

$$
\rho(t, x)=\int_{0}^{1} r(t, v, x) \mathrm{d} v \approx \sum_{k=1}^{N} w_{k} r\left(t, v_{k}, x\right)
$$

with ( $v_{k}, w_{k}$ ) being the Gaussian quadrature points and weights on [0,1].
The spatial mesh of $x$ is defined as $x_{0}<x_{1}<\cdots<x_{N_{x}}<x_{N_{x}+1}$ (where $x_{0}$ and $x_{N_{x}+1}$ are boundary points), and the discrete time are $t_{0}<t_{1}<\cdots<t_{N_{t}}$. Let $u_{k m}$ be the approximation to $u\left(v_{k}, x_{m}\right)$. Then the discrete scheme of (2.5) is

$$
\begin{align*}
r_{k m}^{*} & =\frac{1}{1+\tau / \epsilon^{2}}\left(r_{k m}^{n}+\frac{\tau}{\epsilon^{2}} \rho_{m}^{n}\right), \\
j_{k m}^{*} & =\frac{1}{1+\tau / \epsilon^{2}}\left(j_{k m}^{n}-\frac{\tau}{\epsilon^{2}}\left(1-\epsilon^{2}\right) v_{k} \frac{r_{k, m+1}^{*}-r_{k, m-1}^{*}}{2 h}\right), \tag{2.6}
\end{align*}
$$

where $k=1, \ldots, N$ and $m=1, \ldots, N_{x}$. For fixed $v_{k}$, we define $\boldsymbol{u}_{k}=\left[u_{k 1}, u_{k 2}, \cdots, u_{k, N_{x}}\right]^{T}$ and write (2.6) in vector form as

$$
\begin{aligned}
\boldsymbol{r}_{k}^{*} & =\frac{1}{1+\tau / \epsilon^{2}}\left(\boldsymbol{r}_{k}^{n}+\frac{\tau}{\epsilon^{2}}\left(w_{1} \boldsymbol{r}_{1}^{n}+\cdots+w_{N} \boldsymbol{r}_{N}^{n}\right)\right), \quad k=1,2, \ldots, N, \\
\boldsymbol{j}_{k}^{*} & =\frac{1}{1+\tau / \epsilon^{2}}\left(\boldsymbol{j}_{k}^{n}-\frac{\tau}{2 h \epsilon^{2}}\left(1-\epsilon^{2}\right) v_{k} \boldsymbol{M}_{h} \boldsymbol{r}_{k}^{*}-\frac{\tau}{2 h \epsilon^{2}}\left(1-\epsilon^{2}\right) v_{k} \widetilde{\boldsymbol{b}}_{k}^{*}\right),
\end{aligned}
$$

where

$$
\boldsymbol{M}_{h}=\left[\begin{array}{ccccc}
0 & 1 & & & \\
-1 & 0 & \ddots & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & 0 & 1 \\
& & & -1 & 0
\end{array}\right]_{N_{x} \times N_{x}} \quad, \quad \widetilde{\boldsymbol{b}}_{k}(t)=\left[\begin{array}{c}
-r_{k 0}(t) \\
0 \\
\vdots \\
0 \\
r_{k, N_{x}+1}(t)
\end{array}\right] .
$$

Let $\boldsymbol{r}=\left[\boldsymbol{r}_{1} ; \boldsymbol{r}_{2} ; \cdots ; \boldsymbol{r}_{N}\right]$, where ";" indicates the straightening of $\left\{\boldsymbol{r}^{i}\right\}_{i \geq 1}$ into a column vector. Then,

$$
\begin{aligned}
& \boldsymbol{r}^{*}=\frac{1}{1+\tau / \epsilon^{2}}\left(I+\frac{\tau}{\epsilon^{2}} W \otimes I\right) r^{n}, \\
& \boldsymbol{j}^{*}=\frac{1}{1+\tau / \epsilon^{2}}\left(\boldsymbol{j}^{n}-\frac{\tau}{2 h \epsilon^{2}}\left(1-\epsilon^{2}\right) \boldsymbol{V} \otimes \boldsymbol{M}_{h} \boldsymbol{r}^{*}-\frac{\tau}{2 h \epsilon^{2}}\left(1-\epsilon^{2}\right) \widetilde{\boldsymbol{b}}_{v}^{*}\right),
\end{aligned}
$$

where $\widetilde{\boldsymbol{b}}_{v}^{*}=\left[\nu_{1} \widetilde{\boldsymbol{b}}_{1} ; \cdots ; v_{N} \widetilde{\boldsymbol{b}}_{N}\right], \boldsymbol{V}=\operatorname{diag}\left(\left[v_{1}, v_{2}, \cdots, v_{N}\right]\right)$, and

$$
W=\left[\begin{array}{cccc}
w_{1} & w_{2} & \cdots & w_{N} \\
w_{1} & w_{2} & \cdots & w_{N} \\
\vdots & \vdots & \ddots & \vdots \\
w_{1} & w_{2} & \cdots & w_{N}
\end{array}\right]_{N \times N} .
$$

### 2.2.2. Transport step

For the transport step (2.4), by introducing the Riemann invariants $U=r+j$ and $V=r-j$, one can obtain

$$
\begin{aligned}
& \partial_{t} U+v \partial_{x} U=0, \\
& \partial_{t} V-v \partial_{x} V=0 .
\end{aligned}
$$

Applying the upwind scheme to the spatial derivative gives

$$
\begin{align*}
& r_{k m}^{n+1}=\left(1-\lambda v_{k}\right) r_{k m}^{*}+\frac{\lambda v_{k}}{2}\left(r_{k, m+1}^{*}+r_{k, m-1}^{*}\right)-\frac{\lambda v_{k}}{2}\left(j_{k, m+1}^{*}-j_{k, m-1}^{*}\right) \\
& j_{k m}^{n+1}=\left(1-\lambda v_{k}\right) j_{k m}^{*}+\frac{\lambda v_{k}}{2}\left(j_{k, m+1}^{*}+j_{k, m-1}^{*}\right)-\frac{\lambda v_{k}}{2}\left(r_{k, m+1}^{*}-r_{k, m-1}^{*}\right) \tag{2.7}
\end{align*}
$$

where $\lambda=\tau / h$. Similarly, for the fixed $k$, one has

$$
\begin{aligned}
& \boldsymbol{r}_{k}^{n+1}=\left(\boldsymbol{I}+\frac{\lambda v_{k}}{2} \boldsymbol{L}_{h}\right) \boldsymbol{r}_{k}^{*}-\frac{\lambda v_{k}}{2} \boldsymbol{M}_{h} \boldsymbol{j}_{k}^{*}+\frac{\lambda v_{k}}{2}\left(\boldsymbol{b}_{k}^{*}-\widetilde{\boldsymbol{c}}_{k}^{*}\right), \\
& \boldsymbol{j}_{k}^{n+1}=\left(\boldsymbol{I}+\frac{\lambda v_{k}}{2} \boldsymbol{L}_{h}\right) \boldsymbol{j}_{k}^{*}-\frac{\lambda v_{k}}{2} \boldsymbol{M}_{h} \boldsymbol{r}_{k}^{*}+\frac{\lambda v_{k}}{2}\left(\boldsymbol{c}_{k}^{*}-\widetilde{\boldsymbol{b}}_{k}^{*}\right)
\end{aligned}
$$

where

$$
\boldsymbol{L}_{h}=\left[\begin{array}{ccccc}
-2 & 1 & & & \\
1 & -2 & \ddots & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & & 1 \\
& & & 1 & -2
\end{array}\right], \quad \boldsymbol{b}_{k}=\left[\begin{array}{c}
r_{k 0} \\
0 \\
\vdots \\
0 \\
r_{k, N_{x}+1}
\end{array}\right], \quad \boldsymbol{c}_{k}=\left[\begin{array}{c}
j_{k 0} \\
0 \\
\vdots \\
0 \\
j_{k, N_{x}+1}
\end{array}\right], \quad \widetilde{\boldsymbol{c}}_{k}=\left[\begin{array}{c}
-j_{k 0} \\
0 \\
\vdots \\
0 \\
j_{k, N_{x}+1}
\end{array}\right]
$$

We rewrite the scheme in matrix form

$$
\begin{aligned}
& r^{n+1}=\left(I+\frac{\lambda}{2} V \otimes L_{h}\right) r^{*}-\frac{\lambda}{2} V \otimes M_{h} j^{*}+\frac{\lambda}{2} f_{v}^{*} \\
& j^{n+1}=\left(I+\frac{\lambda}{2} V \otimes L_{h}\right) j^{*}-\frac{\lambda}{2} V \otimes M_{h} r^{*}+\frac{\lambda}{2} g_{v}^{*}
\end{aligned}
$$

where

$$
\boldsymbol{f}_{v}^{*}=\left[\begin{array}{c}
v_{1}\left(\boldsymbol{b}_{1}^{*}-\widetilde{\boldsymbol{c}}_{1}^{*}\right) \\
\vdots \\
v_{N}\left(\boldsymbol{b}_{N}^{*}-\widetilde{\boldsymbol{c}}_{N}^{*}\right)
\end{array}\right], \quad \boldsymbol{g}_{v}^{*}=\left[\begin{array}{c}
v_{1}\left(\boldsymbol{c}_{1}^{*}-\widetilde{\boldsymbol{b}}_{1}^{*}\right) \\
\vdots \\
v_{N}\left(\boldsymbol{c}_{N}^{*}-\widetilde{\boldsymbol{b}}_{N}^{*}\right)
\end{array}\right]
$$

## 3. Time Complexity Analysis of AP Scheme

### 3.1. Quantum difference method

Let $\boldsymbol{A}=(\boldsymbol{\lambda} / 2) \boldsymbol{V} \otimes \boldsymbol{M}_{h}, \boldsymbol{B}=\boldsymbol{I}+(\boldsymbol{\lambda} / 2) \boldsymbol{V} \otimes \boldsymbol{L}_{h}$ and $\gamma=\tau / \epsilon^{2}$. Substituting $\boldsymbol{r}^{*}$ and $\boldsymbol{j}^{*}$ into $\boldsymbol{r}^{n+1}$, we obtain

$$
\begin{aligned}
\boldsymbol{r}^{n+1}= & \boldsymbol{B} \boldsymbol{r}^{*}-\boldsymbol{A} \boldsymbol{j}^{*}+\frac{\lambda}{2} \boldsymbol{f}_{v}^{*} \\
= & \boldsymbol{B} \boldsymbol{r}^{*}-\frac{1}{1+\gamma} \boldsymbol{A}\left(\boldsymbol{j}^{n}-\frac{\left(1-\epsilon^{2}\right)}{\epsilon^{2}} \boldsymbol{A \boldsymbol { r } ^ { * }}-\frac{\lambda\left(1-\epsilon^{2}\right)}{2 \epsilon^{2}} \widetilde{\boldsymbol{b}}_{v}^{*}\right)+\frac{\lambda}{2} \boldsymbol{f}_{v}^{*} \\
= & \left(\boldsymbol{B}+\frac{1}{1+\gamma} \frac{\left(1-\epsilon^{2}\right)}{\epsilon^{2}} A^{2}\right) \boldsymbol{r}^{*}-\frac{1}{1+\gamma} A \boldsymbol{j}^{n}+\frac{1}{1+\gamma} \frac{\lambda\left(1-\epsilon^{2}\right)}{2 \epsilon^{2}} A \widetilde{\boldsymbol{b}}_{v}^{*}+\frac{\lambda}{2} \boldsymbol{f}_{v}^{*} \\
= & \frac{1}{1+\gamma}\left(\boldsymbol{B}+\frac{1}{1+\gamma} \frac{\left(1-\epsilon^{2}\right)}{\epsilon^{2}} A^{2}\right)(I+\gamma \boldsymbol{W} \otimes \boldsymbol{I}) \boldsymbol{r}^{n}-\frac{1}{1+\gamma} A \boldsymbol{j}^{n} \\
& +\frac{1}{1+\gamma} \frac{\lambda\left(1-\epsilon^{2}\right)}{2 \epsilon^{2}} A \widetilde{\boldsymbol{b}}_{v}^{*}+\frac{\lambda}{2} f_{v}^{*} \\
= & \frac{1}{1+\gamma}\left(\boldsymbol{B}+\frac{1-\epsilon^{2}}{\tau+\epsilon^{2}} A^{2}\right)(\boldsymbol{I}+\gamma \boldsymbol{W} \otimes I) \boldsymbol{r}^{n}-\frac{1}{1+\gamma} A \boldsymbol{j}^{n}+\frac{\lambda\left(1-\epsilon^{2}\right)}{2\left(\tau+\epsilon^{2}\right)} A \widetilde{\boldsymbol{b}}_{v}^{*}+\frac{\lambda}{2} f_{v}^{*} \\
= & : \boldsymbol{B}_{1} \boldsymbol{r}^{n}-\boldsymbol{A}_{1} \boldsymbol{j}^{n}+\widetilde{\boldsymbol{f}}^{n+1},
\end{aligned}
$$

where

$$
\boldsymbol{B}_{1}=\frac{1}{1+\gamma}\left(\boldsymbol{B}+\frac{1-\epsilon^{2}}{\tau+\epsilon^{2}} A^{2}\right)(I+\gamma \boldsymbol{W} \otimes I), \quad \boldsymbol{A}_{1}=\frac{1}{1+\gamma} A
$$

A similar calculation gives

$$
\begin{aligned}
\boldsymbol{j}^{n+1} & =\boldsymbol{B} \boldsymbol{j}^{*}-\boldsymbol{A} \boldsymbol{r}^{*}+\frac{\lambda}{2} \boldsymbol{g}_{v}^{*} \\
& =\frac{1}{1+\gamma} \boldsymbol{B}\left(\boldsymbol{j}^{n}-\frac{\left(1-\epsilon^{2}\right)}{\epsilon^{2}} \boldsymbol{A} \boldsymbol{r}^{*}-\frac{\lambda\left(1-\epsilon^{2}\right)}{2 \epsilon^{2}} \widetilde{\boldsymbol{b}}_{v}^{*}\right)-\boldsymbol{A} \boldsymbol{r}^{*}+\frac{\lambda}{2} \boldsymbol{g}_{v}^{*} \\
& =\frac{1}{1+\gamma} \boldsymbol{B} \boldsymbol{j}^{n}-\left(\frac{1}{1+\gamma} \frac{1-\epsilon^{2}}{\epsilon^{2}} \boldsymbol{B} \boldsymbol{A}+\boldsymbol{A}\right) \boldsymbol{r}^{*}-\frac{1}{1+\gamma} \frac{\lambda\left(1-\epsilon^{2}\right)}{2 \epsilon^{2}} \boldsymbol{B}_{\boldsymbol{b}_{v}^{*}}^{*}+\frac{\lambda}{2} \boldsymbol{g}_{v}^{*} \\
& =\frac{1}{1+\gamma} \boldsymbol{B} \boldsymbol{j}^{n}-\frac{1}{1+\gamma}\left(\frac{1-\epsilon^{2}}{\tau+\epsilon^{2}} \boldsymbol{B} \boldsymbol{A}+\boldsymbol{A}\right)(I+\gamma \boldsymbol{W} \otimes I) \boldsymbol{r}^{n}-\frac{\lambda\left(1-\epsilon^{2}\right)}{2\left(\tau+\epsilon^{2}\right)} \boldsymbol{B}_{v}^{*}+\frac{\lambda}{2} \boldsymbol{g}_{v}^{*} \\
& =: \boldsymbol{A}_{2} \mathbf{j}^{n}-\boldsymbol{B}_{2} \boldsymbol{r}^{n}+\widetilde{\boldsymbol{g}}^{n+1}
\end{aligned}
$$

where

$$
\boldsymbol{B}_{2}=\frac{1}{1+\gamma}\left(A+\frac{1-\epsilon^{2}}{\tau+\epsilon^{2}} B \boldsymbol{A}\right)(I+\gamma \boldsymbol{W} \otimes I), \quad \boldsymbol{A}_{2}=\frac{1}{1+\gamma} B
$$

Introducing the notations

$$
S_{1}=\left[\boldsymbol{r}^{1} ; \boldsymbol{r}^{2} ; \cdots ; \boldsymbol{r}^{N_{t}}\right], \quad S_{2}=\left[\boldsymbol{j}^{1} ; \mathbf{j}^{2} ; \cdots ; \boldsymbol{j}^{N_{t}}\right], \quad S=\left[S_{1} ; S_{2}\right]
$$

one obtains the linear system

$$
L S=F
$$

where $\boldsymbol{L}=\left(\boldsymbol{L}_{i j}\right)_{2 \times 2}$ and $\boldsymbol{F}=\left[\boldsymbol{F}_{1} ; \boldsymbol{F}_{2}\right]$, with

$$
\begin{aligned}
& \boldsymbol{L}_{11}=\left[\begin{array}{cccc}
\boldsymbol{I} & & & \\
-\boldsymbol{B}_{1} & \boldsymbol{I} & & \\
& \ddots & \ddots & \\
& & -\boldsymbol{B}_{1} & I
\end{array}\right], \quad \boldsymbol{L}_{12}=\left[\begin{array}{cccc}
\boldsymbol{O} & & & \\
\boldsymbol{A}_{1} & \boldsymbol{O} & & \\
& \ddots & \ddots & \\
& & \boldsymbol{A}_{1} & \boldsymbol{O}
\end{array}\right], \quad \boldsymbol{F}_{1}=\left[\begin{array}{c}
\widetilde{\boldsymbol{f}}^{1}+\boldsymbol{B}_{1} \boldsymbol{r}^{0}-\boldsymbol{A}_{1} j^{0} \\
\widetilde{\boldsymbol{f}}^{2} \\
\vdots \\
\\
\widetilde{\boldsymbol{f}}^{N_{t}}
\end{array}\right] \text {, } \\
& L_{21}=\left[\begin{array}{cccc}
\boldsymbol{O} & & & \\
B_{2} & \boldsymbol{O} & & \\
& \ddots & \ddots & \\
& & \boldsymbol{B}_{2} & \boldsymbol{O}
\end{array}\right], \quad \boldsymbol{L}_{22}=\left[\begin{array}{cccc}
\boldsymbol{I} & & & \\
-A_{2} & \boldsymbol{I} & & \\
& \ddots & \ddots & \\
& & -\boldsymbol{A}_{2} & I
\end{array}\right], \quad \boldsymbol{F}_{2}=\left[\begin{array}{c}
\widetilde{\boldsymbol{g}}^{1}-\boldsymbol{B}_{2} \boldsymbol{r}^{0}+\boldsymbol{A}_{2} j^{0} \\
\widetilde{\boldsymbol{g}}^{2} \\
\vdots \\
\widetilde{\boldsymbol{g}}^{N_{t}}
\end{array}\right] .
\end{aligned}
$$

For fixed step sizes $\tau$ and $h$, when $\epsilon \rightarrow 0$, one has

$$
\frac{1}{1+\gamma} \rightarrow 0, \quad \frac{\gamma}{1+\gamma} \rightarrow 1
$$

and hence

$$
B_{2}=\left(A+\frac{1-\epsilon^{2}}{\tau+\epsilon^{2}} B A\right) \frac{1}{1+\gamma}(I+\gamma W \otimes I) \rightarrow\left(A+\frac{1}{\tau} B A\right) W \otimes I .
$$

Considering the amplification factor $\tau^{-1}$, as in [16] we reformulate the linear system as

$$
\left[\begin{array}{cc}
\boldsymbol{L}_{11} & \tau^{-1} \boldsymbol{L}_{12}  \tag{3.1}\\
\tau \boldsymbol{L}_{21} & \boldsymbol{L}_{22}
\end{array}\right]\left[\begin{array}{c}
\tau^{-1} \boldsymbol{S}_{1} \\
\boldsymbol{S}_{2}
\end{array}\right]=\left[\begin{array}{c}
\tau^{-1} \boldsymbol{F}_{1} \\
\boldsymbol{F}_{2}
\end{array}\right]
$$

where $\tilde{S}_{1}=\tau^{-1} \boldsymbol{S}_{1}$ and $\tilde{\boldsymbol{S}}_{2}=\boldsymbol{S}_{2}$. This means we consider a linear system with new variables $\tilde{r}=\tau^{-1} r$ and $\tilde{j}=j$.

Remark 3.1. For the output of quantum algorithms, we are not interested in the quantum state but the induced physical observables, defined as

$$
\langle O\rangle:=\int_{-1}^{1} G(v) f(v) \mathrm{d} v,
$$

which yields, for examples, the density and flux by taking for $G(v)=1, v$ respectively. One easily finds that

$$
\langle O\rangle=\int_{0}^{1} G(v) r(v) \mathrm{d} v
$$

This means that we only need to project the final quantum state onto $|\boldsymbol{r}\rangle$ when computing the above physical observables. This is referred to as the level set encoding, which could have quantum advantages even if one computes the physical observables (at least if one is only interested in solution in a submanifold of the computational domain). See [14].

On the other hand, we can reformulate the resulting linear system such that the query complexity in obtaining either $\left[\boldsymbol{S}_{1}, \boldsymbol{S}_{2}\right]$, $\left[\tau^{-1} \boldsymbol{S}_{1}, \boldsymbol{S}_{2}\right]$ or $\left[\boldsymbol{S}_{1}, \tau^{-1} \boldsymbol{S}_{2}\right]$ are the same. For details, please refer to the discussion below [16, Theorem 5.2].

### 3.2. Input model

In this article we will apply the optimal quantum linear systems algorithm (QLSA) proposed in [6] to solve the resulting linear system. Of course the specific quantum linear algebra solver is not unique. One could also use, for example, the block encoding algorithms [1]. To this end, let us first state the quantum linear systems problem.

Definition 3.1 (Quantum Linear Systems Problem (QLSP) [6]). Consider the linear system $A x=b$, where A is an $N \times N$ Hermitian matrix, $x=\left[x_{0}, \cdots, x_{N-1}\right]^{T}$, and $b=\left[b_{0}, \cdots, b_{N-1}\right]^{T}$. Assume $x$ and $b$ can be encoded as

$$
|x\rangle=\frac{1}{N_{x}} \sum_{i=0}^{N-1} x_{i}|i\rangle, \quad|b\rangle=\frac{1}{N_{b}} \sum_{i=0}^{N-1} b_{i}|i\rangle,
$$

where $N_{x}=\left(x_{0}^{2}+\cdots+x_{N-1}^{2}\right)^{1 / 2}$ and $N_{b}=\left(b_{0}^{2}+\cdots+b_{N-1}^{2}\right)^{1 / 2}$ are normalization constants. Then the goal of QLSA is the following. When the access to $A$ and $U_{\text {initial }}\left(U_{\text {initial }}\right.$ is a unitary operation such that $U_{\text {initial }}|0\rangle=|b\rangle$ ) are given, one aims to prepare a quantum state $\left|x^{\prime}\right\rangle$ that is $\eta$-close to $|x\rangle$, i.e., $\|\left|x^{\prime}\right\rangle-|x\rangle \| \leq \eta$.

In the above definition, the access to the matrix $A$ refers to query the elements of $A$. The time complexity is usually measured by the number of calls of oracles for positions of nonzero entries of sparse matrices.

Definition 3.2 (Input Model for the Matrix [3,14]). Sparse access to a Hermitian matrix $A$ is a 4-tuple ( $s,\|A\|_{\text {max }}, O_{A}, O_{F}$ ), where $s$ is the sparsity of $A$, and $\|A\|_{\max }=\max _{i, j}\left|A_{i j}\right| . O_{A}$ and $O_{F}$ are black boxes of unitary operations. $O_{A}$ can access the matrix elements $A_{i j}$ such that

$$
O_{A}|j\rangle|k\rangle|z\rangle=|j\rangle|k\rangle\left|z \oplus A_{j k}\right\rangle
$$

for any $j, k \in\{1,2, \ldots, N\}:=[N]$, where the third register holds a bit string representing of $A_{j k}$. $O_{F}$ allows to perform the map

$$
O_{F}|j\rangle|l\rangle=|j\rangle|F(j, l)\rangle
$$

for any $j \in[N]$ and $l \in[s]$, where the function $F$ outputs the column index of the $l$-th non-zero elements in row $j$.

With these definitions, query complexity refers to the number of times oracles $O_{A}, O_{F}$ and $U_{\text {initial }}$ are applied throughout the whole algorithm. Because the resulting coefficient matrices for partial differential equations are usually sparse, query complexity is often used to measure the time complexity of quantum algorithms. It should be noted, however, that query complexity of some algorithms is not measured by the number of sparse unitary operations $O_{A}, O_{F}$ and $U_{\text {initial }}$, but is in terms of calls to a block encoding of the coefficient matrix, defined as follows.
Definition 3.3 (Block Access to the Matrix [14, 20]). Let A be a m-qubit Hermitian matrix, $\delta_{A}>0$ and $n_{A}$ is a positive integer. An $\left(m+n_{A}\right)$-qubit unitary matrix $U_{A}$ is a $\left(\alpha_{A}, n_{A}, \delta_{A}\right)$-block encoding of $A$ if

$$
\left\|A-\alpha_{A}\left\langle 0^{n_{A}}\right| U_{A}\left|0^{n_{A}}\right\rangle\right\| \leq \delta_{A}
$$

Block access to $A$ is then the 4-tuple $\left(\alpha_{A}, n_{A}, \delta_{A}, U_{A}\right)$ where $U_{A}$ is the unitary black-box blockencoding of $A$.

In some cases, the block access to $A$ can be constructed from the sparse access to $A$. If standard methods are used to construct the block access from the sparse access, there will be a multiplicative factor $s$ in the query complexity of block encoding. We also refer the reader to $[3,11,14,16,24,28]$ for detailed discussions.

We assume $\|A\|_{\max }<1$ throughout the discussion, unless otherwise stated, since the complexity can have a contribution proportional to $\|A\|_{\max }$. Otherwise we can simply replace it by the re-scaled matrix $A / \alpha$ for some $\alpha>\|A\|_{\max }$, where $\|A\|_{\max }=\max _{i j}\left|A_{i j}\right|$.

### 3.3. Time complexity of the AP scheme

In this article we apply the optimal quantum linear systems algorithm (QLSA) proposed in [8] to solve the resulting linear system. The query complexity with respect to the sparse access to matrices can be written as

$$
\begin{equation*}
Q=\mathscr{O}\left(s \kappa \log \left(\frac{1}{\delta}\right)\right) \tag{3.2}
\end{equation*}
$$

where $s$ is the sparsity of the coefficient matrix, $\kappa$ is the condition number, and $\delta$ is the error bound.
Theorem 3.1. Suppose that the time step $\tau$ and the space step $h$ satisfy $\tau / h^{2} \leq 1 /(1+h)$.

1. For sufficiently small $\epsilon$, the singular value of the coefficient matrix in (3.1) satisfies

$$
\sigma_{\min } \gtrsim \frac{1}{N^{1 / 2} N_{t}}-\alpha(\epsilon), \quad \sigma_{\max } \lesssim N^{1 / 2}+\alpha(\epsilon)
$$

where

$$
\begin{aligned}
\alpha(\epsilon)= & \frac{\epsilon^{2}}{\tau+\epsilon^{2}}\left(N^{1 / 2} \tau+N^{1 / 2}+\tau+\frac{1}{\tau}\right)+\frac{\epsilon^{2}\left(1-\epsilon^{2}\right)}{\left(\epsilon^{2}+\tau\right)^{2}}(1+\tau) \\
& +\frac{\epsilon^{2}\left(\epsilon^{2}+2 \tau+\tau^{2}\right)}{\tau\left(\epsilon^{2}+\tau\right)^{2}} N^{1 / 2}\left(1+\frac{1}{\tau}\right)
\end{aligned}
$$

which tends to zero as $\epsilon \rightarrow 0$.
2. The sparsity and the condition number of the coefficient matrix satisfy $s=\mathscr{O}(N)$ and $\kappa=\mathscr{O}\left(N N_{t}\right)$.
3. The time complexities of the classical treatment and the quantum treatment for solving (3.1) are

$$
C=\mathscr{O}\left(N^{2} N_{t} N_{x}\right), \quad Q=\mathscr{O}\left(N^{2} N_{t} \log \left(N_{x}\right)\right)
$$

Given the error bound $\delta$, we set $h=\mathscr{O}(\delta)$. If $N_{t}=\mathscr{O}\left(N_{x}^{2}\right)$, then

$$
C=\mathscr{O}\left(N^{2} N_{x}^{3}\right)=\mathscr{O}\left(N^{2} \delta^{-3}\right), \quad Q=\mathscr{O}\left(N^{2} N_{x}^{2} \log \left(N_{x}\right)\right)=\mathscr{O}\left(N^{2} \delta^{-2} \log \delta^{-1}\right)
$$

Proof. Since the problem is linear, one can apply the discrete Fourier transform to characterize the singular values of the coefficient matrix. In the following, we only consider the discrete Fourier transform for the spatial variables.

1. Introduce the following expressions:

$$
r_{k m}^{n}=\hat{r}_{k}^{n} \mathrm{e}^{\mathrm{i} m \xi h}, \quad j_{k m}^{n}=\hat{j}_{k}^{n} \mathrm{e}^{\mathrm{i} m \xi h}, \quad r_{k m}^{*}=\hat{r}_{k}^{*} \mathrm{e}^{\mathrm{i} m \xi h}, \quad j_{k m}^{*}=\hat{j}_{k}^{*} \mathrm{e}^{\mathrm{i} m \xi h}
$$

where $\xi$ represents the frequency variable and $\mathrm{i}=\sqrt{-1}$. Plugging them in (2.6) and (2.7), one obtains

$$
\begin{aligned}
& \hat{r}_{k}^{*}=\frac{1}{1+\gamma}\left(\hat{r}_{k}^{n}+\gamma \sum_{k^{\prime}=1}^{N} w_{k^{\prime}} \hat{r}_{k^{\prime}}^{n}\right), \\
& \hat{j}_{k}^{*}=\frac{1}{1+\gamma}\left(\hat{j}_{k}^{n}-\frac{1-\epsilon^{2}}{\epsilon^{2}} \mathrm{i} \lambda \sin (\xi h) v_{k} \hat{r}_{k}^{*}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \hat{r}_{k}^{n+1}=\left(1-\lambda v_{k}\right) \hat{r}_{k}^{*}+\lambda \cos (\xi h) v_{k} \hat{r}_{k}^{*}-\mathrm{i} \lambda \sin (\xi h) v_{k} \hat{\mathrm{j}}_{k}^{*}, \\
& \hat{j}_{k}^{n+1}=\left(1-\lambda v_{k}\right) \hat{j}_{k}^{*}+\lambda \cos (\xi h) v_{k} \hat{\mathrm{j}}_{k}^{*}-\mathrm{i} \lambda \sin (\xi h) v_{k} \hat{r}_{k}^{*}
\end{aligned}
$$

Eliminating $r^{*}$ and $j^{*}$ yields

$$
\begin{align*}
& \hat{r}_{k}^{n+1}+c_{1, \epsilon} \hat{r}_{k}^{n}+c_{2, \epsilon} \hat{j}_{k}^{n}+\gamma c_{1, \epsilon} \sum_{k^{\prime}=1}^{N} w_{k^{\prime}} \hat{r}_{k^{\prime}}^{n}=0, \\
& \hat{j}_{k}^{n+1}+d_{1, \epsilon} \hat{j}_{k}^{n}+d_{2, \epsilon} \hat{\epsilon}_{k}^{n}+\gamma d_{2, \epsilon} \sum_{k^{\prime}=1}^{N} w_{k^{\prime}} \hat{r}_{k^{\prime}}^{n}=0, \tag{3.3}
\end{align*}
$$

where $n=0,1, \ldots, N_{t}-1$ and

$$
\begin{aligned}
& c_{1, \epsilon}=-\frac{1}{1+\gamma}\left[\left(1-\lambda v_{k}\right)+\lambda v_{k} \cos (\xi h)\right]-\frac{1}{(1+\gamma)^{2}} \frac{1-\epsilon^{2}}{\epsilon^{2}}\left(\mathrm{i} \lambda v_{k} \sin (\xi h)\right)^{2} \\
& c_{2, \epsilon}=\frac{1}{1+\gamma} \mathrm{i} \lambda v_{k} \sin (\xi h) \\
& d_{1, \epsilon}=-\frac{1}{1+\gamma}\left[\left(1-\lambda v_{k}\right)+\lambda v_{k} \cos (\xi h)\right] \\
& d_{2, \epsilon}=\frac{1}{(1+\gamma)^{2}} \frac{1-\epsilon^{2}}{\epsilon^{2}}\left[\left(1-\lambda v_{k}\right)+\lambda v_{k} \cos (\xi h)\right] \mathrm{i} \lambda v_{k} \sin (\xi h)+\frac{1}{1+\gamma} \mathrm{i} \lambda v_{k} \sin (\xi h)
\end{aligned}
$$

For the new variables, the linear system (3.3) should be changed to

$$
\begin{aligned}
& \tau \tilde{r}_{k}^{n+1}+c_{1, \epsilon} \tau \tilde{r}_{k}^{n}+c_{2, \epsilon} \tilde{\epsilon}_{k}^{n}+\gamma c_{1, \epsilon} \tau \sum_{k^{\prime}=1}^{N} w_{k^{\prime}} \tilde{r}_{k^{\prime}}^{n}=0, \\
& \tilde{j}_{k}^{n+1}+d_{1, \epsilon} \tilde{j}_{k}^{n}+d_{2, \epsilon} \tau \tilde{r}_{k}^{n}+\gamma d_{2, \epsilon} \tau \sum_{k^{\prime}=1}^{N} w_{k^{\prime}} \tilde{r}_{k^{\prime}}^{n}=0 .
\end{aligned}
$$

Let $\tilde{\boldsymbol{r}}_{k}=\left[\tilde{r}_{k}^{1}, \cdots, \tilde{r}_{k}^{N_{t}}\right]^{T}, \tilde{\boldsymbol{j}}_{k}=\left[\tilde{j}_{k}^{1}, \cdots, \tilde{j}_{k}^{N_{t}}\right]^{T}$, and

$$
P=\left[\begin{array}{cccc}
0 & & & \\
1 & 0 & & \\
& \ddots & \ddots & \\
& & 1 & 0
\end{array}\right]_{N_{t} \times N_{t}} .
$$

Then Eq. (3.3) can be written as

$$
\begin{aligned}
& \tau\left(I+c_{1, \epsilon} P\right) \tilde{\boldsymbol{r}}_{k}+c_{2, \epsilon} P \tilde{\boldsymbol{j}}_{k}+\tau \gamma c_{1, \epsilon} P\left(w_{1} \tilde{\boldsymbol{r}}_{1}+\cdots+w_{N} \tilde{\boldsymbol{r}}_{N}\right)=\tilde{\boldsymbol{f}}_{k}, \\
& \left(I+d_{1, \epsilon} P\right) \tilde{\boldsymbol{j}}_{k}+\tau d_{2, \epsilon} P \tilde{\boldsymbol{r}}_{k}+\tau \gamma d_{2, \epsilon} P\left(w_{1} \tilde{\boldsymbol{r}}_{1}+\cdots+w_{N} \tilde{\boldsymbol{r}}_{N}\right)=\tilde{\boldsymbol{g}}_{k},
\end{aligned}
$$

where $k=1,2, \ldots, N$, and the right-hand vectors are

$$
\begin{aligned}
& \tilde{\boldsymbol{f}}_{k}=-\left[\tau c_{1, \epsilon} \tilde{r}_{k}^{0}+c_{2, \epsilon} \tilde{j}_{k}^{0}+\tau \gamma c_{1, \epsilon}\left(w_{1} \tilde{r}_{1}^{0}+\cdots+w_{N} \tilde{r}_{N}^{0}\right), 0, \cdots, 0\right]^{T} \\
& \tilde{\boldsymbol{g}}_{k}=-\left[d_{1, \epsilon} \tilde{j}_{k}^{0}+\tau d_{2, \epsilon} \tilde{r}_{k}^{0}+\tau \gamma d_{2, \epsilon}\left(w_{1} \tilde{r}_{1}^{0}+\cdots+w_{N} \tilde{r}_{N}^{0}\right), 0, \cdots, 0\right]^{T} .
\end{aligned}
$$

Let $\tilde{\boldsymbol{R}}=\left[\tilde{\boldsymbol{r}}_{1} ; \tilde{\boldsymbol{r}}_{2} ; \cdots ; \tilde{\boldsymbol{r}}_{N}\right], \tilde{J}=\left[\tilde{\boldsymbol{j}}_{1} ; \tilde{\boldsymbol{j}}_{2} ; \cdots ; \tilde{\boldsymbol{j}}_{N}\right]$ and $\tilde{\boldsymbol{S}}=[\tilde{\boldsymbol{R}} ; \tilde{J}]$, one obtains the linear system

$$
\tilde{L}_{\epsilon} \tilde{s}=\tilde{F}
$$

where $\tilde{\boldsymbol{F}}=\left[\tilde{\boldsymbol{f}}_{1} / \tau ; \cdots ; \tilde{\boldsymbol{f}}_{N} / \tau ; \tilde{\boldsymbol{g}}_{1} ; \cdots ; \tilde{\boldsymbol{g}}_{N}\right]$

$$
\tilde{\boldsymbol{L}}_{\epsilon}=\left[\begin{array}{ll}
I_{N} \otimes\left(I+c_{1, \epsilon} P\right)+\gamma c_{1, \epsilon} W \otimes P & \tau^{-1} I_{N} \otimes\left(c_{2, \epsilon} P\right) \\
\tau\left(I_{N} \otimes\left(d_{2, \epsilon} P\right)+\gamma d_{2, \epsilon} W \otimes P\right) & I_{N} \otimes\left(I+d_{1, \epsilon} P\right)
\end{array}\right] .
$$

2. In the following, we utilize the perturbation technique to analyze the condition number of the coefficient matrix. We first briefly explain the idea of the perturbation technique: Let $\tilde{\boldsymbol{L}}_{\epsilon}$ be the coefficient matrix and $\tilde{\boldsymbol{L}}_{\epsilon}=\tilde{L}_{0}+\boldsymbol{E}$, where $\tilde{L}_{0}$ is the coefficient matrix with $\epsilon=0$. By the Weyl's inequality [27],

$$
\sigma_{\max }\left(\tilde{\boldsymbol{L}}_{\epsilon}\right) \leq \sigma_{\max }\left(\tilde{L}_{0}\right)+\|E\|, \quad \sigma_{\min }\left(\tilde{\mathbf{L}}_{\epsilon}\right) \geq \sigma_{\text {min }}\left(\tilde{\boldsymbol{L}}_{0}\right)-\|E\| .
$$

Thus, it suffices to determine the condition number of $\tilde{L}_{0}$ and the upper bound of $\|E\|$.
Let $\epsilon=0$. One has

$$
\frac{1}{1+\gamma_{0}}=0, \quad \frac{\gamma_{0}}{1+\gamma_{0}}=1
$$

where $\gamma_{0}$ corresponds to $\epsilon=0$. A simple calculation shows that

$$
\begin{aligned}
& c_{1,0}=c_{2,0}=d_{1,0}=d_{2,0}=0, \\
& \gamma_{0} c_{1,0}=-\left[\left(1-\lambda v_{k}\right)+\lambda v_{k} \cos (\xi h)\right]-\frac{1}{\tau}\left(\mathrm{i} \lambda v_{k} \sin (\xi h)\right)^{2}, \\
& \gamma_{0} d_{2,0}=\frac{1}{\tau}\left[\left(1-\lambda v_{k}\right)+\lambda v_{k} \cos (\xi h)\right] \mathrm{i} \lambda v_{k} \sin (\xi h)+\mathrm{i} \lambda v_{k} \sin (\xi h),
\end{aligned}
$$

and hence

$$
\tilde{L}_{0}=\left[\begin{array}{cc}
I_{N} \otimes I_{N_{t}} & O \\
O & I_{N} \otimes I_{N_{t}}
\end{array}\right]+\left[\begin{array}{cc}
\gamma_{0} c_{1,0} W \otimes P & O \\
\tau \gamma_{0} d_{2,0} W \otimes P & O
\end{array}\right] .
$$

For $\gamma_{0} c_{1,0}$, one easily gets

$$
\begin{aligned}
\left|\gamma_{0} c_{1,0}\right| & =\left|-\left[\left(1-\lambda v_{k}\right)+\lambda v_{k} \cos (\xi h)\right]-\frac{1}{\tau}\left(\mathrm{i} \lambda v_{k} \sin (\xi h)\right)^{2}\right| \\
& =\left|1-\lambda v_{k}-\frac{\tau}{h^{2}}\left(v_{k} \sin (\xi h)\right)^{2}+\lambda v_{k} \cos (\xi h)\right|=:|a+b|,
\end{aligned}
$$

where

$$
a=1-\lambda v_{k}-\frac{\tau}{h^{2}}\left(v_{k} \sin (\xi h)\right)^{2}, \quad b=\lambda v_{k} \cos (\xi h) .
$$

Noting that

$$
a=1-\lambda v_{k}-\frac{\tau}{h^{2}}\left(v_{k} \sin (\xi h)\right)^{2} \geq 1-\lambda-\frac{\tau}{h^{2}},
$$

one has $a \geq 0$ when

$$
\begin{equation*}
\lambda+\frac{\tau}{h^{2}} \leq 1 \quad \text { or } \quad \frac{\tau}{h^{2}} \leq \frac{1}{1+h} . \tag{3.4}
\end{equation*}
$$

Then,

$$
\left|\gamma_{0} c_{1,0}\right|=|a+b| \leq|a|+|b|=1-\lambda v_{k}(1-|\cos (\xi h)|)-\frac{\tau}{h^{2}}\left(v_{k} \sin (\xi h)\right)^{2}=: b^{\prime}
$$

where the right-hand side satisfies $b^{\prime} \geq a \geq 0$ under the condition of (3.4), which also implies $b^{\prime} \leq 1$. Let $c=\lambda v_{k}(1-\cos (\xi h))$. One has

$$
\begin{aligned}
\left|\tau \gamma_{0} d_{2,0}\right| & =\left|(1+\tau)-\lambda v_{k}(1-\cos (\xi h))\right| \cdot\left|\lambda v_{k} \sin (\xi h)\right| \\
& \leq|(1+\tau)-c| \leq \max \left\{\left|1+\tau-c_{\min }\right|,\left|1+\tau-c_{\max }\right|\right\} \\
& =\max \{|1+\tau+0|,|1+\tau-2|\}=1+\tau .
\end{aligned}
$$

3. We first consider the maximum singular value. Since $w_{1}+\cdots+w_{N}=1$, one can check that $W W^{T}=\|\boldsymbol{w}\|^{2} \cdot \mathbf{1}_{N}$, where $\|\boldsymbol{w}\|^{2}=w_{1}^{2}+\cdots+w_{N}^{2}$, and $\mathbf{1}_{N}$ is the $N$-th order matrix with all entries being 1 . Then,

$$
\left\|W W^{T}\right\| \leq N\|\boldsymbol{w}\|^{2} \leq N\left(w_{1}+\cdots+w_{N}\right)^{2}=N,
$$

which gives $\|W\| \leq N^{1 / 2}$ and

$$
\sigma_{\max }\left(\tilde{L}_{0}\right)=\left\|\tilde{L}_{0}\right\| \leq 1+\max \left\{\gamma_{0} c_{1,0}, \tau \gamma_{0} d_{2,0}\right\}\|W\| \cdot\|P\| \lesssim N^{1 / 2} .
$$

4. For the minimum singular value, since $\sigma_{\min }\left(\tilde{L}_{0}\right)=1 /\left\|\tilde{L}_{0}^{-1}\right\|$, we only need to provide a upper bound for $\left\|\tilde{L}_{0}^{-1}\right\|$. By definition,

$$
\left\|\tilde{\boldsymbol{L}}_{0}^{-1}\right\|=\max _{\|\boldsymbol{b}\| \leq 1}\left\|\tilde{\boldsymbol{L}}_{0}^{-1} \boldsymbol{b}\right\|, \quad \boldsymbol{b}=[\boldsymbol{f} ; \boldsymbol{g}]
$$

where $\tilde{\boldsymbol{L}}_{0}^{-1} \boldsymbol{b}$ clearly corresponds to the following linear system:

$$
\begin{aligned}
& \tilde{r}_{k}^{n+1}+\gamma_{0} c_{1,0} \sum_{k^{\prime}=1}^{N} w_{k^{\prime}} \tilde{r}_{k^{\prime}}^{n}=\boldsymbol{f}_{k}^{n}, \\
& \tilde{j}_{k}^{n+1}+\tau \gamma_{0} c_{2,0} \sum_{k^{\prime}=1}^{N} w_{k^{\prime}} \tilde{r}_{k^{\prime}}^{n}=\boldsymbol{g}_{k}^{n},
\end{aligned}
$$

which can be written in matrix form as

$$
\begin{array}{ll}
\tilde{\boldsymbol{r}}^{n+1}=A \tilde{\boldsymbol{r}}^{n}+\boldsymbol{f}^{n}, \quad A=-\gamma_{0} c_{1,0} W, \\
\tilde{\boldsymbol{j}}^{n+1}=B \tilde{\boldsymbol{r}}^{n}+\boldsymbol{g}^{n}, \quad B=-\tau \gamma_{0} c_{2,0} W .
\end{array}
$$

Assume the maximum value is attained at $\boldsymbol{b}$. Since $\left|\gamma_{0} c_{1,0}\right| \leq 1,\|W\| \leq N^{1 / 2}$ and $W^{2}=W$,

$$
\left\|\tilde{\boldsymbol{r}}^{n}\right\| \leq\left\|A^{n}\right\|\left\|\boldsymbol{f}^{0}\right\|+\left\|A^{n-1}\right\|\left\|\boldsymbol{f}^{1}\right\|+\cdots+\left\|\boldsymbol{f}^{n-1}\right\| \leq N^{1 / 2}\left(\left\|\boldsymbol{f}^{0}\right\|+1\right) .
$$

Similarly, we obtain from $\tau \gamma_{0} c_{2,0} \leq 1+\tau$ that

$$
\left\|\tilde{\boldsymbol{j}}^{n}\right\| \leq(1+\tau)^{n} N^{1 / 2}\left(\left\|\boldsymbol{g}^{0}\right\|+1\right) \lesssim N^{1 / 2}\left(\left\|\boldsymbol{g}^{0}\right\|+1\right) .
$$

Thus,

$$
\left\|\tilde{L}_{0}^{-1}\right\|=\left\|\tilde{L}_{0}^{-1} \boldsymbol{b}\right\| \lesssim N^{1 / 2} N_{t}\left(\tilde{\boldsymbol{r}}^{0}+1\right)
$$

which shows $\sigma_{\min }\left(\tilde{L}_{0}\right) \gtrsim 1 /\left(N^{1 / 2} N_{t}\right)$.
5. Now we calculate the $L^{2}$ norm $\left\|\tilde{L}_{\epsilon}-\tilde{L}_{0}\right\|_{2}$ for the perturbation term, where

$$
\tilde{\mathbf{L}}_{\epsilon}-\tilde{\mathbf{L}}_{0}=\left[\begin{array}{cc}
I_{N} \otimes c_{1, \epsilon} P+\left(\gamma c_{1, \epsilon}-\gamma_{0} c_{1,0}\right) W \otimes P & \tau^{-1} I_{N} \otimes\left(c_{2, \epsilon} P\right) \\
\tau\left(I_{N} \otimes d_{2, \epsilon} P+\left(\gamma d_{2, \epsilon}-\gamma_{0} d_{2,0}\right) W \otimes P\right) & I_{N} \otimes d_{1, \epsilon} P
\end{array}\right] .
$$

A straightforward calculation gives

$$
\begin{aligned}
& \left|c_{1, \epsilon}\right| \lesssim \frac{\epsilon^{2}}{\tau+\epsilon^{2}}+\frac{\epsilon^{2}\left(1-\epsilon^{2}\right)}{\left(\epsilon^{2}+\tau\right)^{2}}, \\
& \left|\gamma c_{1, \epsilon}-\gamma_{0} c_{1,0}\right| \lesssim \frac{\epsilon^{2}}{\tau+\epsilon^{2}}+\frac{\epsilon^{2}\left(\epsilon^{2}+2 \tau+\tau^{2}\right)}{\tau\left(\epsilon^{2}+\tau\right)^{2}}, \\
& \left|\tau^{-1} c_{2, \epsilon}\right| \lesssim \frac{\epsilon^{2}}{\tau\left(\epsilon^{2}+\tau\right)},
\end{aligned}
$$

$$
\begin{aligned}
& \left|\tau d_{2, \epsilon}\right| \lesssim \frac{\tau\left(1-\epsilon^{2}\right) \epsilon^{2}}{\left(\epsilon^{2}+\tau\right)^{2}}+\frac{\tau \epsilon^{2}}{\epsilon^{2}+\tau}, \\
& \left|\tau\left(\gamma d_{2, \epsilon}-\gamma_{0} d_{2,0}\right)\right| \lesssim \frac{\epsilon^{2}\left(\epsilon^{2}+2 \tau+\tau^{2}\right)}{\left(\epsilon^{2}+\tau\right)^{2}}+\frac{\tau \epsilon^{2}}{\epsilon^{2}+\tau}, \\
& \left|d_{1, \epsilon}\right| \lesssim \frac{\epsilon^{2}}{\tau+\epsilon^{2}} .
\end{aligned}
$$

Since $\|W\| \leq N^{1 / 2}$ and $\|P\| \leq 1$, there holds

$$
\begin{aligned}
& \left\|I_{N} \otimes c_{1, \epsilon} P\right\| \leq\left\|I_{N}\right\|\left\|c_{1, \epsilon} P\right\| \leq\left|c_{1, \epsilon}\right|, \\
& \left\|\left(\gamma c_{1, \epsilon}-\gamma_{0} c_{1,0}\right) W \otimes P\right\| \leq\left(\gamma c_{1, \epsilon}-\gamma_{0} c_{1,0}\right)\|W\|\|P\| \leq N^{1 / 2}\left|\gamma c_{1, \epsilon}-\gamma_{0} c_{1,0}\right|, \\
& \left\|\tau^{-1}\left(I_{N} \otimes c_{2, \epsilon} P\right)\right\| \leq \tau^{-1} c_{2, \epsilon}\left\|I_{N}\right\|\|P\| \leq\left|\tau^{-1} c_{2, \epsilon}\right|, \\
& \left\|\tau I_{N} \otimes d_{2, \epsilon} P\right\| \leq \tau d_{2, \epsilon}\left\|I_{N}\right\|\|P\| \leq\left|\tau d_{2, \epsilon}\right|, \\
& \left.\| \tau\left(\gamma d_{2, \epsilon}-\gamma_{0} d_{2,0}\right) W \otimes P\right)\left\|\leq \tau\left(\gamma d_{2, \epsilon}-\gamma_{0} d_{2,0}\right)\right\| W\left\|\|P\| \leq N^{1 / 2}\left|\tau\left(\gamma d_{2, \epsilon}-\gamma_{0} d_{2,0}\right)\right|,\right. \\
& \left\|I_{N} \otimes d_{1, \epsilon} P\right\| \leq d_{1, \epsilon}\left\|I_{N}\right\|\|P\| \leq\left|d_{1, \epsilon}\right|,
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|\tilde{L}_{11, \epsilon}-\tilde{L}_{11,0}\right\| \leq\left|c_{1, \epsilon}\right|+N^{1 / 2}\left|\gamma c_{1, \epsilon}-\gamma_{0} c_{1,0}\right|, \\
& \left\|\tilde{L}_{12, \epsilon}-\tilde{L}_{12,0}\right\| \leq\left|\tau^{-1} c_{2, \epsilon}\right|, \\
& \left\|\tilde{L}_{21, \epsilon}-\tilde{L}_{21,0}\right\| \leq\left|\tau d_{2, \epsilon}\right|+N^{1 / 2}\left|\tau\left(\gamma d_{2, \epsilon}-\gamma_{0} d_{2,0}\right)\right|, \\
& \left\|\tilde{L}_{22, \epsilon}-\tilde{L}_{22,0}\right\| \leq\left|d_{1, \epsilon}\right| .
\end{aligned}
$$

This means $\left\|\tilde{\mathbf{L}}_{\epsilon}-\tilde{\mathbf{L}}_{0}\right\| \leq \alpha(\epsilon)$, with

$$
\begin{aligned}
\alpha(\epsilon)= & \frac{\epsilon^{2}}{\tau+\epsilon^{2}}\left(N^{1 / 2} \tau+N^{1 / 2}+\tau+\frac{1}{\tau}\right)+\frac{\epsilon^{2}\left(1-\epsilon^{2}\right)}{\left(\epsilon^{2}+\tau\right)^{2}}(1+\tau) \\
& +\frac{\epsilon^{2}\left(\epsilon^{2}+2 \tau+\tau^{2}\right)}{\tau\left(\epsilon^{2}+\tau\right)^{2}} N^{1 / 2}\left(1+\frac{1}{\tau}\right) .
\end{aligned}
$$

6. Finally, we analyze the time complexity. The classical algorithm is to iteratively solve the following equations:

$$
\begin{aligned}
\boldsymbol{r}^{n+1} & =\boldsymbol{B}_{1} \boldsymbol{r}^{n}-A_{1} j^{n}+\widetilde{\boldsymbol{f}}^{n+1} \\
\boldsymbol{j}^{n+1} & =A_{2} \boldsymbol{j}^{n}-\boldsymbol{B}_{2} \boldsymbol{r}^{n}+\widetilde{\boldsymbol{g}}^{n+1}
\end{aligned}
$$

The sparsity of $\boldsymbol{B}_{i}$ and $\boldsymbol{A}_{i}$ is $\mathscr{O}(N)$ and the matrix order is $\mathscr{O}\left(N N_{x}\right)$. Thus the time complexity of each iteration step is $\mathscr{O}\left(N^{2} N_{x}\right)$, and the time complexity after $N_{t}$ iterations is

$$
C=\mathscr{O}\left(N^{2} N_{t} N_{x}\right) .
$$

For the quantum treatment, by the estimates of singular values, the condition number $\kappa=$ $\mathscr{O}\left(N N_{t}\right)$, and the sparsity $s=\mathscr{O}(N)$. Under the given conditions, the error bound $\delta=\mathscr{O}(h)$.

Plug these quantities in (3.2) to get

$$
Q=\mathscr{O}\left(s \kappa \log \left(\frac{1}{\delta}\right)\right)=\boldsymbol{O}\left(N^{2} N_{t} \log N_{x}\right) .
$$

This completes the proof.

## 4. Time Complexity of the Explicit Scheme

### 4.1. Time complexity analysis

As a comparison, in this section we discuss the time complexity of the explicit scheme for both the classical and quantum treatments. We use the upwind finite difference to discretize (1.1). The upwind scheme is

$$
\begin{align*}
& \frac{f_{k, m}^{n+1}-f_{k, m}^{n}}{\tau}+\frac{1}{\epsilon} v_{k}^{+} \frac{f_{k, m}^{n}-f_{k, m-1}^{n}}{h}+\frac{1}{\epsilon} v_{k}^{-} \frac{f_{k, m+1}^{n}-f_{k, m}^{n}}{h} \\
= & \frac{1}{\epsilon^{2}}\left(\frac{1}{2} \sum_{k^{\prime}=-N}^{N} w_{k^{\prime}} f_{k^{\prime}, m}^{n}-f_{k, m}^{n}\right), \tag{4.1}
\end{align*}
$$

or

$$
f_{k, m}^{n+1}-\left[1-\frac{\lambda}{\epsilon}\left(v_{k}^{+}-v_{k}^{-}\right)-\frac{\tau}{\epsilon^{2}}\right] f_{k, m}^{n}-\frac{\lambda}{\epsilon} v_{k}^{+} f_{k, m-1}^{n}+\frac{\lambda}{\epsilon} v_{k}^{-} f_{k, m+1}^{n}-\frac{\tau}{2 \epsilon^{2}} \sum_{k^{\prime}} w_{k^{\prime}} f_{k^{\prime}, m}^{n}=0,
$$

where $\lambda=\tau / h$,

$$
\alpha^{+}=\max \{\alpha, 0\}=\frac{\alpha+|\alpha|}{2} \geq 0, \quad \alpha^{-}=\min \{\alpha, 0\}=\frac{\alpha-|\alpha|}{2} \leq 0 .
$$

Let

$$
\boldsymbol{f}_{m}=\left[f_{-N, m}, f_{-N+1, m}, f_{-N+2, m}, \cdots, f_{N-2, m}, f_{N-1, m}, f_{N, m}\right]^{T}
$$

and define

$$
c_{k}=1-\frac{\lambda}{\epsilon}\left(v_{k}^{+}-v_{k}^{-}\right)-\frac{\tau}{\epsilon^{2}} .
$$

Then (4.1) can be written as

$$
f_{m}^{n+1}-C f_{m}^{n}-\frac{\lambda}{\epsilon} V^{+} f_{m-1}^{n}+\frac{\lambda}{\epsilon} V^{-} f_{m+1}^{n}-\frac{\tau}{2 \epsilon^{2}} W f_{m}^{n}=\mathbf{0}
$$

where

$$
\begin{aligned}
& C=\operatorname{diag}\left(c_{-N}, \cdots, c_{-1}, c_{1}, \cdots, c_{N}\right), \\
& V^{ \pm}=\operatorname{diag}\left(v_{-N}^{ \pm}, \cdots, v_{-1}^{ \pm}, v_{1}^{ \pm}, \cdots, v_{N}^{ \pm}\right),
\end{aligned}
$$

and

$$
W=\left[\begin{array}{cccccc}
w_{-N} & \cdots & w_{-1} & w_{1} & \cdots & w_{N} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
w_{-N} & \cdots & w_{-1} & w_{1} & \cdots & w_{N}
\end{array}\right]_{2 N \times 2 N} .
$$

Let $f^{n}=\left[f_{1}^{n} ; f_{2}^{n} ; \cdots ; f_{N_{x}}^{n}\right]$. One has

$$
\boldsymbol{f}^{n+1}-\boldsymbol{B} \boldsymbol{f}^{n}=\boldsymbol{b}^{n},
$$

where

$$
\boldsymbol{b}^{n}=\frac{\lambda}{\epsilon}\left[V^{+} \boldsymbol{f}_{0}^{n} ; \mathbf{0} ; \cdots ; \mathbf{0} ;-\boldsymbol{V}^{-} \boldsymbol{f}_{N_{x}+1}^{n}\right]
$$

and

$$
\boldsymbol{B}=\left[\begin{array}{ccccc}
C+\frac{\tau}{2 \epsilon^{2}} W & -\frac{\lambda}{\epsilon} V^{-} & & & \\
\frac{\lambda}{\epsilon} V^{+} & C+\frac{\tau}{2 \epsilon^{2}} W & -\frac{\lambda}{\epsilon} V^{-} & & \\
& \ddots & \ddots & \ddots & \\
& & \frac{\lambda}{\epsilon} V^{+} & C+\frac{\tau}{2 \epsilon^{2}} W & -\frac{\lambda}{\epsilon} V^{-} \\
& & & \frac{\lambda}{\epsilon} V^{+} & C+\frac{\tau}{2 \epsilon^{2}} W
\end{array}\right] .
$$

Let $\boldsymbol{U}=\left[f^{1} ; f^{2} ; \cdots ; f^{N_{t}}\right]$. The linear system for the quantum difference approach can be written as

$$
\begin{equation*}
L U=F \tag{4.2}
\end{equation*}
$$

where

$$
L=\left[\begin{array}{cccc}
I & & & \\
-B & I & & \\
& \ddots & \ddots & \\
& & -B & I
\end{array}\right], \quad F=\left[\begin{array}{c}
b^{0}+\boldsymbol{B} \boldsymbol{f}^{0} \\
\boldsymbol{b}^{1} \\
\vdots \\
\boldsymbol{b}^{N_{t}-1}
\end{array}\right]
$$

Theorem 4.1. Let $\delta$ be the error bound and let $h=\mathscr{O}(\epsilon \delta)$ be the spatial step. Suppose the temporal step satisfies $\tau \leq h \epsilon^{2} /(\epsilon+h)$. Then one has
(1) The singular values of the coefficient matrix in (4.2) satisfies

$$
\sigma_{\min } \gtrsim \frac{1}{N_{t}}, \quad \sigma_{\max } \lesssim N^{1 / 2} .
$$

(2) The condition number $\kappa=\mathscr{O}\left(N^{1 / 2} N_{t}\right)$ and the sparsity $s=\mathscr{O}(N)$.
(3) The time complexities of the classical treatment and the quantum treatment for solving (4.2) are

$$
\begin{aligned}
& C=\mathscr{O}\left(N^{2} N_{t} N_{x}\right)=\mathscr{O}\left(N^{2} \epsilon^{-3} \delta^{-2}\right), \\
& Q=\mathscr{O}\left(N^{3 / 2} N_{t} \log N_{x}\right)=\mathscr{O}\left(N^{3 / 2} \epsilon^{-2} \delta^{-1} \log \left((\epsilon \delta)^{-1}\right)\right) .
\end{aligned}
$$

Proof. 1) The truncation error is $\mathscr{O}\left(\tau+h / \epsilon+((2 N)!)^{-1} / \epsilon^{2}\right)$. Let the error bound be $\delta$. Then we can choose $h=\mathscr{O}(\epsilon \delta)$.
2) We first consider the minimum singular value. By definition, one has $\sigma_{\min }(L)=$ $1 /\left\|L^{-1}\right\|$. It suffices to give an upper bound of $\left\|\boldsymbol{L}^{-1}\right\|$. By a direct calculation, one obtains
$L^{-1}=\left[\begin{array}{ccccc}\boldsymbol{I} & & & & \\ \boldsymbol{B} & \boldsymbol{I} & & & \\ \boldsymbol{B}^{2} & \ddots & \ddots & \\ \vdots & \ddots & \ddots & \ddots & \\ \boldsymbol{B}^{N_{t}-1} & \cdots & \boldsymbol{B}^{2} & \boldsymbol{B} & \boldsymbol{I}\end{array}\right]=\left[\begin{array}{lllll}\boldsymbol{I} & & & & \\ & \boldsymbol{I} & & & \\ & & \ddots & & \\ & & & \ddots & \\ & & & & \boldsymbol{I}\end{array}\right]+\left[\begin{array}{ccccc}\boldsymbol{O} & & & & \\ \boldsymbol{B} & \boldsymbol{O} & & & \\ & \ddots & \ddots & & \\ & & \ddots & \ddots & \\ & & & \boldsymbol{B} & \boldsymbol{O}\end{array}\right]+\cdots$,
hence,

$$
\left\|\boldsymbol{L}^{-1}\right\| \leq\|\boldsymbol{I}\|+\|\boldsymbol{B}\|+\cdots+\left\|\boldsymbol{B}^{N_{t}-1}\right\| .
$$

Now we estimate $\left\|\boldsymbol{B}^{n}\right\|$. The matrix $\boldsymbol{B}$ can be split as $\boldsymbol{B}=\boldsymbol{B}_{1}+\alpha \boldsymbol{B}_{2}$, where $\alpha=\tau / \epsilon^{2}$,

$$
\boldsymbol{B}_{1}=\left[\begin{array}{ccccc}
C & -\frac{\lambda}{\epsilon} V^{-} & & & \\
\frac{\lambda}{\epsilon} V^{+} & C & -\frac{\lambda}{\epsilon} V^{-} & & \\
& \ddots & \ddots & \ddots & \\
& & \frac{\lambda}{\epsilon} V^{+} & C & -\frac{\lambda}{\epsilon} V^{-} \\
& & & \frac{\lambda}{\epsilon} V^{+} & C
\end{array}\right], \quad \boldsymbol{B}_{2}=\frac{1}{2}\left[\begin{array}{lllll}
W & & & & \\
& W & & & \\
& & \ddots & & \\
& & & W & \\
& & & & W
\end{array}\right] .
$$

When $\tau \leq h \epsilon^{2} /(\epsilon+h)$ or $\lambda \leq \epsilon^{2} /(\epsilon+h)$, one easily finds that

$$
c_{k}=1-\frac{\lambda}{\epsilon}\left(v_{k}^{+}-v_{k}^{-}\right)-\frac{\tau}{\epsilon^{2}} \geq 0
$$

Since $v_{k}^{+} \geq 0$ and $v_{k}^{-} \leq 0$, using the Gershgorin-type lemma for singular values, one gets

$$
\left\|\boldsymbol{B}_{1}\right\| \leq\left(1-\frac{\lambda}{\epsilon}\left(v_{k}^{+}-v_{k}^{-}\right)-\frac{\tau}{\epsilon^{2}}\right)+\frac{\lambda}{\epsilon} v_{k}^{+}-\frac{\lambda}{\epsilon} v_{k}^{-}=1-\frac{\tau}{\epsilon^{2}},
$$

and $\left\|\boldsymbol{B}_{1}\right\|+\alpha \leq 1$. Let $\mathbb{1} \in \mathbb{R}^{2 N}$ be a column vector with all entries being 1 . Then $W=\mathbb{1} \boldsymbol{w}^{T}$, where $\boldsymbol{w}=\left[w_{-N}, \cdots, w_{N}\right]^{T}$. It is known that $W$ is diagonalizable since $W$ is a rank-one matrix. Let $\Lambda=X W X^{-1}$ be the diagonal matrix. One can verify that $X$ can be written as $X=Y D_{w}^{1 / 2}$, where $D_{w}=\operatorname{diag}(w)$ and $Y$ is an orthogonal matrix. In fact, noting that

$$
D_{w}^{1 / 2} W D_{w}^{-1 / 2}=D_{w}^{1 / 2} \mathbb{1} \boldsymbol{w}^{T} D_{w}^{-1 / 2}=D_{w}^{1 / 2} \mathbb{1} \mathbb{1}^{T} D_{w}^{1 / 2}
$$

is a diagonal matrix and similar to $W$, we can select an orthogonal matrix $Y$ such that

$$
D_{w}^{1 / 2} W D_{w}^{-1 / 2}=Y^{-1} \Lambda Y, \quad Y=Y^{T}
$$

as required.
Let $D_{X}=\operatorname{diag}(X, \cdots, X)$ and $D_{\Lambda}=\operatorname{diag}(\Lambda, \cdots, \Lambda)$ and define $\tilde{\boldsymbol{B}}_{1}=D_{X} \boldsymbol{B}_{1} D_{X}^{-1}$. Then, $D_{X} \boldsymbol{B}_{2} D_{X}^{-1}=D_{\Lambda} / 2$ and

$$
\begin{aligned}
\left\|\boldsymbol{B}^{n}\right\| & =\left\|\left(D_{X}^{-1} \tilde{\boldsymbol{B}}_{1} D_{X}+\frac{\alpha}{2} D_{X}^{-1} D_{\Lambda} D_{X}\right)^{n}\right\|=\left\|D_{X}^{-1}\left(\tilde{\boldsymbol{B}}_{1}+\frac{\alpha}{2} D_{\Lambda}\right)^{n} D_{X}\right\| \\
& \leq\left\|D_{X}^{-1}\right\|\left\|D_{X}\right\|\left\|\left(\tilde{\boldsymbol{B}}_{1}+\frac{\alpha}{2} D_{\Lambda}\right)^{n}\right\| \leq \kappa\left(D_{X}\right)\left(\left\|\tilde{\boldsymbol{B}}_{1}\right\|+\frac{\alpha}{2}\left\|D_{\Lambda}\right\|\right)^{n} \\
& =\kappa(X)\left(\left\|\tilde{\boldsymbol{B}}_{1}\right\|+\frac{\alpha}{2}\|\Lambda\|\right)^{n},
\end{aligned}
$$

where $\kappa(X)$ is the condition number of $X$. A direct calculation gives

$$
\begin{aligned}
& \tilde{\boldsymbol{B}}_{1}=D_{X} \boldsymbol{B}_{1} D_{X}^{-1} \\
& =\left[\begin{array}{cccc}
Y D_{w}^{1 / 2} & & & \\
& Y D_{w}^{1 / 2} & & \\
& & \ddots & \\
& & & Y D_{w}^{1 / 2}
\end{array}\right]\left[\begin{array}{cccc}
C & -\frac{\lambda}{\epsilon} V^{-} & & \\
\frac{\lambda}{\epsilon} V^{+} & \ddots & \ddots & \\
& \ddots & \ddots & -\frac{\lambda}{\epsilon} V^{-} \\
& & \frac{\lambda}{\epsilon} V^{+} & C
\end{array}\right] \\
& \times\left[\begin{array}{llll}
D_{w}^{-1 / 2} Y^{-1} & & & \\
& D_{w}^{-1 / 2} Y^{-1} & & \\
& & \ddots & \\
& & & D_{w}^{-1 / 2} Y^{-1}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
Y & & & \\
& Y & & \\
& & \ddots & \\
& & & Y
\end{array}\right]\left[\begin{array}{cccc}
C & -\frac{\lambda}{\epsilon} V^{-} & & \\
\frac{\lambda}{\epsilon} V^{+} & \ddots & \ddots & \\
& \ddots & \ddots & -\frac{\lambda}{\epsilon} V^{-} \\
& & \frac{\lambda}{\epsilon} V^{+} & C
\end{array}\right]\left[\begin{array}{llll}
Y^{-1} & & & \\
& Y^{-1} & & \\
& & \ddots & \\
& & & \\
& & & \\
& & & \\
& & &
\end{array}\right] \\
& =: D_{Y} \boldsymbol{B}_{1} D_{Y}^{-1},
\end{aligned}
$$

where we have used the fact that

$$
D_{w}^{1 / 2} A D_{w}^{-1 / 2}=A \quad \text { for } \quad A=C, V^{ \pm}
$$

since they are diagonal matrices. It is obvious that $D_{Y}$ is an orthogonal matrix, which implies $\left\|\tilde{\boldsymbol{B}}_{1}\right\|=\left\|\boldsymbol{B}_{1}\right\|$. Therefore,

$$
\begin{aligned}
\left\|\boldsymbol{B}^{n}\right\| & \leq \kappa(X)\left(\left\|\boldsymbol{B}_{1}\right\|+\frac{\alpha}{2}\|\Lambda\|\right)^{n} \leq \kappa(X)\left(\left\|\boldsymbol{B}_{1}\right\|+\alpha\right)^{n} \leq \kappa(X) \\
& =\left\|Y D_{w}^{1 / 2}\right\|\left\|D_{w}^{-1 / 2} Y^{-1}\right\| \leq \sqrt{\frac{\max \left(w_{k}\right)}{\min \left(w_{k}\right)}}=: r_{w}
\end{aligned}
$$

This shows

$$
\left\|L^{-1}\right\| \lesssim r_{w} N_{t} \quad \text { or } \quad \sigma_{\min }(L) \gtrsim \frac{1}{\left(r_{w} N_{t}\right)} .
$$

3) For the maximum singular value, one obtains from the Gershgorin-type lemma that

$$
\|\boldsymbol{L}\| \leq 1+\|\boldsymbol{B}\| \leq 1+\left\|\boldsymbol{B}_{1}\right\|+\alpha\left\|\boldsymbol{B}_{2}\right\| \leq 2+\frac{1}{2}\|\boldsymbol{W}\| \lesssim N^{1 / 2} .
$$

4) It is obvious that the sparsity $s=\mathscr{O}(N)$. From the above estimates, we know that the condition number $\kappa=\mathscr{O}\left(N^{1 / 2} N_{t}\right)$.
5) The analysis of the time complexity can be carried out as that of the diffusive relaxation scheme.

### 4.2. Discussion on the lower bound

It is an interesting-albeit not trivial-project to derive a lower bound not just for the explicit scheme, but for all other schemes. The optimal quantum algorithm for the QLSP in [8] is constructed by using the discrete adiabatic theorem or the discrete-time adiabatic evolution, which is based on a sequence of $T$ walk operators. Let $U_{T}(s)$ be the discrete adiabatic evolution operator defined in [8] and let $U_{T}^{A}$ be the ideal adiabatic evolution operator. To determine the complexity of the algorithm in terms of $\kappa$, the authors in [8] show that

$$
\left\|U_{T}-U_{T}^{A}\right\| \leq \frac{C \kappa}{T}
$$

which means that to obtain the solution to fixed error one can use $T=\mathscr{O}(\kappa)$ steps. If one can prove that

$$
\left\|U_{T}-U_{T}^{A}\right\| \geq \frac{C \kappa}{T}
$$

for our specific problem, then the run time may be at least $\mathscr{O}(\kappa)$. Such a lower bound may be difficult to establish even for the upper bound as observed in [8].

We remark that it may be relatively easy to give a lower bound for the Fourier approach in [6]. The argument is described as follows. The Fourier approach is based on an approximation of $A^{-1}$ as a linear combination of unitaries $\mathrm{e}^{-\mathrm{i} A t_{i}}$ (LCU for short), where $A$ is for the QLSP: $A|x\rangle=|b\rangle$. According to [6, Lemma 12],

$$
g(A)=\frac{\mathrm{i}}{\sqrt{2 \pi}} \int_{0}^{y_{J}} \mathrm{~d} y \int_{-z_{K}}^{z_{K}} \mathrm{~d} z z \mathrm{e}^{-z^{2} / 2} \mathrm{e}^{-\mathrm{i} A y z}
$$

is $\beta$-close to $A^{-1}$ for some $y_{J}=\Theta(\kappa \sqrt{\log (\kappa / \beta)})$ and some $z_{K}=\Theta(\sqrt{\log (\kappa / \beta)})$, where $\beta$ is the error bound and $f=\Theta(g)$ means $f=\mathscr{O}(g)$ and $g=\mathscr{O}(f)$. The integral is then approximated by the following finite sum:

$$
h(A)=\frac{\mathrm{i}}{\sqrt{2 \pi}} \sum_{j=0}^{J} \Delta y \sum_{k=-K}^{K} \Delta z z_{k} \mathrm{e}^{-z_{k}^{2} / 2} \mathrm{e}^{-\mathrm{i} A y_{j} z_{k}}
$$

which is a linear combination of the unitaries $\mathrm{e}^{-\mathrm{i} A t_{i}}$ for $t_{i} \in \mathbb{R}$.
According to [6, Corollary 10], the algorithm for applying the LCU makes $\mathscr{O}(\alpha)$ uses of the oracles for the input models, where $\alpha$ is the $L^{1}$ norm of the coefficients of the linear combination. For the given linear combination, it is proved that

$$
\alpha=\Theta\left(y_{J}\right)=\Theta(\kappa \sqrt{\log (\kappa / \beta)})
$$

which implies the lower bound

$$
Q_{\text {lower }} \gtrsim \kappa
$$

if we assume that the time complexity of the LCU algorithm is optimal.

It remains to give a lower bound in the form of $\kappa(L) \geq C / \epsilon^{\alpha}$ for some $\alpha>0$. For the lower bound of $\sigma_{\max }(\boldsymbol{L})$, noting that $\boldsymbol{L}^{T} \boldsymbol{L}=\operatorname{tril}\left(-\boldsymbol{B}, \boldsymbol{I}+\boldsymbol{B}^{T} \boldsymbol{B},-\boldsymbol{B}^{T}\right)$, we obtain from the Rayleigh representation theorem of eigenvalues of symmetric matrices that

$$
\lambda_{\max }\left(\boldsymbol{L}^{T} \boldsymbol{L}\right) \geq \lambda_{\max }\left(\boldsymbol{I}+\boldsymbol{B}^{T} \boldsymbol{B}\right) \geq \max _{i}\left(\boldsymbol{I}+\boldsymbol{B}^{T} \boldsymbol{B}\right)_{i i}=\mathscr{O}(N)
$$

or

$$
\sigma_{\max }(L) \geq \mathscr{O}\left(N^{1 / 2}\right)
$$

Next we discuss the upper bound of $\sigma_{\min }(L)$. From the Rayleigh representation theorem, one obtains

$$
\left\|\boldsymbol{L}^{-1}\right\|^{2} \geq \lambda_{\max }\left(\boldsymbol{I}+\boldsymbol{B}^{T} \boldsymbol{B}+\left(\boldsymbol{B}^{2}\right)^{T} \boldsymbol{B}^{2}+\cdots+\left(\boldsymbol{B}^{N_{t}-1}\right)^{T} \boldsymbol{B}^{N_{t}-1}\right)
$$

Let $\lambda_{\max }(\boldsymbol{B})$ be the largest eigenvalue of $\boldsymbol{B}$ with the corresponding eigenvector denoted by $\xi$. Then,

$$
\left\|\boldsymbol{L}^{-1}\right\|^{2} \geq \frac{\xi^{T}\left(\boldsymbol{I}+\boldsymbol{B}^{T} \boldsymbol{B}+\left(\boldsymbol{B}^{2}\right)^{T} \boldsymbol{B}^{2}+\cdots+\left(\boldsymbol{B}^{N_{t}-1}\right)^{T} \boldsymbol{B}^{N_{t}-1}\right) \xi}{\xi^{T} \xi}=\sum_{k=0}^{N_{t}-1} \lambda_{\max }^{2 k}(\boldsymbol{B}) .
$$

We want to show that $\lambda_{\text {max }}(\boldsymbol{B}) \geq 1$, which implies

$$
\sigma_{\min }(L) \leq 1 / N_{t}^{1 / 2}
$$

and hence

$$
\kappa(L) \geq\left(N N_{t}\right)^{1 / 2} \geq \frac{N^{1 / 2}}{\epsilon}
$$

where the CFL condition in Theorem 4.1 has been used. However, we do not find a rigorous proof of $\lambda_{\max }(\boldsymbol{B}) \geq 1$ although it was numerically verified. For example, when choosing the Gaussian points and weights as

$$
\begin{aligned}
v= & {[-0.9602898565,-0.7966664774,-0.5255324099,-0.1834346425,} \\
& 0.1834346425,0.5255324099,0.7966664774,0.9602898565] \\
w= & {[0.1012285363,0.2223810345,0.3137066459,0.3626837834} \\
& 0.3626837834,0.3137066459,0.2223810345,0.1012285363],
\end{aligned}
$$

and set

$$
h=\delta \epsilon, \quad \tau=\frac{h \epsilon^{2}}{h+\epsilon}
$$

we obtain $\lambda_{\text {max }}(\boldsymbol{B})=1$ for $\delta=0.1$ and $\epsilon=0.01$ for instance.

## 5. Conclusions

We studied the time complexities of finite difference methods for solving the multiscale transport equation in the setting of quantum computing. Our results show that the quantum implementation of the classical Asymptotic-Preserving schemes, a popular multiscale framework for multiscale problems [13], is equally important in quantum computing since they allow the computational costs for quantum algorithms to be independent of the small physical scaling parameters. This study also suggests that one should take full advantage of state-of-the-art multiscale classical algorithms when designing quantum algorithms for multiscale PDEs.
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