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1. Introduction

In this paper we consider the nonlinear eigenvalue problem (NEP)

T (λ)x = 0, (1.1)

where T (λ) is an analytic n×n matrix-valued function of complex variable λ. The problem

(1.1) includes the classical eigenvalue problem (T (λ) = λI−A), the generalised eigenvalue

problem (T (λ) = λA−B), the quadratic eigenvalue problem (T (λ) = λ2A+λB+C) — [16,

27], the polynomial eigenvalue problem (T (λ) = λmAm+λ
m−1Am−1+ · · ·+λA1+A0) — [6,

16] and the delay eigenvalue problem (T (λ) = λI−A−
∑m

i=1 Aie
−τiλ) — [10,11]. Nonlinear

eigenvalue problems arise in various applications, including nonlinear ordinary differential

equations [26], acoustic surface waves [32], photonic band structures [24], vibration of

viscoelastic structures [1,5] and fluid-solid structures [3,30], simulation of quantum dots

[8, 31], the stability of time-delay systems [20] and so on. For more information about

possible applications of the NEP (1.1) and numerical methods for its solution the reader

can consult Ref. [19].

It is well known that λ is an eigenvalue of the problem (1.1) if and only if it satisfies

the characteristic equation

det
�

T (λ)
�

= 0. (1.2)
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The root of the equation (1.2) can be derived by the Newton method

λk = λk−1−
1

tr (T (λk−1)
−1T ′(λk−1))

, k = 1,2, · · · ,

where T ′(λk−1) is the derivative of T (λ) at the point λ= λk−1 and tr (A) denotes the trace

of the matrix A — cf. Ref. [13,16]. If an eigenvalue of the matrix T is known, the associated

eigenvector can be constructed by the inverse iteration [21].

Let T (λ)P(λ) = Q(λ)R(λ) be a QR decomposition with column pivoting of the matrix

T (λ) — i.e. P(λ) and Q(λ) are, respectively, permutation and unitary matrices, and the

matrix R(λ) = (ri j(λ)) is upper-triangular with the diagonal entries ordered as

�

�r11(λ)
�

� ≥
�

�r22(λ)
�

� ≥ · · · ≥
�

�rnn(λ)
�

�.

Kublanovskaya [15] used the Newton method for the equation rnn(λ) = 0 to find an eigen-

value of the NEP (1.1). Jian and Singhal [9] improved the approach of [15] and established

the quadratic convergence of the method. Li [17,18] presented sufficient conditions for a

smooth QR decomposition and developed numerical methods for NEP (1.1). A similar

method, but based on a smooth LU decomposition of T (λ), has been studied in [4, 32].

Nevertheless, for large matrices, the above methods are not as efficient as required.

If σmin(T (λ)) is the smallest singular value of the matrix T (λ), then λ is an eigenvalue

of the NEP (1.1) if and only if it satisfies the equation

σmin

�

T (λ)
�

= 0.

Hence, the singular value decomposition (SVD) of the matrix T (λ) can be used to determine

the solution of the NEP (1.1) and such an approach, combined with the Newton method,

has been employed by Guo et al. — cf. Ref. [7]. On the other hand, the necessity to compute

SVD of the corresponding matrix at each iteration step presents additional challenges in the

method implementation. Therefore, the inverse iteration method is used to approximate

the smallest singular value and the associated left and right singular vectors of T (λ).

The paper is organized as follows. In Section 2, we consider the solution of the NEP

(1.1) by the Newton method based on singular value decomposition and propose a modifi-

cation of this approach. Section 3 deals with the convergence of the method. In particular,

it is shown that convergence is locally quadratic. Numerical examples are discussed in

Section 4, and our concluding remarks are in Section 5.

2. Modified Newton Method for NEP

Let I denote the identity matrix, diag (a1, a2, · · · , an) the diagonal matrix with the di-

agonal entries a1, a2, · · · , an, T H(λ) the conjugate transpose to the matrix T (λ), and ‖A‖
the Euclidean norm of a matrix (a vector) A. Any matrix A can be written in the form

A= [α1,α2, · · · ,αn], with the column-vectors α j. This notation is used in what follows.


