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Abstract

A piecewise cubic curve fitting algorithm preserving monotonicity of the data
without modification of the assigned slopes ig proposed. The algorithm has the
same order of convergence as Yan'’s algorithm!®) and Gasparo-Morandi’s a.lgnrithmlﬁ]
for accurate or O(h?) accurate given data, but it has a more visually pleasing curve
than those two algorithms. We also discuss the convergence order of cubic rational
interpolation for O(h?) accurate data.

. 1. Introduction

»

A D I N T S v

The problem of monotonicity preserved interpolation has been considered by a num-
ber of authors. Fritsch and Carlson!¥ have obtained necessary and sufficient conditions
for a cubic Hermite interpolant to be monotone on an interval. Eisentat, Jackson and
Lewisl® derived a fourth-order accurate algorithm which is a modification of Fritsch
and Carlson’s algorithm. Beatson and Wolkowicz!!! considered monotone interpolation
schemes of the fitting and modifying type, and gave the optimal order error properties
of their algorithms. Gregory and Delbourgol® gave an explicit representation of a piece-
wise rational quadratic function; they also gave an explicit representation of a piecewise
rational cubic function!?: both explicit representations produce monotone interpolation
for given monotone data. Yan!®! gave a piecewise cubic curve fitting algorithm without
modification of the assigned slopes through inserting two knots to construct a horizontal
line on a non-monotone interval. Gasparo-Morandi’s algurithm[5l is a modification of
Yan’s algcrrithm[BI . which inserts two knots to construct a slope line on a non-monotone
interval.

Our algorithm which inserts two knots to construct two quadratic curves on a non-
monotone interval is also a modification of Yan's algorithm!® and Gasparo-Morandi'’s
algorithm!®. An O(h*) convergence result is obtained when the exact function and
derivative values are available; otherwise, an O(hP) (p = min(4, g)) convergence is
obtained for an O(h9) accurate function and derivative values. The proof process of
the main result is similiar to that in Yan!® and Gaspa.ro—Mﬂra,ndi[E] . We also discuss
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the convergence order of cubic rational interpolation with the O(h9) accurate function

and derivative values, and an O(hP)
The paper begins with a definition
~onditions, and construction of our algorithm. The convergence an
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2. The Algorithm

Let f(z) € C'[a,b] be a monotone increasing function. Let m: a = 21 < T2 <

... < z, = b be a partition of the interval I = [a,b]. Suppose that and d; are

approximate values of f(z) and f'(x) at the partition points i respectively. Let hi =2
Tir1 — Tis Ay = Ykl = yi, Di = Ay;[hi,t = 1,2,---, % In particular we suppose thaﬁ_’r
there exists an integer g > 0 such that . 3

y; = f(=i) + O(hY), d; = f'(zi) + O(h7),

i}. Now, we construct a piecewise cubic funct

1= 11 23 SR L (2‘1)
where i = max{h ion s(z) € C'[I] such
that
3($i) == Ui Sl(mi) = d, g 0%, T (22) .i

s(x) is defined by
0o 3A; i
d: d;:l +38% ) ) + diz —zi) + i (2.3) 3

notonicity is that .
(2.4)

In each subinterval I; = [z, Zis1),
a; + diry — 24
si(x) = ;;; (z —x;)° -
i

It is clear that a necessary condition for mo
sgn (d;) = sgn (di41) = s&n (Ai)-

constant) on I; if and only if =
(2.4) is satisfied.

Furthermore, if A; = 0, then s(z) is monotone (i.e.

d; = di+1 = 0. The remainder of this section assumes that A; # 0 and

Let a; = di/ A, Bi = dit1 /Ai. Then we have the following lemmas!¥.

Lemma 1. Ifa; +8i—2 < 0, then s(z) is monotone on I; if and only if (2.4) is

satisfied.
Lemma
if and only if one
(i) 20; + Bi +3 £ 0,
(i) ;i +26; —3 <0, or
3)%/3(a + 8 — 2)-

where ¢(a, B) = & — (2a+ 5 =
In general, s;(z) has the following form: sj(z) = a(z — 7)? + w, where Z is the.

extreme point of s(z). We denote p, 7, w as pp =T — Tiy 1
clear that s(z) is not monotone on I; if and only if

B 1 W and Aiw <0,

2. Ifai+Bi—2>0, and (2.4) is satisfied, then s(zx) is monotone on I,.

of the following conditions is satisfied:

L}
=l '.f_ gy /

L |
T W
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= x4y — T, w = 8i(Z). I¢ is

(2.5)



