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ON THE CONVERGENCE OF ASYNCHRONOUS NESTEDMATRIX MULTISPLITTING METHODS FOR LINEARSYSTEMS�1)Zhong-zhi Bai(State Key Laboratory of S
ienti�
/Engineering Computing, Institute of ComputationalMathemati
s and S
ienti�
/Engineering Computing, Chinese A
ademy of S
ien
esP.O. Box 2719, Beijing 100080, China)De-ren Wang(Department of Mathemati
s, Shanghai University, Shanghai 201800, China)D.J. Evans(Parallel Algorithms Resear
h Centre, Loughborough University of Te
hnology Loughborough,U.K.)Abstra
tA 
lass of asyn
hronous nested matrix multisplitting methods for solving large-s
ale systems of linear equations are proposed, and their 
onvergen
e 
hara
teriza-tions are studied in detail when the 
oeÆ
ient matri
es of the linear systems aremonotone matri
es and H-matri
es, respe
tively.Key words: Solution of linear systems, Asyn
hronous parallel iteration, Matrixmultisplitting, Relaxation method, Convergen
e.1. Introdu
tionThere has been a lot of literature (see [1℄{[6℄ and [12℄) on the parallel iterativemethods for the large-s
ale system of linear equationsAx = b; A 2 L(Rn) nonsingular; x; b 2 Rn (1.1)in the sense of matrix multisplitting sin
e the pioneering work of O'Leary and White(see [1℄) was published in 1985. One of the most re
ent result may be the studieson a 
lass of asyn
hronous parallel matrix multisplitting relaxation methods proposedin [6℄. These methods, just as was pointed out in [6℄, are suitable to the high speedmultipro
essor systems (MIMD-systems). However, the method given in the paperrequires ea
h pro
essor of the MIMD-system to solve a sub-system of linear equationsat every iterative step. The 
omputations of the solutions of these � sub-systemsof linear equations then turn to the main tasks in 
on
rete implementations of this� Re
eived May 26, 1997.1)Proje
t 19601036 supported by the National Natural S
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hronous parallel matrix multisplitting relaxation method. Therefore, it deservesfurther investigation on both the method model and the 
onvergen
e theory.In this paper, through 
ombining ea
h iteration distributed on the 
orrespondingpro
essor with an inner iteration, whi
h is used to solve its sub-system of linear equa-tions, we 
onstru
t a 
lass of new asyn
hronous matrix multisplitting methods, whi
hare 
alled, following the 
ustomary, asyn
hronous nested matrix multisplitting meth-ods. The 
onvergen
e properties of these new methods are dis
ussed in detail when the
oeÆ
ient matrix A 2 L(Rn) is a monotone matrix as well as an H-matrix. This work
an be thought of a further development of [6℄, and also a generalization of [9℄{[10℄ toasyn
hronous matrix multisplitting methods.For the 
onvenien
e of the subsequent dis
ussions, in the remainder of this se
tion,we will restate the �rst asyn
hronous parallel matrix multisplitting method in [6℄.We re
all that a 
olle
tion of triples (Mi; Ni; Ei) (i = 1; 2; � � � ; �) (� � n, a givenpositive integer) is 
alled a multisplitting of a matrix A 2 L(Rn) if Mi; Ni; Ei 2 L(Rn)(i = 1; 2; � � � ; �) with ea
h Ei being nonnegatively diagonal, and satisfy: (1) A =Mi�Ni(i = 1; 2; � � � ; �); (2) det(Mi) 6= 0(i = 1; 2; � � � ; �); and (3)Xi Ei = I(I 2 L(Rn)is the identity matrix).Here, we have assumed that the MIMD-system 
onsidered is made up of � CPU's.Correspondingly, the following notations are also indespensable: (i) for 8p 2 N0 =f0; 1; 2; � � �g, J = fJ(p)gp2N0 is used to denote a sequen
e of nonempty subset of the setf1; 2; � � � ; �g; (ii) S = fs1(p); s2(p); � � � ; s�(p)gp2N0 are � in�nite sequen
es. The sets Jand S have the following properties: (a) for 8i 2 f1; 2; � � � ; �g, the set fp 2 N0ji 2 J(p)gis in�nite; (b) for 8i 2 f1; 2; � � � ; �g;8p 2 N0, it holds that si(p) � p; and (
) for8i 2 f1; 2; � � � ; �g, it holds that limp!1 si(p) =1.With these preparations, the asyn
hronous parallel matrix multisplitting methodin [6℄ 
an be des
ribed as follows:ALGORITHM (see [6℄): Suppose that we have got approximations x0; x1; � � � ; xpto the solution x� of (1.1). Then the (p + 1)-th approximation xp+1 of x� 
an be
al
ulated by xp+1 =Xi Eixi;p (1.2)with xi;p being either xp for i =2 J(p) or the solution of the sub-system of linear equationsMixi;p = Nixsi(p) + b (1.3)for i 2 J(p).2. Asyn
hronous Nested Matrix Multisplitting MethodsFor the purpose of establishing our new methods, we �rst introdu
e the following
on
ept: A 
olle
tion (Mi : Fi; Gi;Ni;Ei) (i = 1; 2; � � � ; �) is 
alled a two-level multi-splitting of a matrix A 2 L(Rn) if (Mi; Ni; Ei) (i = 1; 2; � � � ; �) is a multisplitting ofit and Mi = Fi � Gi;det(Fi) 6= 0(i = 1; 2; � � � ; �). Based on this 
on
ept, by solving


