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Abstract

A new kind of matrix-valued rational interpolants is recursively established by means
of generalized Samelson inverse for matrices, with scalar numerator and matrix-valued
denominator. In this respect, it is essentially different from that of the previous works [7,
9], where the matrix-valued rational interpolants is in Thiele-type continued fraction form
with matrix-valued numerator and scalar denominator. For both univariate and bivariate
cases, sufficient conditions for existence, characterisation and uniqueness in some sense are
proved respectively, and an error formula for the univariate interpolating function is also
given. The results obtained in this paper are illustrated with some numerical examples.
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1. Introduction

Many kinds of matrix-valued rational interpolation or approximation problems have ap-
peared in recent years, which have been found to be useful in linear system theory, especially
when the system is multi-input and multi-output. Pada interpolation and Pada approximation
can be generalized to the matrical case to approximate a matrix-valued power series [3, 5]. By
means of the reachability and the observability indices of defined pairs of matrices, Antoulas et
al. [2] solved the minimal matrix rational interpolation problem. According to Loewner ma-
trix, Anderson and Antoulas [1] discussed the problem of passing from interpolation data for
a real rational transfer- function matrix to a minimal state-variable realization of the transfer-
function matrix. Bose and Basu [4] discussed a matrix-valued approximant with matrix-valued
numerator and denominator for the approximation of a bivariate matrix power series.

Motivated by Graves-Morris’ Thiele-type vector-valued rational interpolants [6], Gu Chuan-
ging and Chen Zhibing [7] discussed the matrix-valued rational interpolants in Thiele-type con-
tinued fraction form, with matrix-valued numerator and scalar donominator. Given a set of dis-
tinct real points {z; : i =0,1,---,n} and a corresponding set of matrical data {4; : i =0,1,--,
n, A; = A(z;) € C™*™}, [7] showed explicitly that
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can serve to interpolate the given matrices. Gu Chuanqing also generalized (1.1) to the bivariate
case [9]. The working tool of this kind of matrix-valued rational interpolants is closely ralated
to the generalized Samelson inverse for matrices which was first introduced in [7] as following
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where A = (a;;) € C"™*™ and
1A = (trAHA)E - (ZZ |aij|2)§. (1.3)
i=1 j=1

A is the conjugate transpose matrix of A. from (1.2) and (1.3), it can be derived that
(471) 1 = 4, (1.4)

which turns out to be an useful technique in this paper.

[10] shows that by using of the generalized Samelson inverse for matrices (1.2) in matrix-
valued rational approximation problems, one need not have to define left and right approxima-
tion.

In this paper, we consider a new kind of matrix-valued rational interpolants based on (1.2),
with scalar numerator and matrix-vlaued denominator, which is called Neville-type matrix-
valued rational interpolants (NMRI). In this respect, it is essentially different from those of
the authors’ previous work [7, 9], where the matrix-valued rational interpolants is in Thiele-
type continued fraction form with matrix-valued numerator and scalar denominator. Although
NMRI is also based on the generalized Samelson inverse for matrices, compared with those
obtained in [7] and [9], it has the following advantages: first, the total degrees of the numerator
and denominator is low than that in [7] and [9](theorem 3.2, theorem 4.5); second, in the
construction process, one need not compute each matrical inverse, by (1.5) one just “turn over”
the matrix twice can make the computation easy(example 5.1-5.3); third, the interpolation
is defined through recursive algorithm, hence, it is more suitable to calculate the value of a
matrix-valued function for a given point (example 5.2).

In section 2, we iteratively construct NMRI. In section 3, some important conclusions such
as characterisation and uniqueness in some sense are proven respectfully , and an error formula
for NMRI is also given and proven. In section 4, most results obtained in section 3 are extended
to the bivariate case (BNMRI). In last section, some numerical examples are given to illustrate
the results in this paper.

2. NMRI

Given a set of distinct real points {z; : i =s,s+1,---,s +v,z; € R} and a corresponding
set of matrix data {4;: i=s,s+1,---,s+ v, A; = A(x;) € C"™*™}, we will construct NMRI
as

N (x)
MY =2 2.1
where N?(x) is a real polynomial and DY(z) is a real or complex polynomial matrix, such that
v Ng(zi) 1 :
MS(xl):m:E, Z:S,S+1,"',S+U. (22)

By (1.2), it is easy to prove
Lemma 2.1. For A,C € R™*™ and b € R,b # 0, then

A =00, (2.3)
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For simplicity, we define



