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Abstract

The estimation of the molation to the matrix equation AX —~XB=(C ia primarily dependent
on the quantity sep(4, B) imtroduced by Btewari®!, Varahi® has given some examples to show
that sepp(4, B) can be very small even though the egenvalnea of A and B are well soparated. In
thmpaperwagweaamalumhounﬂaufasp;(d.BL B . :

- §L Introdﬁcﬁon .

Investigations of perturba.tmn bounds for invariant subspaces are frequenﬂy
reduced to estimations of npper bounds for the snluhon X to the matrix equation™

. AX-XB=C (M4) NAB)=9),
where A(+) denotes thB gt of all eigenvalues of & matrix, @ is the empry set. Stewart™
has difined the separation beiween A a.nd B -

1X1=1
whero | | is any matrix norm; thus we obfain

1 X <]O|/sep(4, B).

Therefore it is necessary %o find “lower bounds of sep(d, B) whenever one i3

investigating perturbations of invariani subspaoces.
For A and B normal, Stewart™ shows that if A(4) = {A\;} and }\.(B) = {4} then

sepr(A, B)=min [AX —XBlr =Iﬂln|?u iyl , (1.2)

iIXIp=1

where | |5 is the Frobenius norm. However, for 4 and B non-ﬂnormal a.ncl
A(4) NA(B) =9,
up to now we have only the following estimation™ . -
O{BBP(A B) -Qmml?u.; il (1.3)

and Varah'® hag given some examples to show that sepr(4, B) {}EII. he very small
even though the eigenvalues of 4 and B are well separated.

. In this paper we try to. give some - lower bounds of H'BPF(A B). Wa use
feduatiﬂns of A and B %o Jordan canonical forms in § 2 and 0 some blook diagonal
forms in § 3. g

. Notatéon. The gymbol C"** denotes the set of oomplex m X n matrices. I®.ig the
‘X n identity matrm and O is the nu]l matrix. Sometimes we express ‘the: block:
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diagonal matrix [4,, -+, Ap] as [+, 4, 1. (g [‘_di’ 0-" A )(m d'enu_tés the
0'_“9._.. -411_,_,__0 | ‘
. 1"-. .--..A-!

matrix e e, in which every row and ‘column contains p submatrices.
| 0 : 3

0

Let | |2 denote the spectral norm and «(Q) ={Ql.]@*]s. For A€CT™™ with
A(A) = {M} we write dr(4)={]4 ||F'“EM¢IH}E

LS T o e

§ 2. Lower bounds of sepy (A ‘B V] (D

| Let AEC-”“‘"‘, BEC™ A(4A) NA(B) =@ and X'€ C"‘"". Now we consider to
estimate lower bounds of the sepa.ra.tlﬁn

sepr(4, B) = mnﬁﬂ X.Bﬂg_ (2.1)

1Xir=1

Fzrst of all we use the Krﬁn eoker prod‘uﬂt to geis another repre&enta.tmn for
sepr(4, B). The Kronecker produét of any two matrices’ 0 e= (c;;) €CP¥ and DECr=s
ig the matrix O®D = (eyD) ECF . Weo associate the matrix X in (2.1) with the
mn~veotor @ which is the direet sum of the column:vectors-of X. Use the same
method we assooiate the matrix AX — X B in (2.1) with the mn~vector Tw, where

T IO@ A — BFQI™ € Crinxem (2.2)

(see [4] , 8—9), B” gtand for transpose of B.. From A(4) NA(B) =9, the matrix 7T is
nonsingular (see [8], 259. Theorem 8.3.1), thus we obtain

|E—‘l:-—-1 B P & | 2 #*U

EEPF(.A. B)'= HTESH3='=IH11'1 "TRJ = max - T_ ) T*I L o= (2*3)

Suppose that the Jordan GH.D.OI!JB&]. deﬂompomhon of A a.nd B” are
A=QuI QT BT =Qulsh (2.4)

wf:ie_’fa
Ja=mAs+ Ny, Ag=[o, J'LJ{_”“} 1w, N = Ni(-A-) 2L PY
N(A)=1[--, Ni(4), ]m,;e@“""f*, 1<e<p;
Jp=Ag+Np, Ag=T-, I, Yo, Na= [, Ni(B); “]co,
1 Ny(B)=[-, Nju(B), ++]ap €CV™,V1<j<y,

Aﬂ.ﬂfﬂlﬂ Iﬂﬂ-‘ﬁrlﬁﬁﬂ N{,];(A) e @”“r‘"”“v‘ and N,F;(B) e ﬁ“’"xn"' 8-1'9 Hﬂpﬁt@ﬂt as

(2.5)
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31, N m iy B my—m, 2n;,:=-m-=and iy, z..sem, and g1, %
"~'_“_~:}?=t‘f.&5=ii‘;'r._'z.~if_1i; i i.'i!r-zszp TR T ot S &5 S W & i LY Yo
0
if l'#t. Thﬁ highaet ﬁrdﬂ;l'ﬂ Of 'lshe Jordan blmks of J,{miand J p &Ye ra and rp

_.’f‘-f-ﬂi'x_{m*-t}: *-*'a=n;gx{a;;-i}; ;__-,  esat '(z'.'ei



