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§1. Introduction

1. The purpose of this work is to study some nonlinear boundary problems for
the system | -
utt_u£#+grﬂ'd F(“) =B(m; f’: u)uf'}_f (m: t: W, Ue, u’t) (1)

of the nonlinear wave equations in the rectangular domain @p= {0<s</, O0=<<i<T'},
where u (o, 1) = (1 (&, t), -, Un(s, £)) is the m-dimensional unknown vector
function, f{z, , ¥, D, ) is given m—dimensional vector function of (#, t) €EQr and
u, p, ¢ GR™ B(z, ¢, ) i & m X m Matrix of (z, 1) €EQr and uER™, F(u) is a non-
negative scalar function of uR™ and “grad” is the gradient operator with respect
to v € &™. The well-known Sine-Gordon equation

’ uﬁ_umm=5i11u,
the nonlinear forced vibration equation
U — Uge + w' =0
and the nonlinear wave equation
Uy — Upe+8inh ©u=0

are the simple cases of the above meniioned system (1) of nonlinear wave equations.
Many authors have paid great atiention to the study of the various problems for
these special nonlinear wave equations®*". Some general systems of this type have

been considered in [18—20].
At first we are going to consider the boundary problem -for the system (1) with

ihe fairly wide nonlinear mutaal boundary conditions
1, (0, %) =grado ®(u(0, 1), u(, t), ©),
—u, (I, {) =grad; ‘I’(M(UJ t): u(?, £), t)

and the initial conditions

(2)

u(z, 0) =p(z), (3)
w, (z, 0) =i (2),
where @ (ug, %, ¥) is a non-negative scalar function of t€ [0, T] and u,, W ER",
“grad, and “srad,” are the gradient operators with respect to the vector variables

e
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vo and u, respectively and p(z) and f(z) are two m~dimensional initinl vector
functions,

When @ (ug, w1, 1) =De(us, t) +DP1(tz, ), the boundary conditions (2) become
the ordinary nonlinear (non-mutnal) boundary conditions |

ug {0, t) =grad Po(u(0, ), 1),
—u, (3, t) =grad @1 (u(l, ©), t).
If @ (ug, 4y, t) i8 & polynomial of uy, us ER™ of the form .
D (ug, wq, t) = (o, Boo (t)uo) + (1o, Box (#)us) + (w1, Bio (£) o)
+ (w3, Bua(®)ur) + (got), %) + (1), w1), (5)

then (2)are simplified to a linear symmetric boundary conditions

w0 (0, ) = (Boo(£) + Boo (8))u(0, 1) + (Lo (£) + Bl (@®))u(, t)+go (D),
— . (I, t) = (By:(t) + B (®) (0, )+ (Bu () + B (@))ud, ) +g.(D),

where B(#)’s are the m X m matrices, “x” Jenotes the transpose of matrix and go(?)
and ¢:(t) are two m—dimensional vector functions of t€ [0, T]. | |

For the nonlinear partial differential equations and systems, it is Jiﬂ.tural to
take into consideration of the nonlinear boundary problems both in theoretical
and in pratical studies™?*). Hence the nonlinear boundary problems are of the
number of the fundamental problems as the classical linear boundary problems.

In § 2 of the present work, we will give a series of a priori estimations for the
solution v;(#) (§j=0, 1, ---, J) of the nonlinear finite slice system. Then we will
ostablish the existence of the solution v,(¢) (=0, 1, +-«, J) for the nonlinear finite
slice system by the fixed point method on the base of these estimations. By the limit
process as h—0, we will oblain the generalized solution u(z, $) of the ordinary
boundary problem (2) and (3) for the system (1) of nonlinear wave equations. By
this way the convergence behaviors of the solution »;(¢) (=0, 1, »-«,J) of the
nonlinear finite slice system are studied. -

At the end of this work, we will take in consideration of some more general
nonlinear boundary problems with the mixed conditiong™3 3

ug (0, t) =grad @(u(0, 1), t),
_ut(.z,r t)'__.@i(um(z::t): H(OJ i): ‘H;(Z_, t).! ﬁ)

by the finite slice method.

We adopt the similar notations and conventions as used in [18—20, 25, 26].

2. Suppose that for the system (1) of nonlinear wave equations, the nonlinear
boundary conditions and the initial vector functions, p(z) and ¢s(z) the following
conditions are satisfied:

(I) F(x)>>0 is a non-negative twice continuously differentiable scalar function
of vector variables u &€R™. |

(II) B(w, f, &) is 8 m X m malrix, continucus for (z, t) EQr and v ER™ and
continuously differentiable with respect to z and u. B{wz, t, u) is semibound, i.e.,
for any £ E€R™, (&, Bz, t, w)£)<b|£|? where b is a constant.

(I1I) f(=, %, u, p, q) is a m—dimensional vector function of lower degree,

(4)

(6)

(7)



