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Abstract

Under an assumption of distribution on zeros of the polynomials, we have given the estimate of
computational cost fer the resultant method, The result is that, in probability 1—u, the eomputational
cost nf the resultant method for finding e-approximations of all zeros is at most

cdﬂ(lc::-gd+10g—+loglug .._)

where the cost is measured by the number of fhavaluatmns. The estimate of cost can be decreased to
c(dﬂ lﬂgd+d’10gi- +a loglog —1‘—) by combining resultant method with parallel quasi-Newton method.

§ 1. Introduction

Generally, search algorithms such as Lehmer’s or Kuhn’ s2% only converge
linearly, whereas iterative methods with high order demand an initial approxima-
tion which is sufficiently close to the zero. The resultant procedure™ based on
root-squaring process not only converges rapidly, but imposes no restriction on
the initial approximation. In the light of this, we estimate the cost of the resultant
method for finding all zeros in the sense of probability. To be precise, we shall
prove :

Main Theorem. Suppose f(z)=aw’+aw™ +++ay (6o5=0) 8 a random
polynomial whose zeros are independently und form random variables on [0; K] 12 Then,

for 0< 8 {l, O{p{:-%—,

method for finding s-approzimations of all zeros s ai most

cdﬂ(lngg d-+logs -}b logs logs %),

in probability 1—p, the computational cost of the resuliant

where ¢ only depends on R, and the unit of cost &s defined_as an f-evaluation which @8
turned into d multiplications and addiiions.

From the theorem, we see that the cost of the method is of loglog ¢ type, and is
a low—degree polynomial in d. As the cost is relatwely fow, the 'resulta.nt method is
tra.cta.bla and worth notice.

* Received July 21, 1984,
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2) [z; 7] is the disk with center 2 and radius .
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§ 2. Elementary Assumption and Computation of Probability

Let O be a complex field. We define the following polynomial set
B(R) ={f: 8f=d, all zeros {;(4=1, 2, -+, ) of f satisfy | &4l QR} (2.1)
as a probability space, and propose the fullnwmg

Elementary Assumption The zeros ({4, {a, -, &) of & polynomial equation are
uniformly independent random variables on [0, B]%.

Conventionally, one always supposes that the coefficient of the first term of a
polynomial is 1 and other coefficients are independent uniformly random variables
on [0; R]’ see [4—6]. In practical computation, it is difficult to consider the
dmtnbuhnn of the coefficients or zeros of the polynomials to be solved. The study of
computational complexity is to give some information about the tractability of the
method, the cost fanction in degree d and approximation error e.

‘Assume G is a Lebesgue measurable subset of {(z;, 29, **, 24): %€ C, |z]<eer g
22|, £=1, =+, d}, B(Q) is a set of the polynomials in B(R) whose zero veotor, after
proper arrangement of the orders of components, is in @. Define the volume of &
in a complex field as the volume of the relative sget B ( G'), and the probability of

1SEB(G)} as .

_ vol G I= vol &
PLfed (@)} = vol B(R) (wR*)°/d!’

Let
To(B) = {f: FEB(R), st Lo, ST =F(L) =0, | |&s] — |Lal [<Bo},
ERJ.(R) ={f- fE%(R), agi%cﬂ: IE1|< ‘ Eﬂl:f(ti) =f(€ﬂ) “0:1"- "%“:- <l}:

n,(R)u:-{f_: FEB(R), 3y, F(L2) =0, ‘argci— 7";"' ]m, e 3}.

From ihe definition of polynomial sets and a simple' computation of volume,
the following lemmas can be proved easily.
Lemma 2.1. Suppose A>0. Then

| Dr(B)DR(R).
Lemma 2.2.

PLrED (B2, P{fEU(R}<I2,

§ 3. The Resultant Method for Solvmg the Polynomial Equation

Let f (z) oz’ + @z 4 --» 4+a,. Define

Tf(2)=j(2) f*(2), (3.1)
where f°(z) =ae’+---+a;. Obviously 7'f(z) becomes a polynomial with real
coeflicients. For convenience, we also write f(z) for 1 (z).

The resultant procedure is divided in two steps: First, compute the meduli a
all zeros; second, compute all real zeros and all quadratic factors. Now we are going
to give the detail.




