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Abstract

A general stochastic algorithm for solving mixed linear and nonlinear problems was introduced in [11]. We show in this paper how it can be used to solve the fault inverse problem, where a planar fault in elastic half-space and a slip on that fault have to be reconstructed from noisy surface displacement measurements. With the parameter giving the plane containing the fault denoted by $m$ and the regularization parameter for the linear part of the inverse problem denoted by $C$, both modeled as random variables, we derive a formula for the posterior marginal of $m$. Modeling $C$ as a random variable allows to sweep through a wide range of possible values which was shown to be superior to selecting a fixed value [11]. We prove that this posterior marginal of $m$ is convergent as the number of measurement points and the dimension of the space for discretizing slips increase. Simply put, our proof only assumes that the regularized discrete error functional for processing measurements relates to an order 1 quadrature rule and that the union of the finite-dimensional spaces for discretizing slips is dense. Our proof relies on trace class operator theory to show that an adequate sequence of determinants is uniformly bounded. We also explain how our proof can be extended to a whole class of inverse problems, as long as some basic requirements are met. Finally, we show numerical simulations that illustrate the numerical convergence of our algorithm.

Mathematics subject classification: 45Q05, 65J20, 60F99.
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1. Introduction

In [11], we introduced a numerical method for mixed linear and nonlinear inverse problems. This method applies to cases where the data for the inverse problem is corrupted by noise and where for each value of the nonlinear parameter, the underlying linear problem is ill-posed. Accordingly, regularizing this linear part is required. The norm used for the regularization process has to be multiplied by a scaling parameter, also called regularization parameter, denoted by $C$ throughout this paper. In [11], a Bayesian approach was adopted, and $C$ was modeled as a random variable. It was shown in [11] that this approach is superior to selecting $C$ using some standard method for linear inverse problems, such as the discrepancy principle, or the generalized cross validation. Loosely speaking, this can be explained by observing that for different values of the nonlinear parameter $m$, these classical methods will favor different values
of \( C \), and as a result different values of the nonlinear parameter \( m \) cannot be fairly compared. Attempting to select a unique value of \( C \) for all values of \( m \) leads to somehow better results, but as demonstrated in the last section of this paper, doing so pales in comparison to the method advocated in [11].

In this paper, we first derive in Section 3 a specific version of the Bayesian posterior distribution of \( m \) following the method introduced in [11]. This version applies to an inverse problem in half space for the linear elasticity equations. In the direct problem, a slip field on an open surface that we will call a fault, gives rise to a displacement field. In the inverse problem, this field is measured on the plane on top of the half space at \( M \) points. The linear part of the inverse problem consists of reconstructing the slip field on the fault. The nonlinear part consists of finding the geometry and the location of the fault. This formulation is commonly used in geophysics to model slow slip events in the vicinity of subduction zones, or the total displacement resulting from a dynamic earthquake, see [13, 14] and references therein. In this paper, the geometry of the fault is assumed to be planar, thus we choose the nonlinear parameter \( m \) to be in \( \mathbb{R}^3 \). The stochastic model considered in this paper is different from a model studied in an earlier paper by the same author [12]. As explained in section 3, the difference is that we here assume the regularization parameter \( C \) for the linear part of the inverse problem to be a random variable and the covariance \( \sigma \) of the measurements is unknown. In section 3, the likelihood of \( \sigma \) is optimized based on the data and as a consequence the resulting posterior distribution function of \( m \) is entirely different from the simpler one used in [12]. Computing this new posterior is more intricate since it involves the random variable \((m, C)\) instead of just \( m \) in [12]. The benefit of using this new posterior is that it leads to much better numerical results if the covariance \( \sigma \) of the measurements is unknown as shown in sections 6.2 and 6.3.

In Section 4, we provide a mathematical proof of the soundness of our Bayesian approach for computing the posterior probability density of \( m \). More precisely, we show that as the number of measurement points \( M \) tends to infinity and the dimension of the space for discretizing slip fields tends to infinity, the probability of \( m \) to be further than a fixed \( \eta > 0 \) from the true value \( \tilde{m} \) converges to zero if the noise level is low enough. Interestingly, although the derivation of the probability law of the posterior of \( m \) assumes that the noise is Gaussian, once this law is set the proof of convergence does not require the noise to be Gaussian. The proof assumes that the regularized discrete error functional for sampling measurements relates to an order 1 quadrature rule for \( C^1 \) functions (which is verified by most commonly used quadrature rules) and that the union of the finite-dimensional spaces for discretizing slips is dense, a natural requirement that can be easily satisfied by combining adequate finite element spaces. The more difficult step in this proof of convergence requires showing that a sequence of determinants is uniformly bounded: this can be achieved by using trace class operator theory [6].

In Section 5, for the reader’s convenience, we extend the formulation of our recovery method to more general inverse problems. We write down the expression of the posterior probability distribution that is at the core of our reconstruction method. A companion parallel sampling algorithm is given in [11], Section 3.2. At the end of Section 5 of this paper, we state a convergence theorem for the posterior probability distribution which is valid in this more general framework.

In Section 6, we present numerical simulations that use our posterior probability distribution for reconstructing the geometry parameter \( m \). The posterior marginals of \( m \) and of the regularization parameter \( C \) are computed using the method of choice sampling due to the size of the search space. We used a modified version of the Metropolis algorithm which is well suited
to parallel computing, [3]. This modified version was described in details in previous work, [11]. The computed posterior marginals shown in section 6 illustrate the theoretical convergence result proved in section 4: in the low noise case, as well as in the high noise case, the posterior marginals of $m$ tighten around the true value $\tilde{m}$ as the number of measurement points and the dimension of the space for discretizing slips increase, as expected from Theorem 4.1. Of course in the low noise case, the tightening is more narrow, also as expected from Theorem 4.1. In a final section, we show how using a simplistic method where different values of the regularization parameter $C$ are first fixed and then marginal posteriors of $m$ are computed, leads to results that are impossible to interpret since there is no objective way to select an optimal $C$ for mixed linear and nonlinear problems if the variance of the noise is unknown.

2. Governing Equations, Inverse Problem and Error Functionals

2.1. Formulation of the direct and the inverse fault problems

Using standard rectangular coordinates, let $x = (x_1, x_2, x_3)$ denote elements of $\mathbb{R}^3$. We define $\mathbb{R}^3^-$ to be the open half space $x_3 < 0$. The direct problem relies on the equations of linear elasticity with Lamé constants $\lambda$ and $\mu$ such that $\lambda > 0$ and $\lambda + \mu > 0$. For a vector field $V = (V_1, V_2, V_3)$, the stress vector in the direction $e \in \mathbb{R}^3$ will be denoted by

$$T_e V = \sum_{j=1}^{3} (\lambda \text{div} V \delta_{ij} + \mu (\partial_i V_j + \partial_j V_i)) e_j.$$ 

Let $\Gamma$ be a Lipschitz open surface strictly included in $\mathbb{R}^3^-$ with normal vector $n$ defined almost everywhere. We define the jump $[V]$ of the vector field $V$ across $\Gamma$ to be

$$[V](x) = \lim_{h \to 0^+} V(x + h n) - V(x - h n),$$

for $x$ in $\Gamma$, if this limit exists. Let $U$ be the displacement field solving

$$\mu \Delta U + (\lambda + \mu) \nabla \text{div} U = 0 \quad \text{in} \quad \mathbb{R}^3^+ \setminus \Gamma,$$

$$T_e U = 0 \quad \text{on the surface} \quad x_3 = 0,$$

$$T_n U \quad \text{is continuous across} \quad \Gamma,$$

$$[U] = G \quad \text{is a given jump across} \quad \Gamma,$$

$$U(x) = O\left(\frac{1}{|x|^2}\right), \quad \nabla U(x) = O\left(\frac{1}{|x|^3}\right), \quad \text{uniformly as} \quad |x| \to \infty,$$ (2.5)

where $e_3$ is the vector $(0,0,1)$. Let $\tilde{H}^\frac{1}{2}(\Gamma)^2$ be the space of restrictions to $\Gamma$ of tangential fields in $H^\frac{1}{2}(\partial D)^2$ supported in $\Gamma$, where $D$ is a bounded domain in $\mathbb{R}^3^-$ such that $\Gamma \subset \partial D$. In [13], we defined the functional space $S$ of vector fields $V$ defined in $\mathbb{R}^3^+ \setminus \Gamma$ such that $\nabla V$ and $V/(1 + r^2)^\frac{1}{2}$ are in $L^3(\mathbb{R}^3^+ \setminus \Gamma)^3$ and we proved the following result.

**Theorem 2.1.** Let $G$ be in $\tilde{H}^\frac{1}{2}(\Gamma)^2$. The problem (2.1)–(2.4) has a unique solution in $S$. In addition, the solution $U$ satisfies the decay conditions (2.5).

The following theorem shown in [13] asserts that $G$ and $\Gamma$ are uniquely determined from the data $U$ given on a relatively open set of the plane $x_3 = 0$ if we know that $\Gamma$ is planar.
Theorem 2.2. Let \( \Gamma_1 \) and \( \Gamma_2 \) be two planar open surfaces. For \( i \in \{1, 2\} \), assume that \( \mathcal{U}^i \) solves (2.1)-(2.5) for \( \Gamma_1 \) in place of \( \Gamma \) and \( \mathcal{G}' \), a tangential field in \( H^2(\Gamma_1) \), in place of \( \mathcal{G} \). Assume that \( \mathcal{G}' \) has full support in \( \Gamma_i \), that is, \( \text{supp} \mathcal{G}_i = \overline{\Gamma_i} \). Let \( V \) be a non empty open subset in \( \{x_3 = 0\} \). If \( \mathcal{U}^1 \) and \( \mathcal{U}^2 \) are equal in \( V \), then \( \Gamma_1 = \Gamma_2 \) and \( \mathcal{G}' = \mathcal{G} \).

Theorems 2.1 and 2.2 were proved in [13] for media with constant Lamé coefficients and in [2] for more general Lamé systems. Similar results were obtained in [1] for layered media, albeit in a bounded domain.

The solution \( \mathcal{U} \) to problem (2.1)-(2.4) can be expressed as the convolution on \( \Gamma \)

\[
\mathcal{U}(x) = \int_{\Gamma} \mathbf{H}(x, y, n)\mathcal{G}(y) \, ds(y),
\]

where \( \mathbf{H} \) is the Green tensor associated to the system (2.1)-(2.5), and \( n \) is the vector normal to \( \Gamma \). The practical determination of this half space Green tensor \( \mathbf{H} \) was studied in [9] and later, more rigorously, in [10]. Due to formula (2.6) we can define a continuous mapping from \( \mathcal{U} \) to \( \Gamma \). The practical determination of this half space Green tensor \( \mathbf{H} \) is included in the half-space \( x_3 < 0 \). We introduce the notations

\[
\mathbf{m} = (a, b, d), \\
\Gamma_{\mathbf{m}} = \{(x_1, x_2, ax_1 + bx_2 + d) : (x_1, x_2) \in \mathbb{R}\}
\]

is included in the half-space \( x_3 < 0 \). We introduce the notations

\[
\mathbf{m} = (a, b, d), \\
\Gamma_{\mathbf{m}} = \{(x_1, x_2, ax_1 + bx_2 + d) : (x_1, x_2) \in \mathbb{R}\}
\]

It follows that the distance between \( \Gamma_{\mathbf{m}} \) and the plane \( x_3 = 0 \) is bounded below by the same positive constant for all \( \mathbf{m} \) in \( B \). We assume that slips \( \mathcal{G} \) are supported in such sets \( \Gamma_{\mathbf{m}} \). We can then map all these fields into the rectangle \( R \). We thus obtain displacement vectors for \( x \) in \( V \) by the integral formula

\[
\mathcal{U}(x, \mathcal{G}, \mathbf{m}) = \int_{\Gamma_{\mathbf{m}}} \mathbf{H}\mathbf{m}(x, y_1, y_2)\mathcal{G}(y_1, y_2) \, dsy_1 dy_2,
\]

for any \( \mathcal{G} \) in \( H^1_0(R)^2 \) and \( \mathbf{m} \) in \( B \), where \( s \) is the surface element on \( \Gamma_{\mathbf{m}} \) and \( \mathbf{H}\mathbf{m}(x, y_1, y_2) \) is derived from the Green’s tensor \( \mathbf{H} \) for \( y \) on \( \Gamma_{\mathbf{m}} \). We now assume that \( V \) is a bounded open subset of the plane \( x_3 = 0 \). For a fixed \( \mathcal{U} \) be in \( L^2(V) \), and a fixed \( \mathbf{m} \) in \( B \) we define the regularized error functional

\[
\mathcal{F}_{\mathbf{m}, C}(\mathcal{G}) = \int_V \|\mathcal{U}(x, \mathcal{G}, \mathbf{m}) - \mathcal{U}(x)\|^2 \, dx + C \int_R |\nabla \mathcal{G}|^2,
\]
where $C > 0$ is the regularization parameter and $\mathcal{G}$ is in $H^1_0(R)^2$. Define the operator

$$A_m : H^1_0(R)^2 \to L^2(V)^3$$

$$\mathcal{G} \to \int_R H_m(x, y_1, y_2) \mathcal{G}(y_1, y_2) sdy_1 dy_2.$$  

(2.9)

It is clear that $A_m$ is linear, continuous, and compact. The functional $F_{m,C}$ can also be written as,

$$F_{m,C}(\mathcal{G}) = \|A_m \mathcal{G} - \tilde{U}\|^2_{L^2(V)^3} + C\|\mathcal{G}\|^2_{H^1_0(R)^2},$$

(2.10)

where in $H^1_0(R)^2$ we use the norm

$$\|\mathcal{G}\|_{H^1_0(R)^2} = \left( \int_R |\nabla \mathcal{G}|^2 \right)^{\frac{1}{2}}.$$  

(2.11)

In the remainder of this paper, for the sake of simplifying notations, both $\|\|_{L^2(V)^3}$ and $\|\|_{H^1_0(R)^2}$ will be abbreviated by $\|\|$: context will eliminate any risk of confusion.

**Proposition 2.1.** For any fixed $m$ in $B$ and $C > 0$, $F_{m,C}$ achieves a unique minimum $H_m,C$ in $H^1_0(R)^2$.

**Proof.** This result holds thanks to classic Tikhonov regularization theory (for example, see [8], Theorem 16.4).

For $H_m,C$ as in the statement of Proposition 2.1 we set,

$$f_C(m) = F_{m,C}(H_m,C).$$

(2.12)

**Proposition 2.2.** $f_C$ is a Lipschitz continuous function on $B$. It achieves its minimum value on $B$.

**Proof.** This was proved in [12], Proposition 3.2.

It is helpful to state a direct consequence of uniqueness Theorem 2.2 in terms of the operators $A_m$.

**Proposition 2.3.** Let $m, m'$ be in $B$ and $\mathcal{G}, \mathcal{G}'$ be in $H^1_0(R)^2$. Assume that $\mathcal{G}$ or $\mathcal{G}'$ is non-zero. If $A_m \mathcal{G} = A_{m'} \mathcal{G}'$ then $m = m'$ and $\mathcal{G} = \mathcal{G}'$.

In the remainder of this paper, we only consider one-directional fields $\mathcal{G}$. Accordingly, $\mathcal{G}$ can be considered to be a scalar function in the space $H^1_0(R)$, and $A_m$ becomes a linear operator from $H^1_0(R)$ to $L^2(V)^3$.

### 2.3. A functional for the reconstruction of planar faults from surface measurements at $M$ points

For $j = 1, \cdots, M$, let $P_j$ be points in $V$, so on the surface $x_3 = 0$, and $\tilde{u}(P_j)$ be measured displacements at these points. Let $H$ be a finite-dimensional subspaces of $H^1_0(R)$. For $\mathcal{G}$ in $H$ and $m$ in $B$, define the functional

$$F_{m,C}(\mathcal{G}) = \sum_{j=1}^M C'(j)(\mathcal{A}_m \mathcal{G} - \tilde{u})(P_j)^2 + C\int_R |\nabla \mathcal{G}|^2,$$

(2.13)

where $\mathcal{A}_m$ was defined in (2.9), and $C > 0$ is the regularization parameter. We assume that the constants $C'(j)$ are positive.
**Proposition 2.4.** The functional $F_{m,C}$ achieves a unique minimum on $H$.

*Proof.* This results again from Tikhonov regularization theory. □

As $F_{m,C}$ achieves its minimum at some $h_{m,C}$ in $H$, we set

$$f^\text{disc}_C(m) = F_{m,C}(h_{m,C}).$$

(2.14)

The superscript “disc” stands for discrete.

**Proposition 2.5.** $f^\text{disc}_C$ is a Lipschitz continuous function on $B$ and achieves its minimum value on $B$.

*Proof.* The proof is similar to that of Proposition 2.2. □

3. Bayesian Model Derivation

We assume in our stochastic model that the geometry parameter $m = (a,b,d)$ is in $B$ and the measurements $\tilde{u}(P_j)$ are related by the equation

$$(\tilde{u}(P_1), \ldots, \tilde{u}(P_M)) = \delta + (A_{m}g(P_1), \ldots, A_{m}g(P_M)) + \mathcal{E},$$

(3.1)

where $A_{m}$ is as in (2.9), $g$ is in $H$, and $\mathcal{E}$ in $\mathbb{R}^{3M}$ is additive noise, which is modeled to be a random variable. The error term $\delta$ is given by

$$(A_{m}(I - \Pi)(\mathcal{G})(P_1), \ldots, A_{m}(I - \Pi)(\mathcal{G})(P_M)),$$

(3.2)

where $\Pi$ is the orthogonal projection from $H_0^1(R)$ to $H$ and $\mathcal{G}$ is in $H_0^1(R)$. $\delta$ represents the part of the slip that cannot be reached by the finite dimensional model and $g = \Pi \mathcal{G}$. We assume in this section that $\mathcal{E}$ follows a normal probability distribution with mean zero and diagonal covariance matrix $\sigma^2 I$ after rescaling by $C'$, so altogether the diagonal of this covariance matrix is the vector in $\mathbb{R}^{3M}$

$$\sigma^2(C'(1)^{-1}, C'(1)^{-1}, C'(1)^{-1}, \ldots, C'(M)^{-1}, C'(M)^{-1}, C'(M)^{-1}).$$

The $3M$ dimensional vector $(\tilde{u}(P_1), \ldots, \tilde{u}(P_M))$ will be denoted by $\tilde{u}$. Given our assumption on the noise $\mathcal{E}$, for a fixed $m$ and $g$ the random variable $(A_{m}g(P_1), \ldots, A_{m}g(P_M)) + \mathcal{E}$ is normal with mean $(A_{m}g(P_1), \ldots, A_{m}g(P_M))$ and covariance $\sigma^2 I$. Accordingly, by (3.1), the probability density of $\tilde{u} - \delta$ knowing the geometry parameter $m$, the slip field $g$ and the variance $\sigma$ is

$$\rho(\tilde{u} - \delta|m, g, \sigma) \propto \exp\left(-\frac{1}{2\sigma^2} \sum_{j=1}^{M} C'(j)|A_{m}g - \tilde{u}(P_j)|^2\right).$$

(3.3)

Next, we assume that $m$ in $B$ and $g$ in $H$ are independent random variables. The prior distribution of $m$, $\rho_{pr}$, is assumed to be uninformative, that is, $\rho_{pr}(m) \propto 1_B(m)$. For the prior distribution of $g$ knowing $C$ we follow the Maximum Likelihood (ML) model introduced in [4]; this is due to the fact that we consider $\sigma^2$ to be unknown. In [4], Galatsanos and Katsaggelos only studied a linear problem and later in [11], their method was extended to the case where the linear operator depends on an unknown nonlinear parameter. In that case it is advantageous
to model the regularization parameter $C$ as a random variable [11], and the prior of $\mathbf{g}$ is set to be,

$$\rho(\mathbf{g}|\sigma, C) \propto \exp \left(-\frac{C}{2\sigma^2} \|\mathbf{g}\|^2 \right),$$

(3.4)

where $\|\mathbf{g}\|^2$ is given by the square of the natural norm in $H_p$, $\int_R [\nabla \mathbf{g}]^2$. Modeling $C$ as a random variable makes the stochastic formulation derived in this paper entirely different from an earlier formulation derived in [12]. Indeed, in [12], section 5.4 describes an algorithm for a uniform selection of $C$ for all values of $\mathbf{m}$. That algorithm was certainly an improvement over applying classic selection algorithms for $C$ for linear problems (such as Generalized Cross Validation or the discrepancy principle), separately for each value of $\mathbf{m}$, which leads to inconsistent regularization demands for different values of $\mathbf{m}$ and an overall poor numerical method. However, the algorithm proposed in [12] section 5.4, requires a good knowledge of the expected value of the magnitude of error measurements. Instead, in the model adopted here, the prior of $\mathbf{m}$ is free to roam over a large interval, and the data is used to compute the expected value of $C$. Interestingly, these two different approaches lead to entirely different formulas for posterior probability distributions. The approach adopted here leads to much better numerical results as demonstrated in Sections 6.2 and 6.3. The downside of the approach adopted here is that it adds one dimension to the stochastic variable whose distribution function is to be computed, as demonstrated in Sections 6.2 and 6.3. The downside of the approach adopted here is that it adds one dimension to the stochastic variable whose distribution function is to be computed, and accordingly the computational challenge is one order of magnitude greater. This downside can be overcome by using a modified version of the Metropolis algorithm which is well suited to parallel computing [3,11].

Set for $\mathbf{g}$ in $H_p$,

$$F_{m,C}^\delta(\mathbf{g}) = \sum_{j=1}^M C'(j)\left| \left( \mathbf{A}_m \mathbf{g} \right) - \mathbf{u} + \delta \right| (P_j)^2 + C \int_R [\nabla \mathbf{g}]^2,$$

(3.5)

and let $\mathbf{A}_m^M$ be the finite dimensional linear operator from $H$ to $\mathbb{R}^{3M}$ defined by

$$\mathbf{A}_m^M \mathbf{g} = (C'(1)\frac{1}{2}\mathbf{A}_m(\mathbf{g})(P_1), \ldots, C'(M)\frac{1}{2}\mathbf{A}_m(\mathbf{g})(P_M))$$

(3.6)

**Proposition 3.1.** Assume that $(\mathbf{u}(P_1), \ldots, \mathbf{u}(P_M)) - \delta$ is not zero. As a function of $\sigma$, $\rho(\mathbf{u}|\mathbf{m},\mathbf{g}, \sigma)$, the probability density of the measurement $\mathbf{u}$ knowing $\mathbf{m}, \mathbf{g}$, and $\sigma$, achieves a unique maximum at

$$\sigma_{\text{max}}^2 = \frac{1}{3M} F_{m,C}^\delta(\mathbf{g}_{\text{min}}),$$

(3.7)

where $\mathbf{g}_{\text{min}}$ is the minimizer of $F_{m,C}^\delta$ over $H$. Fixing $\sigma = \sigma_{\text{max}}$, the probability density of $(\mathbf{m}, C)$ knowing $\mathbf{u}$ is then given, up to a multiplicative constant, by the formula

$$\rho(\mathbf{m}, C|\mathbf{u}) \propto \det \left( C^{-1} (\mathbf{A}_m^M)' (\mathbf{A}_m^M + I)^{-\frac{1}{2}} F_{m,C}^\delta(\mathbf{g}_{\text{min}})^{-\frac{2M}{2}} \rho_{\text{pr}}(\mathbf{m}, C) \right).$$

(3.8)

**Proof.** Although a slightly different version of this proof can be found in [11], we still include it in this paper for the sake of completion. Using equation (3.1) and the probability law of $\mathcal{E}$, the probability density of $\mathbf{u}$ knowing $\mathbf{g}$, $\sigma$, $\mathbf{m}$, and $C$ is, since $\mathbf{u}$ does not depend on $C$,

$$\rho(\mathbf{u}|\mathbf{g}, \sigma, \mathbf{m}, C) = \rho(\mathbf{u}|\mathbf{g}, \sigma, \mathbf{m})$$

$$= \left( \frac{1}{2\pi\sigma^2} \right)^{\frac{3M}{2}} \prod_{j=1}^M C'(j)^{\frac{1}{2}} \exp \left( -\frac{1}{2\sigma^2} \sum_{j=1}^M C'(j)\left| \mathbf{u} - \mathbf{A}_m \mathbf{g} - \delta \right|^2 (P_j) \right).$$

(3.9)
Recalling (3.4),

\[ \rho(g|\sigma, m, C) = \rho(g|\sigma, C) = \left( \frac{C}{2\pi \sigma^2} \right)^\frac{\dim H}{2} \exp \left( -\frac{C}{2\sigma^2} ||g||^2 \right), \tag{3.10} \]

since this prior is independent of \( m \). The joint distribution of \((\tilde{u}, g)\) knowing \( \sigma, m, C \) is related to the distribution of \( \tilde{u} \) knowing \( g, \sigma, m, C \) by

\[ \rho(\tilde{u}, g|\sigma, m, C) = \rho(\tilde{u}|g, \sigma, m, C) \left( \int \rho(\tilde{u}|\sigma, m, C)d\tilde{u} \right). \tag{3.11} \]

Now, \( \int \rho(\tilde{u}, g|\sigma, m, C)d\tilde{u} \) is the prior probability distribution of \( g \) [7], which we said was given by (3.10). Combining (3.9)–(3.11) we obtain,

\[ \rho(\tilde{u}|\sigma, m, C) = \int \rho(\tilde{u}, g|\sigma, m, C)dg \]

\[ = \left( \frac{1}{2\pi \sigma^2} \right)^{\frac{\dim H + M}{2}} C^{\frac{\dim H}{2}} \prod_{j=1}^{M} C'(j)^{\frac{3}{2}} \int \exp \left( -\frac{C}{2\sigma^2} ||g||^2 - \frac{1}{2\sigma^2} \sum_{j=1}^{M} C'(j)|\tilde{u} - A_m g - \delta|^2(P_j) \right)dg. \tag{3.12} \]

The latter integral can be computed explicitly [12] to find

\[ \int \exp \left( -\frac{C}{2\sigma^2} ||g||^2 - \frac{1}{2\sigma^2} \sum_{j=1}^{M} C'(j)|\tilde{u} - A_m g - \delta|^2(P_j) \right)dg \]

\[ = \exp \left( -\frac{1}{2\sigma^2} F^M_{m,C}(g_{min}) \right) \left( \det \left( \frac{1}{2\pi \sigma^2} (A^M_m'A^M_m + CI) \right) \right)^{-\frac{1}{2}}, \tag{3.13} \]

where \( g_{min} \) minimizes \( F^M_{m,C} \) over \( H \) and \( A^M_m \) was defined in (3.6). The determinant in (3.13) is of order \( \dim H \) so some terms in \( \sigma \) in (3.13) and (4.9) simplify to obtain,

\[ \left( \frac{1}{2\pi \sigma^2} \right)^{\frac{3M}{2}} C^{\frac{\dim H}{2}} \prod_{j=1}^{M} C'(j)^{\frac{3}{2}} \exp \left( -\frac{1}{2\sigma^2} F^M_{m,C}(g_{min}) \right) \left( \det \left( \frac{1}{2\pi \sigma^2} (A^M_m'A^M_m + CI) \right) \right)^{-\frac{1}{2}}, \tag{3.14} \]

which we now maximize for \( \sigma \) in \((0, \infty)\). Note that \( g_{min} \) does not depend on \( \sigma \). As \( \sigma \) tends to infinity, the limit of (3.14) is clearly zero. As \( \sigma \) tends to zero the limit of (3.14) is again zero since \( (\tilde{u}(P_1), \cdots, \tilde{u}(P_M)) - \delta \) is not zero which implies that \( F^M_{m,C}(g_{min}) > 0 \). We then take the derivative of (3.14) in \( \sigma \) and set it to equal to zero to find the equation

\[ -3M \sigma^{-3M-1} + \sigma^{-3M}(-2)\sigma^{-3} \left( -\frac{1}{2} F^M_{m,C}(g_{min}) \right) = 0, \]

thus the value

\[ \sigma^2_{max} = \frac{1}{3M} F^M_{m,C}(g_{min}) \]

maximizes the density \( \rho(\tilde{u}|\sigma, m, C) \). Substituting (3.7) in (3.14) we find for this particular value of \( \sigma^2 \),

\[ \rho(\tilde{u}|m, C) = \left( \frac{3}{2\pi \sigma^2} \right)^{\frac{3M}{2}} \prod_{j=1}^{M} (MC'(j))^\frac{3}{2} \left( \det \left( C^{-1}(A^M_m'A^M_m + I) \right) \right)^{-\frac{1}{2}} F^M_{m,C}(g_{min})^{-\frac{3M}{2}}. \tag{3.15} \]

Since our goal is to reconstruct \( m \) and \( C \) knowing \( \tilde{u} \) we apply Bayes’ law

\[ \rho(m, C|\tilde{u}) \propto \rho(\tilde{u}|m, C)\rho_{pr}(m, C), \tag{3.16} \]

to obtain (3.8).
4. Convergence Result

We prove in this section a convergence result as the dimension of $H$ and the number of quadrature points on $V$, $M$, tend to infinity. In practice, the error term $δ$ is unknown, only $\tilde{u}$ is given: $F_{m,C}$ can be computed but not $F_{m,C}^\delta$. Note that $δ$ tends to zero as $\dim H \to \infty$. Therefore, we will from now on consider the computable distribution function

$$
\rho(\tilde{u}|m,C) = \left( \frac{3}{2\pi e} \right)^{\frac{3M}{2}} \prod_{j=1}^{M} (MC'(j))^2 \left( \text{det}(C^{-1}(A_m^M)'(A_m^M + I)) \right)^{\frac{1}{2}} \frac{F_{m,C}(g_{\text{min}})}{2M}.
$$

(4.1)

where this time $g_{\text{min}}$ is the minimizer of $F_{m,C}$ over $H$. The resulting posterior distribution function is

$$
\rho(m,C|\tilde{u}) \propto \rho(\tilde{u}|m,C)\rho_{pr}(m,C).
$$

(4.2)

Choosing the priors of $m$ and $C$ to be independent and uniform in $B$ and in $[C_0,C_1]$ respectively, where $C_0$ and $C_1$ are positive constants, it follows from (4.1), (4.2) that

$$
\rho(m|\tilde{u}) \propto \left( \frac{3}{2\pi e} \right)^{\frac{3M}{2}} \prod_{j=1}^{M} (MC'(j))^2 \int_{C_0}^{C_1} \left( \text{det}(C^{-1}(A_m^M)'(A_m^M + I)) \right)^{\frac{1}{2}} \frac{F_{m,C}(g_{\text{min}})}{2M} dC.
$$

(4.3)

We will show that for all $m$ in $B$ away from the true geometry parameter $\tilde{m}$, the posterior marginal $\rho(m|\tilde{u})$ converges to zero as $M \to \infty$ and $\dim H \to \infty$.

As we shall see, to obtain convergence we are not just "adding" measurement points: this is why we now assume that there are $M_n$ measurement points, where $M_n$ is a strictly increasing sequence in $\mathbb{N}$. The measurement points are denoted in this section by $P_j^n$, $j = 1, \cdots, M_n$ and in particular the set $\{P_j^n : j = 1, \cdots, M_n\}$ is not necessarily included in the set $\{P_j^{n+1} : j = 1, \cdots, M_{n+1}\}$. The coefficients $C'$ are now denoted by $C'(j,n)$, $j = 1, \cdots, M_n$ and are required to relate to a quadrature rule, as specified below. Instead of just fixing a finite-dimensional subspace $H$ of $H_0^1(R)$, we have to consider a sequence of finite-dimensional subspaces $H_n$. The operator defined in (3.6) is accordingly denoted by $A_m^n$, as $M_n$ depends on $n$. We make the following assumptions on the sequence of finite subspaces $H_n$ and on the quadrature rule on $V$:

- The quadrature with the weights $C'(j,n)$ and the nodes $P_j^n$, $j = 1, \cdots, M_n$ is of order 1, more precisely for all $\phi$ in $C^1(V)$,

$$
\left| \sum_{j=1}^{M_n} C'(j,n)\phi(P_j^n) - \int_{V} \phi \right| = O\left( \frac{1}{M_n} \right) \sup_{V} |\nabla \phi|.
$$

(4.4)

- $C'(j,n) > 0$ and $C'(j,n) = O\left( \frac{1}{M_n} \right)$, uniformly in $j$

(4.5)

- $H_n \subset H_{n+1}$ and $\bigcup_{n=1}^{\infty} H_n$ is dense in $H_0^1(R)$

(4.6)

- The dimension of the space $H_n$ does not grow too fast relative to the number of measurement points $M_n$, more precisely,
The existence of such spaces \( H_n \) and quadrature rules on \( V \) is trivial if, for example, \( R \) and \( V \) are polygons. \( H_n \) can be constructed from spaces of finite elements. A possible choice for defining the points \( P^n_j \) is

\[
\{ P^n_j : j = 1, \ldots, M_n \} = (\frac{1}{n}Z^2) \cap V.
\]

In that case \( M_n \) is approximately equal to \( n^2 |V| \), where \( |V| \) is the surface area of \( V \). A natural choice for the quadrature coefficients \( C'(j, n) \) is \( C'(j, n) = \frac{1}{n^2} \). In general, the set of points \( \{ P^n_j : j = 1, \ldots, M_n \} \) need not be laid on such a regular grid.

### 4.1. The error functions \( f_C^{disc} \) and the convergence of the arguments of their minima

**Lemma 4.1.** Assume that \( \mathcal{H}_n \) converges weakly to \( \mathcal{H} \) in \( H^1_0(R) \). Fix \( \mathbf{m} \) in \( B \). Then \( \mathcal{A}_m \mathcal{H}_n - \mathcal{A}_m \mathcal{H} \) converges uniformly to zero in \( V \). Let \( \mathbf{m}_n \) be a sequence in \( B \) converging to \( \mathbf{m} \). Then \( \mathcal{A}_{m_n} \mathcal{H}_n - \mathcal{A}_m \mathcal{H} \) converges uniformly to zero in \( V \).

**Proof.** According to (2.9),

\[
|\mathcal{A}_m \mathcal{H}_n(x_1, x_2) - \mathcal{A}_m \mathcal{H}(x_1, x_2)|
= \left| \int_R \mathbf{H}_m(x, y_1, y_2)(\mathcal{H}_n(y_1, y_2) - \mathcal{H}(y_1, y_2))s dy_1 dy_2 \right|
\leq \sup_{x \in V, (y_1, y_2) \in R} |\mathbf{H}_m(x, y_1, y_2)s| |R|^2 \left( \int_R (\mathcal{H}_n(y_1, y_2) - \mathcal{H}(y_1, y_2))^2 dy_1 dy_2 \right)^{\frac{1}{2}},
\]

and since \( \mathcal{H}_n \) converges strongly to \( \mathcal{H} \) in \( L^2(V) \), the first claim is proved. To prove the second claim, it suffices to show that \( \mathcal{A}_{m_n} \mathcal{H}_n - \mathcal{A}_m \mathcal{H}_n \) converges uniformly to zero. This is due to the estimate,

\[
|\mathcal{A}_{m_n} \mathcal{H}_n(x_1, x_2) - \mathcal{A}_m \mathcal{H}_n(x_1, x_2)|
\leq \sup_{x \in V, (y_1, y_2) \in R} |\mathbf{H}_{m_n}(x, y_1, y_2)s_{m_n} - \mathbf{H}_m(x, y_1, y_2)s_m| |R|^2 \left( \int_R (\mathcal{H}_n(y_1, y_2)^2 dy_1 dy_2 \right)^{\frac{1}{2}},
\]

and the lemma is proved. \( \square \)

Recall the definition (2.14) of the function \( f_C^{disc} \), which through \( F_{C,n} \) also depends on \( M_n \) and \( H_n \). It will be convenient in the proof of the next lemma to distinguish the indices of \( M \) and \( H \), so they will be denoted by \( M_n \) and \( H^p \). In addition, to clarify that \( f_C^{disc} \) depends on \( M_n \) and \( H^p \), we will use the notation \( f_{C,n,p}^{disc} \) to make the dependency explicit. We also use the standard notation \( B(\tilde{\mathbf{m}}, r) \) for the open ball in \( \mathbb{R}^3 \) with center \( \tilde{\mathbf{m}} \) and radius \( r \). Roughly speaking, the following lemma expresses that if the data is coming from the true value \( \tilde{\mathbf{m}} \), then for some \( \eta > 0 \), if we take \( \mathbf{m} \) in \( B \setminus B(\tilde{\mathbf{m}}, \eta) \), the error functional \( f_{C,n,p}^{disc}(\mathbf{m}) \) will be larger compared to when we take \( \mathbf{m} \) close to \( \tilde{\mathbf{m}} \). The statement and the proof of the lemma are rather intricate because we need this statement to be uniform as \( n \to \infty \), and \( C \to 0 \).

**Lemma 4.2.** Assume that \( \tilde{\mathbf{m}}(P^n_j) = \mathcal{A}_m \hat{H}(P^n_j) + \tilde{\mathcal{E}}(P^n_j), j = 1, \ldots, M_n \) for some \( \tilde{\mathbf{m}} \) in \( B \) and \( \hat{R} \neq 0 \) in \( H^1_0(R) \). Fix \( \eta > 0 \). Then there exists \( C^* > 0 \), such that for all \( C_0 \) in \((0, C^*)\), there...
We can also assume that
de possibly extracting a subsequence, we can assume that
exist \( \eta' > 0, \epsilon > 0, n_0, \) and \( p_0 \) such that,

\[
\sup_{n > n_0, \dim \eta > p_0} \sup_{C_0 = C \leq 2C_0} \frac{f_{\text{disc}}^{C,n,p}(m)}{B(B(m, \eta)) \cap B} < \inf_{n > n_0, \dim \eta > p_0} \inf_{C_0 = C \leq 2C_0} \frac{f_{\text{disc}}^{C,n,p}(m)}{B(B(m, \eta)) \cap B},
\]

(4.10)

if \( \sum_{j=1}^{M_0} C'(j, n) |\tilde{\mathcal{E}}(P^n_j)|^2 < \epsilon \) for \( n > n_0 \).

**Proof.** If we first prove (4.10) in the case where \( \tilde{\mathcal{E}}(P^n_j) = 0 \), for all \( j = 1, \cdots, M_n \), let \( \sqrt{2\epsilon} \) be equal to

\[
\inf_{n > n_0, \dim \eta > p_0} \sup_{C_0 = C \leq 2C_0} \frac{f_{\text{disc}}^{C,n,p}(m)}{B(B(m, \eta)) \cap B} \sqrt{f_{\text{disc}}^{C,n,p}(m)}.
\]

Then, by the triangle inequality, the strict inequality (4.10) will still hold if \( \sum_{j=1}^{M_0} C'(j, n) |\tilde{\mathcal{E}}(P^n_j)|^2 < \epsilon \) for \( n > n_0 \). Thus, without loss of generality, we can now assume that \( \tilde{\mathcal{E}}(P^n_j) = 0 \), for all \( j = 1, \cdots, M_n \) and \( n > n_0 \).

Arguing by contradiction, if (4.10) does not hold, then for a sequence \( C_k \) converging to zero we have that for all \( \eta' > 0, n_0, \) and \( p_0 \),

\[
\sup_{n > n_0, \dim \eta > p_0} \sup_{C_0 = C \leq 2C_0} \frac{f_{\text{disc}}^{C,n,p}(m)}{B(B(m, \eta)) \cap B} \geq \inf_{n > n_0, \dim \eta > p_0} \inf_{C_0 = C \leq 2C_0} \frac{f_{\text{disc}}^{C,n,p}(m)}{B(B(m, \eta)) \cap B},
\]

and as \( f_{\text{disc}}^{C,n,p} \) is increasing in \( C \),

\[
\sup_{n > n_0, \dim \eta > p_0} \sup_{m \in B(B(m, \eta)) \cap B} f_{\text{disc}}^{C,n,p}(m) \geq \inf_{n > n_0, \dim \eta > p_0} \inf_{m \in B(B(m, \eta)) \cap B} f_{\text{disc}}^{C,n,p}(m).
\]

(4.11)

We can also assume that \( \eta' = \eta_k = O(C_k^{1/2}) \). We set \( n_0 = a_k, p_0 = b_k \) where the sequences \( a_k \) and \( b_k \) are strictly increasing in \( k \). Let \( \Pi_k \mathcal{H} \) be the orthogonal projection on \( H_{b_k} \). As \( \Pi_k \mathcal{H} \) converges to \( \mathcal{H} \) due to (4.6), \( A_{m_k} \Pi_k \mathcal{H} \) converges uniformly to \( A_{m_0} \mathcal{H} \) in \( V \) by Lemma 4.1. After possibly extracting a subsequence, we can assume that

\[
\sup_{(x_1, x_2) \in V} |(A_{m} \Pi_k \mathcal{H})(x_1, x_2) - (A_{m_0} \mathcal{H})(x_1, x_2)| = O(C_k^{1/2}).
\]

(4.12)

By continuity \( \sup_{m \in B(B(m, \eta_k)) \cap B} f_{\text{disc}}^{C_k,n,p}(m) \) is achieved at some \( m_k \) in \( B(B(m, \eta_k)) \). It is also bounded above by

\[
\sum_{j=1}^{M_k} C'(j, n) |(A_{m_k} \Pi_p \mathcal{H} - A_{m_0} \mathcal{H})^2| \left| P^n_j \right| + 2C_k \int_{R} |\nabla \Pi_p \mathcal{H}|^2.
\]

(4.13)

Given that \( |m_k - m| = O(C_k^{1/2}) \), we can apply (4.5), (4.6), (4.9) and (4.12) to find that for all \( n > a_k, p > b_k \),

\[
\sum_{j=1}^{M_k} C'(j, n) |(A_{m_k} \Pi_p \mathcal{H} - A_{m_0} \mathcal{H})^2| \left| P^n_j \right| = O(C_k).
\]
It follows that the left hand side of (4.11) is $O(C_k)$, if $n_0 = a_k$, $p_0 = c_k$. From the right hand side of (4.11), we now claim that there exist a sequence $\mathbf{m}_k'$ in $B \setminus B(\mathbf{m}, \eta)$ such that $\mathbf{a}_k'$ and $b_k'$ are two strictly increasing sequences in $\mathbb{N}$, such that $f_{C, \mathbf{a}_k', b_k'}(\mathbf{m}_k') = O(C_k)$. $f_{C, \mathbf{a}_k', b_k'}(\mathbf{m}_k')$ is equal to

$$\sum_{j=1}^{M_{\mathbf{m}_k'}} C'(j, \mathbf{a}_k') |A_{m_j} \mathbf{h}_k - \mathbf{A}_m H|^2(P_j^0) + C_k \int_{R} |\nabla \mathbf{h}_k|^2,$$  \hspace{1cm} (4.14)

for some $\mathbf{h}_k$ in $H_{0\mathbf{H}}$. Since the quantity in (4.14) is $O(C_k)$, $\mathbf{h}_k$ is bounded in $H^1_0(R)$, so after possibly extracting a subsequence, we may assume that it is weakly convergent to some $\mathbf{h}^*$ in $H^1_0(R)$. Likewise, we may assume that $\mathbf{m}_k'$ converges to some $\mathbf{m}^*$ in $B \setminus B(\mathbf{m}, \eta)$. From Lemma 4.1 we can claim that,

$$\sum_{j=1}^{M_{\mathbf{m}_k'}} C'(j, \mathbf{a}_k') |A_{m_j} \mathbf{h}_k - \mathbf{A}_m \mathbf{h}^*|^2(P_j^0)$$

converges to zero. Recalling (4.14), this shows that

$$\sum_{j=1}^{M_{\mathbf{m}_k'}} C'(j, \mathbf{a}_k') |A_{m_j} \mathbf{h}^* - \mathbf{A}_m H|^2(P_j^0)$$

converges to zero. But this term also converges to $\int_{V} |A_{m_j} \mathbf{h}^* - \mathbf{A}_m H|^2$, contradicting the injectivity statement in Proposition 2.3 as $|\mathbf{m}^* - \mathbf{m}| \geq \eta > 0$ and $H \neq 0$. \hfill \Box

### 4.2. A uniformly bounded determinant

**Lemma 4.3.** Fix two positive constants $C_0$ and $C_1$ such that $C_0 < C_1$. If (4.4) and (4.7) hold then the determinant $\det(C^{-1}(A_0^n)'A^n_m + I)$ is bounded below by 1 and above by a constant, for all $n$ in $\mathbb{N}$, $\mathbf{m}$ in $B$, and $C$ in $[C_0, C_1]$.

**Proof.** Using an orthonormal basis of $H_n$ made of eigenvectors $\phi_1, \cdots, \phi_{q_n}$ of $(A_0^n)'A^n_m$, we have the estimate

$$\det(C^{-1}(A_0^n)'A^n_m + I) \leq \exp \left( C^{-1} \sum_{j=1}^{q_n} \lambda_j \right) \leq \exp \left( C_0^{-1} \sum_{j=1}^{q_n} \lambda_j \right),$$

where $(A_0^n)'A^n_m \phi_j = \lambda_j \phi_j$ and $q_n$ is the dimension of $H_n$. Let $\mathbf{g}$ be in $H_0^1(R)$. Given the definition of $A_m$ (2.9) and that $H_m(x, y_1, y_2)$ and $\partial_x H_m(x, y_1, y_2)$, $i = 1, 2$, are continuous in $x, (y_1, y_2)$, $\mathbf{m}$ in $\overline{V} \times \overline{R} \times B$, it follows that

$$\sup_{\mathbf{x} \in \overline{V}} |A_m \mathbf{g}| + \sup_{\mathbf{x} \in \overline{V}} |\nabla A_m \mathbf{g}| = O(\|\mathbf{g}\|),$$

uniformly for $\mathbf{m}$ in $B$. Therefore, from (4.4), if $\mathbf{g}, \mathbf{h}$ are in $H_0^1(R)$ such that $\|\mathbf{g}\| = \|\mathbf{h}\| = 1$,

$$\sum_{j=1}^{M_n} C'(j, n) A_m \mathbf{g}(P_j') \cdot A_m \mathbf{h}(P_j') - \int_{V} A_m \mathbf{g} \cdot A_m \mathbf{h}$$

$$= O\left( \frac{1}{M_n} \right) \sup_{\mathbf{v} \in \overline{V}} |\nabla (A_m \mathbf{g} \cdot A_m \mathbf{h})|$$

$$= O\left( \frac{1}{M_n} \right),$$  \hspace{1cm} (4.15)
unformly for \( \mathbf{m} \) in \( B \). But,

\[
\sum_{k=1}^{q_n} \lambda_k = \sum_{k=1}^{q_n} \sum_{j=1}^{M_n} C'(j, n) \mathcal{A}_m \phi_k(P^n_j) \cdot \mathcal{A}_m \phi_k(P^n_j).
\]

Recalling (4.7), \( q_n = O(M_n) \), so by (4.15),

\[
\sum_{k=1}^{q_n} \lambda_k = \sum_{k=1}^{q_n} \int_V \mathcal{A}_m \phi_k \cdot \mathcal{A}_m \phi_k + O(1).
\]

Since \( \mathcal{R} \) and \( \mathcal{V} \) are compact and \( H_m \) is smooth on \( \mathcal{V} \times \mathcal{R} \), given the definition (2.9) of \( \mathcal{A}_m \), \( \mathcal{A}_m^* \mathcal{A}_m \) is a trace class operator [6]. The term \( \sum_{k=1}^{q_n} < \mathcal{A}_m \phi_k, \mathcal{A}_m \phi_k > \) is bounded above by \( \| \mathcal{A}_m^* \mathcal{A}_m \|_1 = \| \mathcal{A}_m \mathcal{A}_m^* \|_1 \) where \( \| \|_1 \) is the trace class norm ([6], Theorem 3.5, Chapter IV). Thus there only remains to prove \( \| \mathcal{A}_m \mathcal{A}_m^* \|_1 \) is uniformly bounded for \( \mathbf{m} \) in \( B \).

Recalling the definition of \( \mathcal{A}_m \) (2.9), we find that \( \mathcal{A}_m \mathcal{A}_m^* \) can be given in integral form,

\[
\mathcal{A}_m \mathcal{A}_m^*: L^2(V)^3 \to L^2(V)^3
\]

\[
u \to \int_V K_m(\mathbf{x}, \mathbf{x}') u(\mathbf{x}') d\mathbf{x}',
\]

where

\[
K_m(\mathbf{x}, \mathbf{x}') = \int_R H_m(\mathbf{x}, y_1, y_2) H_m^*(\mathbf{x}', y_1, y_2) s^2 dy_1 dy_2.
\]

Given that \( K_m \) is continuous in \((\mathbf{x}, \mathbf{x}')\), that \( V \) is bounded and \( \mathcal{A}_m \mathcal{A}_m^* \) is trace class, we have the following explicit formula [6], Theorem 8.1, Chapter IV,

\[
\text{tr} (\mathcal{A}_m \mathcal{A}_m^*) = \text{tr} \int_V K_m(\mathbf{x}, \mathbf{x}) d\mathbf{x} = \text{tr} \int_V \int_R H_m(\mathbf{x}, y_1, y_2) H_m^*(\mathbf{x}, y_1, y_2) s^2 dy_1 dy_2 d\mathbf{x}.
\]

As \( H_m(\mathbf{x}, y_1, y_2) s \) is uniformly bounded for \( \mathbf{x} \) in \( V \), \( y \) in \( R \), and \( \mathbf{m} \) in \( B \), the result follows. \( \square \)

4.3. Convergence of the posterior of \( \mathbf{m} \) as \( M_n \) and \( \dim H_n \) tend to infinity

Theorem 4.1. Assume that the data \( \mathbf{\hat{u}} \) is given by (3.1) with the true values \( \mathbf{m} = \mathbf{\hat{m}} \), \( \mathcal{G} = \mathcal{H} \), \( \mathbf{g} = \Pi_H \mathcal{H} \), and is such that the random variables \( \mathcal{E}(P^n_j) \cdot e_k \) where \( j = 1, \ldots, M_n \), \( k = 1, 2, 3 \), \( n \in \mathbb{N} \), are independent and identically distributed with zero mean and finite covariance \( \sigma^2 \). Suppose conditions (4.4)–(4.7) hold and that \( \mathbf{m} \) follows the distribution (4.3). Fix \( \eta > 0 \). Then there for all \( C_0 > 0 \) small enough there is a positive \( \sigma_0 \) such that if \( \sigma < \sigma_0 \), the probability of \( \{ \mathbf{m} \in B : |\mathbf{m} - \mathbf{\hat{m}}| > \eta \} \) converges to zero as \( n \) tends to infinity.

Proof. We note that due to (4.5) there is a positive constant \( \alpha \) such that,

\[
\sum_{j=1}^{M_n} C'(j, n) |\mathcal{E}(P^n_j)|^2 \leq \frac{\alpha}{M_n} \sum_{k=1}^{3} \sum_{j=1}^{M_n} (\mathcal{E}(P^n_j) \cdot e_k)^2.
\]

Using the law of large numbers ([5], Theorem 1.93), \( \frac{1}{M_n} \sum_{k=1}^{3} \sum_{j=1}^{M_n} (\mathcal{E}(P^n_j) \cdot e_k)^2 \) converges almost surely to \( \sigma^2 \) as \( n \to \infty \). Following Lemma 4.2, let \( \epsilon > 0 \) such that inequality (4.10) is satisfied and let \( \sigma_0 \) be a fixed positive number less than \( \frac{\epsilon}{\alpha} \). Then \( \sum_{j=1}^{M_n} C'(j, n) |\mathcal{E}(P^n_j)|^2 < \frac{\epsilon}{\alpha} \).
almost surely as \( n \to \infty \). Without loss of generality, we may assume that \( n \) is large enough so that \( \sum_{j=1}^{M_n} C'(j, n)|\delta(P_j^n)|^2 < \frac{\epsilon}{2} \), since \( \delta = \mathcal{A}_m(I - \Pi_n)\mathcal{H} \). Then almost surely, as \( n \to \infty \),

\[
\sum_{j=1}^{M_n} C'(j, n)|E + \delta(P_j^n)|^2 < \epsilon.
\]

Now let \( C^*, \eta', n_0, p_0 \) be as in the statement of Lemma 4.2 and assume that \( n \) is such that \( n > n_0 \) and \( \dim H_n > p_0 \) while \( C_0 < C^* \). Let \( \mathcal{U} \) be such that

\[
[C_0, 2C_0] \cap [C_0, C_1] = [C_0, \mathcal{U}].
\]

According to (4.3),

\[
\rho(m|\tilde{u}) = \mathcal{I} C_n \int_{C_0}^{C_1} \left( \det(C^{-1}(A_m^a)^\gamma A_m^a + I) \right)^{-\frac{1}{2}} F_{m,C}(g_{\min})^{-\frac{3M_n}{2}} dC,
\]

where

\[
C_n = \left( \frac{3}{2\pi e} \right)^{\frac{3M_n}{2}} \prod_{j=1}^{M_n} (M_nC'(j, n))^{\frac{3}{2}},
\]

\[
\mathcal{I}^{-1} = C_n \int_{B} \int_{C_0}^{C_1} \left( \det(C^{-1}(A_m^a)^\gamma A_m^a + I) \right)^{-\frac{1}{2}} F_{m,C}(g_{\min})^{-\frac{3M_n}{2}} dCdm.
\]

Set \( \gamma_1 \) to be the left hand side of (4.10) and \( \gamma_2 \) to be the right hand side of (4.10). According to Lemmas 4.2 and 4.3, for \( n > n_0 \) and \( \dim H_n > p_0 \),

\[
\mathcal{I}^{-1} \geq C_n O\left( \int_{B} \int_{C_0}^{C_1} F_{m,C}(g_{\min})^{-\frac{3M_n}{2}} dCdm \right)
\]

\[
\geq C_n O\left( \int_{B(\tilde{m}, \eta') \cap B} \int_{C_0}^{C_1} F_{m,C}(g_{\min})^{-\frac{3M_n}{2}} dCdm \right)
\]

\[
\geq C_n O\left( \int_{B(\tilde{m}, \eta') \cap B} \int_{C_0}^{C_1} \gamma_1^{-\frac{3M_n}{2}} dCdm \right),
\]

thus

\[
\mathcal{I} \leq C_n^{-1} O(\gamma_1^{-\frac{3M_n}{2}}).
\]

Now assume that \( m \) is in \( B \setminus B(\tilde{m}, \eta) \). If \( C \) is in \([C_0, C_1] \), then \( F_{m,C}(g_{\min}) \geq \gamma_2 \). If \( C \) is in \([C, C_1] \) then as \( F_{m,C} \) is increasing in \( C \), we still have that \( F_{m,C}(g_{\min}) \geq \gamma_2 \). It follows that

\[
\rho(m|\tilde{u}) \leq \mathcal{I} C_n O(\gamma_2^{-\frac{3M_n}{2}}) \leq O\left( \frac{\gamma_1}{\gamma_2} \right)^{\frac{3M_n}{2}}).
\]

We have found that the probability of \( m \in \{m \in B : |m - \tilde{m}| > \eta \} \) is \( O\left( \frac{\gamma_1}{\gamma_2} \right)^{\frac{3M_n}{2}} \), if \( E \) satisfies \( \sum_{j=1}^{M_n} C'(j, n)|E(P_j^n)|^2 < \frac{\epsilon}{4} \) for \( n > n_0 \). As by Lemma 4.2, \( 0 < \frac{\gamma_1}{\gamma_2} < 1 \), the proof is complete. \( \square \)

**Remark 4.1.** Let \( \Omega \) be the underlying probability space for the measurements at the points \( P_j^n \). Theorem 4.1 assumes that the random variables \( E(P_j^n) \cdot e_k, j = 1, \ldots, M_n, k = 1, 2, 3, n \in \mathbb{N} \) where \( M_n \) is increasing and tends to infinity, are independent and identically distributed.
The distribution (3.15) was constructed under the assumption that \( E(P_nj) \) is Gaussian, however, once this distribution is set, this is no longer necessary for the convergence result of Theorem 4.1 to hold. In practice, Theorem 4.1 expresses that if measurements \( E(P_nj(\omega) \cdot e_k, j = 1, \ldots, M_n, k = 1, 2, 3, n \in \mathbb{N} \) are available, almost surely for \( \omega \) in \( \Omega \), if \( \sigma < \sigma_0 \), the probability of \( \{ m \in B : |m - \tilde{m}| > \eta \} \) is \( O((\frac{\gamma_1 \gamma_2}{\sigma^2})^{\frac{1}{3}M_n^2}) \).

5. Extension to More General Inverse Problems

The reconstruction algorithm developed in this paper was initially designed to solve a specific fault inverse problem arising in geophysics. However, it can be used in other inverse problems where both linear and nonlinear unknowns have to be recovered. This algorithm is especially well-suited to problems where the linear part has to be regularized, but to what extent is unknown, and this lack of knowledge is made more challenging by the fact that the underlying linear operator depends on the linear unknown. This algorithm is also well-suited to problems where noise levels are considerable and as a result the maximum likelihood solution may become meaningless. The expected value of the solution and its (rather large) covariance are then more meaningful. Section 4.3 of [11] shows how this method outperforms other regularization parameter selection methods such as GCV or ML (used globally over the range of the nonlinear parameter) on such problems. The numerical simulations are considerably more involved in [11] since the nonlinear parameter there is in \( \mathbb{R}^6 \) and thus the gains made by applying the method advocated in this paper are even more dramatic.

We now write down a more general inverse problem that can efficiently be solved following the algorithm analyzed in this paper. For ease of notations, we only consider the case of scalar functions: the case of vector fields can easily be inferred from there.

5.1. Inverse problem formulation

Let \( R \) and \( V \) be two open bounded subsets of \( \mathbb{R}^d \). Let the operator
\[
A_m : L^2(R) \to L^2(V)
\] (5.1)
be a compact linear operator that depends continuously on \( m \), a parameter in \( B \subset \mathbb{R}^q \). We assume that \( B \) is compact.

Uniqueness assumption:
For any \( m_1 \) and \( m_2 \) in \( B \) and any \( G_1 \) and \( G_2 \) in \( H^1_0(R) \), if \( A_{m_1}G_1 = A_{m_2}G_2 \) in \( L^2(V) \), then \( m_1 = m_2 \) and \( G_1 = G_2 \).

5.2. Related discrete inverse problem

Let \( P_j, j = 1, \cdots, M \) be points in \( V \), referred to as measurement points. The discrete inverse problem consists of finding \( m \) from noisy data at the points \( P_j \). More precisely, let \( H \) be a finite-dimensional subspace of \( H^1_0(R) \). We assume that the noisy data is given in the form
\[
(A_{\tilde{m}}\tilde{H}(P_1), \cdots, A_{\tilde{m}}\tilde{H}(P_M)) = (A_{\tilde{m}}\tilde{H}(P_1), \cdots, A_{\tilde{m}}\tilde{H}(P_M)) + \mathcal{E},
\] (5.2)
where \( \tilde{m} \in B, \tilde{H} \in H^1_0(R) \). Note that earlier in this paper \( (A_{\tilde{m}}\tilde{H}(P_1), \cdots, A_{\tilde{m}}\tilde{H}(P_M)) \) had to be split in two terms, one corresponding to the orthogonal projection \( \Pi\tilde{H} \) on \( H \) and the other term, \( \delta \), related to the residual \( (I - \Pi)\tilde{H} \). This splitting was instrumental to prove the
convergence result, but is no longer necessary to formulate the posterior distribution of \( m \) or to state the convergence result. Here, \( \mathcal{E} \) is a random variable with mean zero and covariance \( \sigma^2 I \). The vector \((\hat{u}(P_1), \cdots, \hat{u}(P_M))\) will be denoted by \( \hat{u} \).

Discrete inverse problem statement:

Assume that the sets \( R, V, B \) are known. Assume that the mapping \( m \to A_m \) is known. Recover \( m \) from \( \hat{u} \): compute its expected value and its covariance, and if possible, its marginal probability distribution functions.

To ease notations, it is convenient to introduce the finite-dimensional operator \( A_m^M \) which is built as a slight correction of \( A_m \) by the quadrature coefficients \( C' \):

\[
A_m^M g = (C'(1)\frac{1}{2} A_m(g)(P_1), \cdots, C'(M)\frac{1}{2} A_m(g)(P_M)).
\]

Define the probability distribution

\[
\rho(m, C|\hat{u}) \propto (\det((C^{-1}(A_m^M)A_m^M + I))^{-\frac{1}{2}} F_m,g_{\min}^{-\frac{M}{2}} \rho_{pr}(m, C),
\]

where \( \propto \) means “proportional to”, \( F_m,g_{\min} \) is the minimum of \( F_m,g \) over \( H \), and \( \rho_{pr}(m, C) \) is the prior distribution of \((m, C)\) (note that the exponent of \( F_m,g_{\min} \) is different from the one in formula (4.1): this is because in the case of the elasticity equation we have \( M \) measurements of three-dimensional vectors, while here we assumed that we have \( M \) scalar measurements). If we choose the priors of \( m \) and \( C \) to be independent and uniform in \( B \) and in \([C_0, C_1]\) respectively, where \( C_0 \) and \( C_1 \) are positive constants, it follows from (5.5) that

\[
\rho(m|\hat{u}) \propto \int_{C_0}^{C_1} (\det((C^{-1}(A_m^M)A_m^M + I))^{-\frac{1}{2}} F_m,g_{\min}^{-\frac{M}{2}} dC.
\]

Note that another typical choice for the prior distribution of \( C \) is to take it such that \( \log_{10} C \) is uniformly distributed on an interval in \( \mathbb{R} \).

Regarding the computation of \( \rho(m, C|\hat{u}) \), as \( m \in B \subset \mathbb{R}^q \), if \( q = 1 \) then the trapezoidal rule is adequate. However, if \( q \geq 3 \), Markov Chain Monte Carlo techniques are called for. If a parallel computing platform is available, we recommend using the parallel sampling algorithm for inverse problems combining linear and nonlinear unknowns described in [11], or any algorithm along these lines.

5.3. Convergence of the solution to the discrete inverse problem to the unique solution of the underlying continuous problem

The convergence Theorem 4.1 can easily be extended to the more general inverse problem considered in this section. For the arguments used in the proof of Lemmas 4.1, 4.2, and 4.3 to be valid, the operator (5.1) has to be associated with an integration kernel \( H_m \) such that

\[
A_m g(x) = \int_\mathcal{R} H_m(x, y)g(y)dy,
\]

where \( \mathcal{R} \) is the region where the integrand is bounded.
for all \( g \) in \( L^2(\mathbb{R}) \) and where \( H_m \) is such that
\[
(m, x, y) \rightarrow \mathcal{H}_m(x, y) \text{ is continuous in } B \times V \times \mathbb{R},
\]
(5.8)
and
\[
(m, x, y) \rightarrow \partial_n \mathcal{H}_m(x, y) \text{ is continuous in } B \times V \times \mathbb{R}, i = 1, \ldots, d.
\]
(5.9)

We are able to prove a convergence result if the coefficients \( C' \) come from a quadrature rule satisfying (4.4)–(4.5) and if the finite-dimensional space \( H = H_n \) satisfies (4.6)–(4.7). Note that if the geometries of \( R \) and \( V \) are simple enough (for examples if they are polygons), these conditions can be easily met.

**Theorem 5.1.** Let the data \( \tilde{u} \) be given by (5.2) with the true values \( \tilde{m}, \tilde{\mathcal{H}} \), where \( A_m \) satisfies (5.7–5.9), and \( \mathcal{E} \) a random vector such that its coordinates are independent and identically distributed with zero mean and finite covariance \( \sigma^2 \). Assume that the coefficients \( C' \) come from a quadrature rule satisfying (4.4)–(4.5) and consider a sequence of finite-dimensional spaces \( H \) satisfying (4.6)–(4.7). Fix a distance \( \eta > 0 \). Then there for all \( C_0 > 0 \) small enough there is a positive \( \sigma_0 \) such that if \( \sigma < \sigma_0 \), the probability of \( \{ m \in B : |m - \tilde{m}| > \eta \} \) under the distribution given by (5.6) converges to zero as \( M \) and \( \dim H \) tend to infinity.

### 6. Numerical Simulations

#### 6.1. Construction of data

We consider data generated in a configuration closely related to studies involving field data for a particular region and a specific seismic event [12, 14]. To ensure that we perform a simulation with realistic orders of magnitude, the scaling is such that the unit for \( x \) in \( \mathbb{R}^3 \) is in kilometers, while \( \tilde{u} \) and \( g \) in (3.1) are in meters, as in [14]. For lower values of \( M \) we will use a pattern of measurement points \( P_j, j = 1, \ldots, M \) derived from the locations of in-situ measurement apparatus as set up by geophysicists [14]. For generating forward data we pick the particular value
\[
\tilde{m} = (-0.12, -0.26, -14).
\]
(6.1)

![Fig. 6.1. Left: the fault \( \Gamma_m \) in green and the surface measurement points \( P_j \) (sketched as black dots on the plane \( x_3 = 0 \) which is itself shown in yellow) in the case where \( M = 12 \). Right: the slip \( \mathcal{G} \) on \( \Gamma_m \) viewed from above. \( \mathcal{G} \) is taken to be in the direction of steepest descent, so only the magnitude is shown. Depth lines on \( \Gamma_m \) are shown.](image-url)
Fig. 6.2. The data $\tilde{u}$ at the points $P_j$ (represented as circles) for the six inverse problem solved numerically in this paper. Only the horizontal displacements are sketched for clarity. Row 1 to 3: $M = 12, 25, 50$. Column 1: low $\sigma$, column 2: high $\sigma$.

We sketched $\Gamma_{\tilde{m}}$ in Fig. 6.1, left, where we also show the points $P_j$. The slip field is assumed to be parallel to the steepest direction on $\Gamma_{\tilde{m}}$ and we assume that this is known when we solve the related inverse problem. This direction of slip is characteristic of plate interface in subduction zones. The slip field $\mathcal{G}$ used for generating data as formulated by (3.1)–(3.2) is shown in Fig. 6.1, right. A very fine grid was used for computing the resulting displacement $\tilde{u}$. The data for the inverse problem is the three dimensional displacements at the measurement points shown in Fig. 6.2 to which we added Gaussian noise with covariance $\sigma^2I$. We present in this paper results for two values of $\sigma$, and for each value of $\sigma$ three values of $(M, \dim H)$: $(12, 27^2), (25, 37^2), (50, 51^2)$. 
In the lower noise case, $\sigma$ was set to be equal to 5\% of the maximum of the absolute values of the components of $\mathbf{u}$ (in other words, 5\% of $\|\tilde{\mathbf{u}}\|_{\infty}$). For the particular realization used in solving the inverse problem, this led to a relative error in Euclidean norm of about 6\%. In the higher noise case scenario $\sigma$ was set to be equal to 25\% of the maximum of the absolute values of the components of $\mathbf{u}$ (in other words, 25\% of $\|\tilde{\mathbf{u}}\|_{\infty}$) and this led to a relative error in Euclidean norm of about 30\%. Both realizations are shown in Fig. 6.2 (only the horizontal components are sketched for the sake of brevity).
6.2. Numerical solution to the inverse problem

We computed the posterior probability distribution function \( \rho(m, C|\tilde{u}) \) given by (4.1)–(4.2) in each of the 6 cases introduced in the previous section. The prior distribution of \( m \) was taken to be uniform in the box \([−1, 2] \times [−1, 2] \times [−100, −1]\), and the prior distribution of \( \log_{10} C \) was taken to be uniform in \([−7, −2]\). The computation of \( \rho(m, C|\tilde{u}) \) was performed using the method of choice sampling, more specifically, we used a modified version of the Metropolis algorithm which is well suited to parallel computing [3]. In [11], section 4, we wrote explicitly a form of this algorithm for computing \( \rho(m, C|\tilde{u}) \). Note that although the inverse problem considered in [11] was similar to the one studied here, the nonlinear parameter to be reconstructed was different.

The computed marginal posteriors of \( m = (a, b, d) \) are graphed in Fig. 6.3. This figure shows how these computed posteriors tighten around the value of \( \tilde{m} \) as \( M \) and \( \dim H \) increase as expected from Theorem 4.1. This tightening around the correct value occurs in both low and high \( \sigma \) cases and is more narrow in the lower noise case. Deciding that the regularization parameter \( C \) be a random variable results in a more extensive random walk, however it has the distinct advantage of sweeping through the entire range of values of \( C \) in the support of the prior of \( C \). The computed marginal posteriors of \( C \) are sketched in Fig. 6.4. This figure illustrates how the algorithm automatically favors optimal values for \( C \) depending on \( M \), \( \dim H \), and the noise level.

6.3. Failure at fixed \( C \)

Fixing a value for the regularization parameter \( C \) is commonly done in linear inverse problems. Often times, a value for \( C \) is fixed in such a way that the solution displays satisfactory qualitative features. \( \log_{10} C \) is varied linearly until such features appear. Alternatively, one can use more objective criteria for selecting \( C \) such as the maximum likelihood method, the discrepancy principle, or the generalized cross validation criterion. However, the fault inverse problem is nonlinear in \( m \). If one were to apply any of these methods to select a fixed \( C \), the selection would depend on \( m \) and as a result different candidates for \( m \) would be unfairly compared, [11]. Better results are obtained if we fix the same value for \( C \) for all \( m \) in \( B \), [12]. Even then, determining the optimal value for \( C \) is not possible. To illustrate this point, we plotted in Fig. 6.5 the computed posterior marginals assuming various fixed values of the regularization parameter.
Fig. 6.5. Computed posterior marginals assuming various fixed values of the regularization parameter $C$. First row: $a, b$. Second row: $d$. The computed marginals are only shown for the case $M=25$, low $\sigma$.

parameter $C$. Qualitatively, it appears that the values $10^{-7}$ and $10^{-6}$ have to be rejected, but it is unclear which of the remaining values is most suitable. This example illustrates that modeling $C$ as a random variable and using a Bayesian approach built from the distribution function (4.1)–(4.2) leads to far superior results.
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