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Abstract: The aim of this paper is to apply Galerkin weighted residual method for solving tenth and
twelfth order linear and nonlinear boundary value problems (BVPs). A trial function is assumed which is
made to satisfy the boundary conditions given, and used to generate the residual to be minimized. The
method is formulated as a rigorous matrix form. To investigate the effectiveness of the method, numerical
examples were considered which were compared with both the analytic solutions and the solutions obtained
by our method. It is observed that, the proposed method is very accurate, better, efficient and appropriate. All
problems are computed using the software MATLAB.

Keywords: Numerical solutions, Linear and nonlinear tenth and twelfth order BVPs, Galerkin method,
Bezier polynomials.

I. Introduction

Tenth and Twelfth order boundary value problems arise in the study of fluid dynamics, hydro magnetic
stability, beam and long wave theory, physics, engineering and applied sciences. Owing to their
mathematical significance and applications, several methods such as finite difference method,
decomposition method and polynomial spline have been used to solve these types of problems. From the
literature we observe that, Siddiqi and Twizell [1] solved tenth order BVPs using tenth degree spline where
some unforeseen results for the solution and higher order derivatives were acquired near the boundaries of
the interval. Siddigi and Ghazala [2] acquainted the solutions of tenth order BVPs by eleventh degree spline.
A reliable algorithm for solving tenth order BVPs using variational iterative method is developed by
Muhammad Aslam Noor et al [3]. On the other hand, variational iteration method for the numerical solution
of tenth orders BVPs were used by Fazhan and Xiuying [4]. Inayat Ullah et al [5] acquainted the numerical
solutions of higher order nonlinear BVPs by new iterative method. Siddigi and Twizell [6, 7] solved the
tenth and twelfth order BVPs using tenth and twelfth degree splines respectively. Siddigi and Ghazala
Akram [8, 9] elaborated the solutions of tenth and twelfth order BVPs applying eleventh and thirteen degree
spline respectively. Approximate solutions of twelfth order BVPs were acquainted by Mohy-ud-Din et al
[10]. Mirmoradi et al [11] used Homotopy perturbation method to solve Tenth order and Twelfth order
boundary value problems.

This article is organized as, in section |1, basic concept of Bezier polynomials are introduced. In section Ill,
two formulations for solving linear and nonlinear higher order BVPs including two types of boundary
conditions by Galerkin residual method are presented. The proposed formulation is verified on three linear
and two nonlinear BVPs in section V. Finally, in the last section, the conclusion of the paper is inserted.

I1. Bezier Polynomials

The Bezier polynomials of nth degree form a complete basis over [0, 1] and they are defined by

n . .
Bjn(x) = Z <j)x1(1 —x)"/P,0<x <1

j=0
Where the binomial coefficients are given by

(n) _ n!
j/ (= _ _
The points P; are called control points for the Bezier curve.

We write first 20 Bezier polynomials of degree 19 over the interval [0,1]:
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By(x) = (1 -x)"

B;(x) = 19(1 — x)%8
By(x) = 171(1 — x)V" x?
B3(x) = 969(1 — x)'6x3
B,(x) = 3876(1 — x)5x*
Bs(x) = 11628(1 — x) x>
Bg(x) = 27132(1 — x)3x°
B,(x) = 50388(1 — x)*2x7
Bg(x) = 75582(1 — x)*1x®
Bg(x) =92378(1 — x)1%x°
Bio(x) = 92378(1 — x)°x1°
B;;(x) = 3876(1 — x)&x1!
B, (x) = 75582(1 — x)7x1?
Bi3(x) = 27132(1 — x)®x13
By,(x) = 11628(1 — x)>x*
Bis(x) = 3876(1 — x)*x15
Bis(x) = 969(1 — x)3x1°
Bi,(x) = 171(1 — x)%x'7
Big(x) = 19(1 — x)x18
Big(x) = x*°

Since Bezier polynomials have special properties at x=0 and x=1: B;,(0)=0 and
B;,(1) =0,j =1,2,..,n— 1respectively, so that they can be used as set of basis function to satisfy the

corresponding homogeneous form of the essential boundary conditions to derive the matrix formulation in
the Galerkin method to solve a BVP over the interval [0,1].
I11. Formulation of BVPs in Matrix Form

In this section, we first obtain the rigorous matrix formulation for tenth order linear BVP and then we extend
our idea for solving nonlinear BVP. For this, we consider a linear tenth order differential equation given by

a102,1:o+ 93 Z+a82 1;‘|“7‘7Z Z*’aGZ Z+a53 ?+a43x11+a33x3+“23 12i+ald Fau=r as<x<

b (1a)
subject to the following two types of boundary conditions:

Type 1

u(a) = Ao, u(b) =By, u'(a) = Ay, u'(b) =By, u'(a) =A,, u"(b) =By, u"'(a) = As,

u"'(b) = By, u™(a) =A, u®™(b) =8B, (1b)
Type 2

u(a) = Ay, u(b) = By, u"(a) = A,, u’(b) =By, u™(a) = Ay, u™(b) = By, u(a) = Ag, u®)(b) = By,
u(viii)(a) — A u(viii)(b) — Bs (10)

Where A;, B;,i = 0,1,2,3,4,5,6,8 are finite real constants and a;,i = 0,1,2,3,4,5,6,7,8,9,10 and r are all
continuous and differentiable functions of x defined on the interval [a, b]. The BVP (1) is solved with both
the boundary conditions of type 1 and type 2.

Since we want to use the polynomials, described in section Il, as trial functions which are derived over the
interval [0, 1], so the BVP (1) is to be converted to an equivalent problem on [0, 1] by replacing x by (b —

a)x + a, and thus we have:
aloy d’u d8u d’u du dSu d*u d3u d?u

Cloax10+c9a st 8+C7a 7t C6 % 5+Csd 5+c4d 4+C3a st 3 2+C1a t+tcou=t 0<x<
1 (22)
1 1 " _

U(U) = Ao, u(l) =By, (b— w0 =4, 45 =B1, Gz WO =4y

u _ ' — 1 " — 1 (iv) — 1 (iv) —
(b- a)z (1) BZI (b—a)3 (0) A3l (h-a)3 u (1) B3I (b-a)* u (0) A4—! (b-a)* u (1) B4- (2b)
and

— _ II — II _ (iv)

u0) = Ay, U =By, g WO = Ay G u D =By G w0 =

(iv) — (vi) — (i) — (viii) (viii) —
(b- a)4 u (1) BZI (b— a) u (O) A3’ (b— a)5 u (1) B3, (b- a)s u (0) A4l (b— a)g u (1)
B, (2c)

where
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C1o _ m 10((b —aQ)x + a) cg = ﬁ ag((b —a)x + a) c8 =3 1a)8. ag((b —a)x + a) C7 =
a;((b —a)x +a), cg= = a)6 as((b — a)x+ a), cs = = a)5 as((b —a)x+ a), ¢, = = a)4 as((b -

(b~ a)7

x+ a),c; = = a)3 as;((b—a)x + a),c, = . a)2 a((b—a)x+ a), ¢ = o a) a,((b—a)x+ a), ¢ =
a((b—a)x+ a), t=r((b—a)x+ a) (2d)
We approximate the solution of the differential equation (2a) as

i(x) = 0o(x) + X157 B B;(x) ,n = 2 3

Here 6,(x) is specmed by the essential boundary conditions, B;(x) are the Bezier polynomials which must
satisfy the corresponding homogeneous boundary conditions such that B; (0) = B;(1) = 0, for each i =
1,2,3,..,n—1.

Using (3) into (2a) the Galerkin weighted residual equations are:

daog ddu d’u d%u a5 da*a da3u d?a
f [delo C9d9+C8d3+C7d7+c6d5+C5d5+C4d4+c3d3+czd2+cld +c0u—t]B(x)dx—
0,j=12.,n—1 (4)

Formulation 1
In this portion, we have derived the matrix formulation by applying the boundary conditions of type 1.
Integrating by parts the terms up to second derivative on the left hand side of (4), we have

5 cr0 Sm B ()dx = [cmd 93 (x)] L= [clOB w]Ls
— 2= eroB; ()] dxg] 0 oo By ()] S dx [Since B, (0)=B-(1)=O]
= - [ tewB N 5], + [ e 01T - 1) s lesoB O]
== [ e8] dxs] +[= 0B ) dx7] [dxs [e108; <x>]dxe] +f§di4[cloB Qb
= =[5 e8] dxs] +[dxz 08,0148, ~ [5 feoy 0] ],
+[d—4[ch-(x)] ] ) [eroBy ()] 2 dx
= =[G 0B, 0] dxs] + iz lawB 0] ] [dxa 0B, (15,
+[d—4[ch-(x)]—] —[ﬁ[cws-(x) W] 0 oo By (0] S dx
=~ [ leB @] dxs] + [z lenoB 0] dx7] 5 Lo 01 57
s @IS - e oL, ¢ 2 12
e [ch (x)]—dx
=~ [ leB @] dxs] + [z lenoB 0] dx7] [ lesoBy 0] dxe]
+a B @] —] [dxs 082 dx4] + [dxs et ] 53],
& 108, (0)] dxz] I [eroB ()] ot
= - [ 0B, 0] axs] + [zl 0] M] [ [ewoB, 00]
[ lews 1] - [ et @] m] + [dxs 108, 0) 53],
-5 7[ch ) dxz] +[£5 [e10B,(0)] ] — [ e B (0] 2 (5)
[l o L2B (rydx = — [ [coB; (x)]M] +[dx2 [csB; ()] 5 ]
-5 3[ch 12 + [ s, 0] 2] [dxs [coB; ()] dxs]
+[—[ch‘(x)]—] [ [eoB (0] & ]0+f L [esBy )] & (6)
[ s ol By (ydx = — | [caB; ()] x6]0+[w[c83j(x)]ﬁ]o
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[l @15, *fiston o) —] - [ oo ) 22,

+[ £ [esB, )] ]— [ o By ()] 22 -
f C7FB'(x)dx=—[—[c7B (x)]—] [axz [c;B;(x)] dx4]

[ leri 0] ] +[dx4 8,01 5], - [ [C7Bf(x)]a]o

+5 E[C7Bj(x)] (8)
fol C6%Bj (x)dx = [ [cBj ()] dx4] [dxz [CGB (x)] ]
- [% [cﬁBj(x) de] + [dx4 [C6B (x) ] - 0 de CGB (x)]—dx 9
fl Cs %B (x)dx = — [— [CSB-(JC)] —] [ﬁ [csBj(x)] F]o

[ Cs ](x) ] +f0 axt [CSB (x)] (10)
f C4_FB-(X)dX = — [— [C4Bj(x) de] + [d = [C4B (x)] ]
_ 01 dd ~[ca ](x)] dx (11)
fo C3 ﬁBj(x)dx =— [E [C3Bj(x)] Z—z]: + folj_;z[CSBj(x)] gdx (12)
fol c, %Bj(x)dx =— Olj—x [c,B;(x)] Z—de (13)

Substituting equations (5) to (13) into equation (4) and using approximation for #(x) given in equation (3)
and after imposing the boundary conditions given in equation (2b) and rearranging the terms for the resulting
equations we get a system of equations in matrix form as

YL E B =G, j=12..,n-1 (14a)
Where

By = INIE dxg[cloB 0] + 2 [coB; ()] — 2 [caB ()] + e [e7B,(0)] — - [ By ()] + o [e5B, ()] -
L leB, (x)]+dx2 [c3B,(0)] - == [c2B; (x)]+c113 ()] < [B; ()] + coB; (x)B; (x) } dx

[[0103 @] 5, (x)]] [[CmB @] (B, (x)]]

dx8 dx8

x=0

+ [% [C1ij(x)]ﬁ Bi(x)]] [ [C1OB (x)] [B (x)]]

x=1 x=0

—[%Z[cms,(x)]%wi(x)]] [ - [eroB) (0] 2 1B, (x)]]
x=1 x=0

+ [ e8] ;‘—Z (B:0] _ — [ [enoB, 0] a5 (BN
~ [ [eoB @] B+ [ [eoB 0] 5 [BiCo1]

dx7

L e 0] 2 [5,00)]_ - [% 050 B
dS
+ [ch (x)] = [Bi(x)]

x=1

x=0

~ [ [eoB, )] j—i[B ol _ +[5 [csB €3] ;[B (x)]]
+ |2z [esBi ()] 2 e B )]] & [esBy 0] aw (B )]]

+|
- [;—;5 [C9Bj(x)] :—xss [B;(x)]
[
=
— [ [erB; (0] - B (x)]]le + [ By ()] = [B: (")]L:o (14b)

6 = = I} {tB (x)+[ ~[c10B; (x)] L eoB (0] + 2 [caB (0] — 2 [ (0] + - [co B ()] — 5 [es B ()] +
= ~[csB;(0)] - = [esB 0] + = [:B,(x)] — o1 B; (x)] coeoB,-(x)}dx + [% [cwlsj(x)]%]x=1 -

dx8
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[c10B;(x) fix?]x:ﬂ - [% [c10B; ()] %]le + [% [c10B;(x)] &] _+ [d 5 [c10B; ()] < 90]x=1 -

dx” dx®

ClOB (x)] - 9°]x=0 [dx4 [CloB (x)] dseo] =1 + [% [ClOB'(x)] ﬂ] =

dx6 dx5 dx>

[
o
[ C9B( ) ‘Z:;’] =1 - [E [CgB.( )] ‘Z:;’] _[dx2 CgB( )] fixeﬁo] =1 [dx2 [CgB( )] dx6] x=0
+
[

dx5

[ len el - [£ (00024

x=0

[eoB, ) 5] _, -~ [ leoB, 01 52]

dx® dx6

— [ﬁ [chj(x)] %]le + [% [csBj(x)] %] o +
[;—x [c;B;(x)] ‘iio]xﬂ - ;—X[C7B'(x)] 219_,,"] o [de [c10B; (x)]] ) x(b—a)*B, —

[% [C1ij (x)]

x(b—a)*A, — [ [c10B;(x) ] x (b —a)®B; +

x=0 =1

[% [C1ij (x)]

x (b—a)®A; + [ [c10B;(x) ] x (b —a)?B, —

x=0 x=1
[;_):7 [Clij(x)]] x(b—a)* A, - [d_g [CmB'(x)] X (b—a)B; +
- x=0 x=1
LB ]| xB-a)a; - dx4 < 1op@]|  xb-a) B+
L x=0 - dx=1
LleB @] xb-a)* 4+ | S[eB,®]|  x b -a)? B, -
x=0 - dx=1

aslesB ]|

x(b—a)3A3— - 6[693 ] x(b—a)?B, +
L =0 dx=1

[5 [cgsj(x)]] x (b — a)? Ay + [ﬁ [cB; ()] ] x (b —a) B, —
| x=0

L leB@]|  x(b—a)a, + [d [ceB; (x)]] x (b — a)* By —

Jx=0 x=1

% [ceB; ()] o (b—a)* A, — 3 L [esB, @] > (b —a)*Bs +
b )] x0-0ra [ Llanl| xe-wrp-
Llanwl] x@-0ta-[Elanw] xo-on+
[:_; [CSBj(x)]] . x(b-a)s - -%22 [C7Bf(x)]- x(b-a) B, +

dx=1

FRee)

x(b—a)tA, + [% [C7Bj(x)]] x (b—a)®B; —

x=0 x=1

[;‘? [C7B]-(x)]] x (b — a)* Ay — [% [c,B;]|  x(b—a)? B, +

_ x=0 x=1

(j_;[@Bj(x)] X (b—a)* A, + [(Zc—i [c7Bj(x)]] x (b—a) By —

| x=0 x=1

[f— [c7B,-(x)]] x (b —a) A; + [ﬁ [CGB,.(X)]] X (b —a)* By —
x=0 x=1

;_x[CGBj(x)]] " x (b — a)4 A, — [5 [CGB (x) ] x (b — a)3 B; +

£ [eoB; (0] x (b — a)? B, —

x(b—-a)A;+ [ > [c6B; ()]

x=0

x(b—-a)?A,— [ CGB(X)] X (b—a)B; +

£ [eoB; ()]

x=0
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LleB@]| xG-aya+[2 [CSB-(x)]] x (b — a)* By —

4x=0 =1

iCSB-(x)]] X (b—a)? Ay — [ [csB, (x)] x (b—a)? B, +

x=0

dx2 [CSB (x)] x(b—-a)’ A, + [ [CSB (x)]] x (b—a)B; —

1x=0

i ClesB ]| x (b -a)a, + E [C4Bj(x)]]x=1 « (b—a)’ B, —

4x=0

—[C4B-(x)]] X (- ;- 57 [c43j(x)]] x (b — a) B, +

x=1

d 2[C4B (x)]

x(b—a) 4 + |2 [ch,.(x)]] x (b—a) By —
x=0 L x=1

[C3B (x)]] x(b—-a)A, j=12,...n—1 (14c)

Solvmg the system (14a), we find the values of the parameters {3;, and then substituting into (3), we get the
approximate solution of the BVP (2). If we replace x by % in %(x), then we get the desired approximate
solution of the BVP (1).

Formulation 2

In this portion, we have derived the matrix formulation by applying the boundary conditions of type 2. In the
same way of formulation 1, integrating by parts the terms up to second derivative on the left hand side of (4),
and after applying the boundary conditions prescribed in type 2, equation (2c), we get a system of equations
in matrix form as

Z?’z_ll El] Bi = G] , ] = 1,2, e, — 1 (15a)
Where
Ej= fol{[ dx9 [ClOB €3] + [ch 0] - [CBB ] +-—= de [C7B ] - e [C6Bj(x)] + % [esBi(x)] —

% [C4B]-(x)] + ﬁ [C3Bj(x)] - [CZB-(X)] + clB-(x)] — [B-(x)] + COBi(x)Bj(x)} dx

+ﬁammm%mmﬂ Lﬂmmm wmﬂ

x=1 x=0

%%MMmﬁBwﬂ & B, ] wmﬂ
[d 5 [CloB (x)] a3 [B (x)]] [dx5 [C1oB (x)] a3 [B (x)]]

[ﬁhwmkwﬂm {thm 1]
~[loB@l Limeo] +[ [esB,(0) 15 [B: O] _

£ [eoBy (0] B(x)]] . [dxs[ch @] L 15, (x)]]

dx>
x=0
—mmMmﬁwﬂﬂﬂﬂﬁmMmﬁmmﬂ

x=0

£ [eoB; (O] L (B, (x)]] +[d7[ch ()] - [B; (x)]]

x=0

+uﬁwmhﬁ@m - [E B S B
+ [ e 0] = 80O~ [ [eeBy 0] a5 B0l
ﬁdkﬁwﬂlﬂmﬂ %Mkw@ﬂ Bm]o
-5 leB) (x)]dxs[B 1]+ [z [eB (x>]dx5[B ol _
& [erB,00] [Bi(x)]] S Bl 1B (x)]]
[ el LB @] S feB 0] 2 wmﬂ
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+ [ [eoB (0] 5 1B, _ ﬁﬁhmmﬁwwmo
+ [ leeB @] B~ [ [eoB, ) = B:01]_
~[ElesBy O] 3 1B+ [ [esB )] s B0l
- [SlesB @] B+ [ [esB, ) = B:001]
+ [ [eaB, 0 = [B:0N] _ %Mhmm Bm]o
—[th]wwﬂ:+b%mm wmﬂ

Twelfth Order Boundary Value Problems

(15b)

G; = J, {tB; (x)+[d9[c103 (x)] 2 JeoB (0] + dx7[ch @] -2 [eB, (x)]+dx5 [csB; ()] - dx4[c53 0] +

3

d’e
dxz C1OB (x)] 2

3 C10 ](x)]d 90] veo

dx dx3
axB [CloB (x)] L%

do,

[dxg [CwB (x)]
T2 [ e ]2 - [ e

dx7

£
o
i
&
[
i
o

dx dx7 dx5

f [eoB ] 58] _, = [ [es, )] ‘Zii"] Lt L leBe 52
leaB ) 5]~ [ lesBi ol 52, [dxz [caB; (0] ‘Zfé’] o
[caB; ()] ‘Lf;’] R I G0 e M P EE N

[ (oo 001 %%] + [ [erB,0015%]  ~ [ty iﬁé’] Lt

[ lerB ) ‘Zfs"]m - [ lerB ) ‘igs"] =

[ (8,00 4

[ esBs )] 2 v LalesBr 1 2]+ [ lesBil 52 -
[ [esB, (x)]‘Zfs"] . [dxs [sB; (xﬂdg"] . [dxa [esB, ] 2],
|5 [eB00]%2]  + [ [eaB @] 22|+ [L[esBy ()] 22

[ [c;5; (x)]‘”" 0+[a[clij(x)]]x:1X(b—a)SBS

x=1

L lewB @] x (b - @) Ay + | [e10B, )]

dx=0 x=1

[%[chj(x)]] X (b—a)® Ag — [

x=0

dx*
x=1

2 eoB; ()] x (b —a)? B, +

X (b—a)* A, — [% [coB; ()]

x=0 x=1

2 JeoB, )]

X (b - @) A + | [eeB, 0| X (b-a) B

x=0

j—x[cggj(x)]]xzo x (b — a)Aq + [g [CSBj(x)]] x (b — a)* B, —

x=1
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[C4B ] -5 [C3B €3] +— [CZB ()] = ¢1,B;(x) 2 _ coBoB;(x) [ dx — [clOB (x)] a 90
dx dx

dx7 ]x=0 [dx4 [CloB (x)] ddxeso]x=1 + [;_:4 [Clij (X)]

+ [ddx [coB; ()] d79°] -

dx> ] x=0

[dd:Z [CﬁB (x)] ciio] x=1 + [dx2 [CGBI (x)] Cfixio]xzo B

a[cmB,.(x)]L:O x (b —a)® Ag + [d“? [clOBj(x)]] x (b — @)% Bg —

%[Clij(x)]- X (b—a)® A+ -%55 [ClOBj(x)]] x (b—a)*B, —
] x (b —a)?B, —

%[Clij(x)]- X (b—a)* A, — d—22 [CgBj(x)]] x (b — a)® By +

[coB; (x)]] x (b—a)* B, +

as 90] [ N d390]
dx5 x=0 dx® [C]-OB] (x)] dx3 x=1 +
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= 2 [csB; (x)] x (b —a)* A, + 55 [CgBj(x)]- X (b —a)? B, —
1x=0 L dx=1

By 2 (B (0)]|  x (b—a)? A, — 57 5] xb-t B+
1x=0 L dx=1

dxz "B ]| x®-a)a,- % [C7Bj(x)]- x (b — a)? By +

= < [, B, : X (b—a)? A, + :i [CGB-(x)];:lx (b — a)* B, —

< [ceB; (x)]] . (b —a)* A, + [ [ceB;0)]|  x (b -a)?B, -
dx=1

ﬁ[cﬁBj(x)] x(b—-a)A,— [ > [csB; (x)]] x(b—-a)?B,+
| x=0 x=1

:—; [csB;(x)] X (b—a)? A, + [j—x [c413,-(x)]:x=1 x(b—a)?B, -

Lo ol] xb-ara (150)

éolving the system (15a), we find the values of the parameters (3;, and then substituting into (3), we get the
approximate solution of the BVP (2). If we replace x by % in %(x), then we get the desired approximate

solution of the BVP (1).

For nonlinear tenth order BVP, we first compute the initial values on neglecting the nonlinear terms and
using the systems (14) and (15). Then using the Newton’s iterative method we find the numerical
approximations for desired nonlinear BVP. This formulation is described through the numerical examples in
the next section.

IVV. Numerical Examples and Results

To test the applicability of the proposed method, we consider both linear and nonlinear problems which are
available in the literature. For all the examples, we give the results for linear problems in brief depending on
corresponding boundary conditions, but the nonlinear problem is formulated in details. All the computations
are performed by MATLAB.

Example 1: Consider the tenth order linear differential equation [12, 15]

Lo ger, 0<x<1 (16a)
subject to the boundary conditions of type 1 in equation (2b):

u@0)=1, u(1) =0, u'(0)=0, u'(1) =—e, u'(0)=-1, u”"(1) = -2e¢, u'"(0) = -2,

u"'(1) = =3e, u™(0) = =3, u™®(1) = —4e. (16b)
The analytic solution of the above problem is, u(x) = (1 — x)e™.

Solution

Employing the method illustrated in section 111, we approximate u(x) in a form

f(x) = 0y(x) + X1 B Bi(x) ,n =2 a7

Here 8,(x) = (1 — x) is specified by the essential boundary conditions of equation (16b).
Now the parameters 3;, (i = 1,2, ...,n — 1) satisfy the linear system

E?z_ll El]Bl = G] ) ] = 1,2, e, — 1 (183)
where

Eij=Jy [— L Be] + LB (x)]] =~ [B;(x)] dx — [j—x [B,0)] &8, (x)]]

x=1

+ [i [B] % [Bi<x>]] +[5[Bw] % [Bi(xn] - [d— B0] % [&-(x)]]

x=0
~[&[B,00] & il B+ [ (B0l S B0+ [ B @] B
-[=B@] =Bl (18b)
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G = fol{—seXBj(xH[dxg [B;(x)] - B( )]]‘“’"}d +[ -[Bi(0)]|  x(—4e)

x=1

X (=2)

x=0

[ [B(x)]] x (- 3)—[—[3 )]

+[E[Bj(x)]] X (=2¢) - [M[B (x)]] X (=1) - [dxs[B (x)]] X (=),

Solving the system (18a) we obtain the values of the parameters and then substituting these parameters into
equation (17), we get the approximate solution of the BVP (16) for different values of n.
The maximum absolute errors obtained by our method for this problem are given in Table 1 to compare with
the existing results. On the other hand the accuracy is found nearly the order 107 in [12] by Mohyud-Din
and Yildirim and in [15] by Kasi and Raju respectively.

Table 1: Computed absolute error of example 1

X (—3e) + [ - [B; (x)]]

x=0 x=1

(18c)

Exact 16, Bezier polynomials
x Solutions Approx. Absolute
Solutions Error
0.0 1.0000000000 1.0000000000 0.000000000
0.1 0.9946538263 0.9946538263 444 x 10716
0.2 0.9771222065 0.9771222065 7.33 x 10716
0.3 0.9449011653 0.9449011653 1.22x 10715
0.4 0.8950948186 0.8950948186 1.51 x 10715
0.5 0.8243606354 0.8243606354 7.33x 10716
0.6 0.7288475202 0.7288475202 4.55x 10715
0.7 0.6041258122 0.6041258122 1.17 x 10715
0.8 0.4451081857 0.4451081857 1.02 x 10716
0.9 0.2459603111 0.2459603111 9.99 x 10716
1.0 1.0000000000 1.0000000000 0.000000000

In Figure 1, comparison of the approximate solution with the exact solution of example 1 for n = 16 is
presented.

Exact Solution B

Y Bezier Approx.

Exact, Approximate
o
a
T

Figure 1: Exact solutions and Numerical solutions for Example 1

Example 2: Consider the tenth order linear differential equation [1]

2;1:0 xu=—-(89+21x+x*—-x3)e*, —-1<x<1 (19a)
subject to the boundary conditions of type 2 in equation (2c):

u(-D=u) =0 u'(-1= f u'(1) = —6e, u™(-1) = —g, u@ (1) = —20e, u@(=1) = _§

u®@(1) = —42e, uid(—1) = =22, y@id(1) = —72e. (19b)
The analytic solution of the above problem is, u(x) = (1 — x2)e*.

The equivalent BVP over [0, 1] to the BVP (19) is

2%% =QRx—Du—-(89+212x—1)+2x—-1)2-Rx-1HNe®V0<x<1 (20a)
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u(0) = u(1) = 0, zu"(0) ==, ;u"(1) = —6e, —u(0) = -2,
1,0y = — 1 i) () —
U ) 42e, s U )

40
’ 256

4

e

—ui (1) = ~72e.

L@y = — 1,000 = —
U (D 20e, U 0)
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(20b)

The maximum absolute errors obtained by our method for this problem are given in Table 2. On the other
hand the accuracy is found nearly the order 1073 in [1] by Siddigi and Twizell.

Table 2: Computed absolute error of example 2

Exact 15, Bezier polynomials
x Solutions ApPIoOX. Absolute
Solutions Error
-1 0.0000000000 0.0000000000 0.000000000
—0.8| 0.1617584271 0.1617584271 1.44 x 10714
—0.6 | 0.3512394471 0.3512394471 3.17 x 10713
—0.4| 0.5630688387 0.5630688387 3.21x 10713
—-0.2 | 0.7859815230 0.7859815230 5.66 X 10713
0.0 1.0000000000 1.0000000000 4.55 x 10712
0.2 1.1725466478 1.1725466478 3.10 x 10712
0.4 1.2531327460 1.2531327460 488 x 10713
0.6 1.1661560323 1.1661560323 444 x 10713
0.8 0.8011947343 0.8011947343 5.96 x 10714
1.0 0.0000000000 0.0000000000 0.000000000

In Figure 2, comparison of the approximate solution with the exact solution of example 2 for n = 15 is

presented.

1.4 -
1.2

1+

Exact, Approximate
o o
o 0

°
a
T

o
N
T

O

Exact Solution
Y Bezier Approx.

-1

Figure 2: Exact solutions and Numerical solutions for Example 2

-0.8 -0.6 -0.4

-0.2 o 0.2

x

0.6 0.8 1

Example 3: Consider the twelfth order linear differential equation [8, 11, 13]

at?y
dx12

—u=-12(2xcosx + 11sinx), —1<x <1

subject to the boundary conditions of type 1 in equation (2b):

u(-1) =u() =0, u'(-1) =u'(1) =2sinl, u"(-1) =
u"(=1) = u'"(1) = 6cos1— 6sinl, u™(-1) = —u@® (1) = 8cos1+ 12sin1,

u®(=1) =u®(1) = —20cos1 + 10sin 1.
The analytic solution of the above problem is, u(x) = (x? — 1) sinx.

The equivalent BVP over [0, 1] to the BVP (21) is
—u=-1222x —1)cos(2x —1) + 11sin(2x — 1)), 0<x <1
um)=uﬂ)=0,%wm)=§uTU=ZSm1,in®==—inU=—4cm1—2$nL%umm)=

1 d%?u

212 g, 12

—u''(1) = —4cos1—2sinl,

éu”’(l) =6cos1— 6sinl, i u@®(0) = —i u@®) (1) = 8cos1+ 12sin1,
é u®(0) = % u®™(1) = —20cos1 + 10sin 1.

Solution

Employing the method illustrated in section 111, we approximate u(x) in a form
fi(x) = 0y(x) + X1 B Bi(x) ,n =2

Here 6,(x) = 0 is specified by the essential boundary conditions of equation (22b).

(21a)

(21b)

(22a)

(22b)

(23)
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Now the parameters 3;, (i = 1,2, ...,n — 1) satisfy the linear system
Zln:_ll El}Bl = G} ) ] = 1,2, e, = 1 (24a)
where

11 10
Eij = [y |- [B;00] % [B,(x)] — 212B; (x)B; (x)] dx — [j—x [B,(0)] 55 [B: (x)]]

x=1

bw” mm]
x=0
LBl -

x=1

B (24b)

LB Bl + [ [Bw] s B@]
dx dx dx

[ 1B,00] 75 BmﬂfﬂiBaﬂ Bm]zﬂ [B@]s

[ - [B(0)] = B@ﬂ - Sl s m@]_ + o]
x=0

G = fo 212[-12(2(2x — 1) cos(2x — 1) + 11 sin(2x - 1))] B;j(x)dx

-1 £ [Bw]|  x32(-20cos 1+ 10sin1) + | [B,(x)]

Jx=1

X 32(—20cos1+ 10sin1)

x=0

X 16(8cos1+ 12sin1)

x=0

x 16(—8cos1—12sin1) — [%77 [B; (x)]

+ dx7 [B 0]

Jx=1

x 8 (6cos1—6sin1) [% [B;(x)] x 8(6cos1—6sin1l)

+| % [Bw)]

x=0

X 4 (—4cos1l—2sin1)

Jx=1

d9
X 4 (4cos1+2sinl) — F[Bj(x)]

+| 5 B,w)]

dx=1 x=0

_f%UMmﬂ X (4sin1), j=12,..,n~1 (24¢)

X (4sin1) + [ = [Bj(x0)]

x=1 x=0

Solving the system (24a) we obtain the values of the parameters and then substituting these parameters into
equation (23), we get the approximate solution of the BVP (22) for different values of n. If we replace

x by xTH in #i(x), then we get the desired approximate solution of the BVP (21).
In Table 3, we list the maximum absolute errors for this problem to compare with the existing methods. On
the other hand the accuracy is found nearly the order 10~° in [11] by Mirmoradi et al and in [13] by Kudri

and Mulhem respectively.
Table 3: Computed absolute error of example 3

Exact 16, Bezier polynomials
x Solutions Approx. Absolute
Solutions Error

-1 0.0000000000 0.0000000000 0.00000000
-0.8 0.2582481927 0.2582481927 3.78 x 10716
-0.6 0.3613711829 0.3613711829 1.07 x 10716
—-0.4 0.3271114075 0.3271114075 1.33 x 10715
—-0.2 0.1907225576 0.1907225576 4.25x 10715
0.0 0.0000000000 0.0000000000 391 x 10715
0.2 —0.1907225576 —0.1907225576 2.76 x 10715
0.4 —0.3271114075 —0.3271114075 1.84 x 10715
0.6 —0.3613711830 —0.3613711830 1.14 x 10715
0.8 —0.2582481927 —0.2582481927 3.60 x 10716
1.0 0.0000000000 0.0000000000 0.00000000

In Figure 3, comparison of the approximate solution with the exact solution of example 3 for n = 16 is
presented.
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Exact Solution
Y Bezier Approx.

Exact, Approximate

1 L L . . L . L
-1 -0.8 -0.6 -0.4 -0.2 (¢} 0.2 0.4 0.6 0.8 1
X

Figure 3: Exact solutions and Numerical solutions for Example 3

Example 4: Consider the tenth order nonlinear differential equation [15]

%—Z%=2e"uz, 0<x<1 (25a)
subject to the boundary conditions of type 1 in equation (2b):

u(0) =1, u)=eLL uwO)=-1, 1) =-e1, u'0)=1 u"(1)=e1, u'0)=-1,u"(1) = —e"

u@®(0) =1, u®™(1) = e 1. (25b)
The analytic solution of the above problem is, u(x) =e™.

Solution

Applying the method illustrated in section 11, we approximate u(x) in a form

i(x) = 0o(x) + X7 By B;(x) ,n = 2 (26)

Here 8p(x) =1—x (1 - ;) is specified by the essential boundary conditions of equation (25b).

Now the parameters B3;, (i = 1,2, ...,n — 1) satisfy the system
(E+F)D=¢G (27a)
where the elements of D,E,F, G are B;,e; ;, f; jand g; respectively, given by

fHdJaﬂdJmm}Baﬂ4wwawwww
;[B,-(x)]@ Bi<x>]] [[B(x)] B(x)]] + [S B0l BE@] -

x=1

dx8

[% [Bj(x)]:_;[Bi(x)]] < [Bw] (B, 1+ |55 [B,0] £ 18, ol _+

dx3
[d_“ [B-(X)];—SS[BL'(X)]L ) [W [B;(0)] = [Bi(x)]]xzo (27b)
fij=—2%k0 kf B; (x)B (x)Bj (x)e*dx (27¢)
= [ [ 18 00)+ 2 B ol} 5 + 207 B 0] ax + [ BWIER] -
[E [Bj(x)] ddxego] =0 [dxz [B( ) ‘er;)] =1 [dx2 [Bj(x)] ‘Z:;’] = [dx3 [Bj(x)] (21960] =1 [dx3 [B( )] 2:60] =
e se] [merts] [Emw] xe
—["72 [B‘(x)]] - [M BW]| x(=e) +[ 5 (x)]] x (—1) +[ _[5; (x)]]
x (1) - [— [ (x)]] - [j— [B,(x)]] x (~e™1) + [— [B]| x(-1)-
[E [Bj(x)]]x=1 X (—e™ ) + [;—x [B,.(x)]]x=0 x(-1, j=12,..,n—1 (27d)

The initial values of these coefficients 3; are obtained by applying Galerkin method to the BVP neglecting
the nonlinear term in (25a). That is, to find initial coefficients we solve the system

ED =G (28a)
whose matrices are constructed from
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ey = Iy [{ LBl -SBlLl B(x)]]dx—[%[Bﬂx)]%wi(x)]] +

x=1

—[ (B2 ch)]] -

x=0

S B@I] -

5000 ]|
[”’— [B-(x)]%[B-(x)]]
[ B ] 18]

+ [d— [B,00] 2 B (x)]]
+ [dx3 [B (x)]

x=1

1Bl + [ B0]

(28)

80
dx? dx8 - [B(x)] %]x=0 B

gfoLAMm wwﬂMM+[w0Vﬂ=—

[dx2 [ ( )] ‘Z:;’] =1 [dxz [ ( )] ‘iixio]x=0 + [ﬁ [Bj (x)] ddTae‘o] =1 [dx3 [ ( )] ‘fxee‘o]x=0 - [;_;4 [Bj (x)] %]x=1 +
[ 15,001 5] [dxs [BCl|  x(e™- [f— [Bj(x)]] -

;‘—;[B,-(x)]] x (—e ) + [ - [B; (x)]] x (=1) + [ - [B; (x)]] x (e™h) —

- x=1 x=0 x=1

Lpwl| -S|
x=0

dix[B,-(x)]] x(-1), j=12,.,n—1

x (—e™1) + [% B,)]| x(-1- [é [Bj(x)]] x (—e™1) +
x=0 x=1

x=1

(28¢c)

Once the initial values of the coefficients 3; are obtained from equation (28a), they are substituted into
equation (27a) to obtain new estimates for the values of §; .
This iteration process continues until the converged values of the unknown parameters are obtained.
Substituting the final values of the parameters into equation (26), we obtain an approximate solution of the
BVP (25).
The maximum absolute errors for this problem are shown in Table 4 to compare with the existing methods.
On the other hand, maximum absolute error has been found by Kasi and Raju [15] is 5.72 x 107,

Table 4: Computed absolute error of example 4 using 6 iterations

Exact 16, Bezier polynomials
x Solutions Approx. Absolute
Solutions Error
0.0 | 1.0000000000 1.0000000000 0.000000000
0.1 | 0.9048374181 0.9048374181 6.27 X 10715
0.2 | 0.8187307531 0.8187307531 3.62 x 10715
0.3 | 0.7408182207 0.7408182207 3.76 x 10716
0.4 | 0.6703200461 0.6703200461 9.69 x 10716
0.5 0.6065306597 0.6065306597 2.94 x 10715
0.6 | 0.5488116361 0.5488116361 1.28 x 10716
0.7 | 0.4965853038 0.4965853038 439 x 10716
0.8 0.4493289642 0.4493289642 443 x 10715
0.9 0.4065696597 0.4065696597 1.19 x 10715
1.0 | 0.3678794412 0.3678794412 0.000000000

In Figure 4, comparison of the approximate solution with the exact solution of example 4 for n = 16 is

presented.
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Figure 4: Exact solutions and Numerical solutions for Example 4
Example 5: Consider the twelfth order nonlinear differential equation [10, 14, 16]

Zzz = %e"‘uz, 0<x<1 (29a)
subject to the boundary conditions of type 2 in equation (2c):
u(0) =2, u(1) = 2e, u'(0) =2, u'(1) =2e, u™(0) =2, u™) =2e, u¥(0) =2, u¥(1) = 2e,
u®iD ) = 2, u@iD(1) = 2e, u®(0) =2, u® (1) = 2e (29b)
The analytic solution of the above problem is, u(x) = 2e*.
The maximum absolute errors for this problem are shown in Table 5 to compare with the existing methods.
On the other hand, maximum absolute error has been found by Kasi and Showri Raju [14] and Noor and
Mohy-ud-Din [16] are 2.62 X 107> and 6.61 x 10~* respectively.

Table 5: Computed absolute error of example 5 using 5 iterations

Exact 15, Bezier polynomials
x Solutions Approx. Absolute
Solutions Error
0.0 | 2.0000000000 2.0000000000 0.000000000
0.1 | 2.2103418361 22103418361 2.59 x 10714
0.2 | 2.4428055163 24428055163 7.34 x 10714
0.3 | 2.6997176152 2.6997176152 2.64 x 10713
0.4 | 2.9836493953 2.9836493953 499 x 10713
0.5 3.2974425414 3.2974425414 6.20 x 10713
0.6 | 3.6442376008 3.6442376008 5.08 x 10713
0.7 | 4.0275054149 4.0275054149 2.57 x 10713
0.8 | 4.4510818569 4.4510818569 1.74 x 10714
0.9 | 4.9192062223 49192062223 3.61x 10715
1.0 5.4365636569 5.4365636569 0.000000000

In Figure 5, comparison of the approximate solution with the exact solution of example 5 for n = 15 is

presented.

Exact, Approximate

4.5

3.5

25

Exact Solution
= #  Bezier Approx

Figure 5: Exact solutions and Numerical solutions for Example 5
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V. Conclusions

In this paper, we have solved numerically tenth and twelfth order linear and nonlinear boundary value
problems using Galerkin method with Bezier polynomials as trial functions for two different types of
boundary conditions. The nonlinear BVPs take long time in testing and calculating to get more accurate
results. These methods enable us to approximate the solutions at every points of the domain of integration.
Computational procedure and results of numerical examples considered shows that the method is simple,
effective and straightforward, and hence make the method suitable for this class of problems. The algorithm
can be coded easily and may be used for solving any higher order BVP. The method for the solution of
similar problems that arises in engineering and physical sciences are under consideration.
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