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Abstract. This paper presents a new feature vector set for noisy speech recognition in autocorrelation 
domain. The autocorrelation domain is well known for its pole preserving and noise separation properties. In 
this paper we will use the autocorrelation domain as an appropriate candidate for robust feature extraction. In 
our approach, extraction of mel frequency cepstral coefficients (MFCC) of the speech signals are proposed 
based on novel Differentiated Relative Higher Order Autocorrelation Coefficient Sequence Spectrum 
(DRHOASS). In this approach, initially the lower lags of the noisy speech autocorrelation sequence are 
discarded and then, the effect of noise is further suppressed using a high pass filter in autocorrelation domain. 
Finally, the feature vector set of the speech signal is found using the spectral peaks of the filtered 
autocorrelation sequence. We tested our features on the Hindi isolated-word task and found that it led to 
noticeable improvements over other autocorrelation-based and differential spetral-based methods. 
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1. Introduction  
Today, a major concern in the design of speech recognition systems is their performance in noisy 

conditions. Therefore, a substantial amount of research is devoted to the development of noise-robust speech 
features. The main approaches taken to improve the performance of automatic speech recognition (ASR) 
systems could be roughly divided into three main categories, namely, robust speech feature extraction, 
speech enhancement and model-based compensation for noise. In the case of speech enhancement, some 
initial information about speech and noise is needed to allow the estimation of noise and clean up of the 
noisy speech. Widely used methods in this category include spectral subtraction  (SS) [1] and Wiener 
filtering [2]. In the framework of model-based compensation, statistical models such as Hidden Markov 
Models (HMMs) are usually considered. The compensation techniques try to remove the mismatch between 
the trained models and the noisy speech to improve the performance of ASR systems. Methods such as 
parallel model combination (PMC) [3][4], vector Taylor series (VTS) [5][6][7] [8][9] and weighted 
projection measure  (WPM) [10] can be classified into this category.  

Use of the autocorrelation domain in speech feature extraction has recently proved to be successful for 
robust speech recognition. Among the techniques introduced that exploit the autocorrelation properties are 
Short-time Modified Coherence (SMC) [11] and One-Sided Autocorrelation LPC (OSALPC) [12]. Pole 
preserving is an important property of the autocorrelation domain, i.e. if the original signal can be modelled 
by an all-pole sequence which has been excited by an impulse train and a white noise, the poles of the 
autocorrelation sequence would be the same as the poles of the original signal [13]. This means that the 
features extracted from the autocorrelation sequence could replace the features extracted from the original 
speech signal. Extracting appropriate speech features is crucial in obtaining good performance in ASR 
systems since all of the succeeding processes in such systems are highly dependent on the quality of the 
extracted features. Therefore, robust feature extraction has attracted much attention in the field. 
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Another property of autocorrelation sequence is that for many typical noise types, noise autocorrelation 
sequence is more significant in lower lags. Therefore, noise-robust spectral estimation is possible with 
algorithms that focus on the higher lag autocorrelation coefficients such as autocorrelation mel-frequency 
cepstral coefficient (AMFCC) method [14]. Moreover, as the autocorrelation of noise could in many cases be 
considered relatively constant over time, a high pass filtering of the autocorrelation sequence, as done in 
relative autocorrelation sequence (RAS)[15], could lead to substantial reduction of the noise effect. 
Furthermore, it has been shown that preserving spectral peaks is very important in obtaining a robust set of 
features for ASR [16][17],[18]. Methods such as peak-to-valley ratio locking [19] and peak isolation (PKISO) 
[20] have been found very useful in speech recognition error rate reduction. In differential power spectrum 
(DPS)[21], as an example, differentiation in the spectral domain is used to preserve the spectral peaks while 
the flat parts of the spectrum, that are believed to be more vulnerable to noise, are almost removed.   

Each of the above-mentioned autocorrelation-based methods has its own disadvantages. RAS, while 
working well in low SNRs, does not perform as well in higher SNRs and clean condition. The main reason is 
that while filtering the lower frequency parts of noisy autocorrelation sequence can lead to the suppression of 
noise in low SNR conditions (large noise energies), it in fact filters out parts of the signal autocorrelation 
sequence in high SNRs. However, the removal of the lower lags of the sequence leads to a good performance 
in high SNRs in comparison to high-pass filtering. According to [14], AMFCC works well for car and 
subway noises, but in babble and exhibition noises does not work as well. This is attributed to high 
similarities between the properties of the latter two and speech. The reason could be that for the two latter 
noise types, the noise properties are very similar to speech properties, i.e. the autocorrelation sequence is not 
mostly concentrated in lower lags. Therefore, the removal of the lower lags might not be that much helpful.  

In this paper we propose a novel Differentiated Relative Higher Order Autocorrelation sequence 
spectrum (DRHOASS) method for computing MFCC feature vector set. In this method, removal of lower 
lags of the autocorrelation sequence has been proposed with the additional high-pass filtering of the 
autocorrelation sequence to provide doublefold noise suppression. In addition to this, the resultant spectral 
peaks are extracted as a third noise suppression step. The remainder of this paper is organized as follows. 
Properties of the short-time autocorrelation function are described in section 2. Calculation of coefficients in 
autocorrelaation domain has been explained in section 3. Extraction of feature vector set is explained in 
section 4. In section 5. experiments conducted using different front-ends are discussed and compared with 
the proposed feature vector set. Finally a conclusion is drawn in section 6. 

2. Properties of Short-time Autocorrelation Function 
The autocorrelation function of a signal contains the same information about the signal as its power 

spectrum [22]. In the power spectrum domain, the information is presented as a function of frequency and in 
the autocorrelation domain it is represented as a function of time. In this section, we demonstrate some of the 
properties of the short-time autocorrelation function relevant in the context of DRHOASS method of feature 
extraction. Since the DRHOASS method discards the zeroth and lower-lag autocorrelation coefficients and 
uses only the higher-lag autocorrelation coefficients for spectral estimation, it is necessary to know whether 
and how these coefficients contain the spectral information necessary for speech recognition. We are 
proposing the DRHOASS method as a robust feature extraction procedure on the basis that the additive noise 
distortion has most of its autocorrelation coefficients concentrated near the lower time- lags and their higher-
lag autocorrelation coefficients are zero (or, very small). Theoretically (and asymptotically), the 
autocorrelation function should be zero for all the lags except for the zeroth lag [23]. We want to know 
whether this is true for short-time analysis. We take 3 s long computer-generated (artificial) white Gaussian 
noise and perform a short-time analysis (with Hamming window) using a frame length of 16 ms. For 
illustration, we take three different frames starting from 0.5, 1 and 1.5 s. In Fig.1 (a)(b) and (c), we show the 
waveform of the frame at 0.5 s, its power spectra and its autocorrelation spectra. Similarly Fig.1 (d)(e) and (f)  
and Fig.1(g),(h) and (i) show waveform of the frame, their respective power spectrum and their respective 
autocorrelation spectrum at 1 and 1.5 s. As expected, the higher-lag autocorrelation coefficients are smaller 
in magnitude than the zeroth autocorrelation coefficient, but they have non-zero values due to short-time 
analysis.  

Additional filtering which is used in the proposed method is high-pass filtering of Higher order 
Autocorrelation sequence and extraction of spectral peaks. This filtering combines the advantages of RAS 
and DPS. Fig.2 depicts a sample speech signal, its short-time autocorrelation spectrum and the differentiated 
short-time autocorrelation spectrum. This sample signal is one frame of sample speech. In order to simplify 
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the representation, only the significant lower-frequency parts of the spectrum have been shown and the non-
significant parts omitted. As shown in Fig.2 and mentioned above, the flat parts of the filtered 
autocorrelation spectrum have been transformed to zero by differentiation and each peak of it split into two 
positive and negative parts. Since the spectral peaks convey the most important information in speech signal, 
this fact that the differential power spectrum retains spectral peaks means that we will not lose the important 
information of the speech signal. 

Furthermore, since noise spectrum is often flat and the differentiation either reduces or omits the 
relatively flat parts of the spectrum, it will lead to omission of the effect of noise on the signal leading to 
more robust features. 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Short-time analysis of the artificial white noise signal using 16ms frame. (a) Waveform of 
noise frame taken at 0.5 sec.(b) Power spectrum estimate of given frame (c) Autocorrelation 

spectrum corresponding to power  

Fig. 1. Short-time analysis of the artificial white noise signal using 16ms frame. (d) Waveform of    
noise frame taken at 1 sec.(e) Power spectrum estimate of given frame (f) Autocorrelation spectrum 

corresponding to power  
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Fig. 1. Short-time analysis of the artificial white noise signal using 16ms frame. (g) Waveform of 
noise frame taken at 1.5 sec.(h) Power spectrum estimate of given frame (i) Autocorrelation spectrum 

corresponding to power  

Fig. 2. (a) A sample speech signal, and (b) the autocorrelation spectrum magnitude and (c ) differentiated 
autocorrelation spectrum magnitude of the same signal with a 512-point FFT. Only 128 points of the 

spectrum are shown for clarity.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3. Calculation of Coefficients in Autocorrelation Domain 
If u(m,n) is the additive noise, x(m,n) noise-free speech signal and h(n) impulse response of the channel, 

then the noisy speech signal y(m,n) can be written as :  
                             y(m,n) = [ ]x(m,n) + u(m,n) ⊗ h(n),  0≤m≤M-1 , 0≤n≤N-1                                                (1) 
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Where M denotes the number of frames in an utterance and N denotes the number of samples in a frame 
and ⊗ denotes the convolution operation. As we intend to use our method to remove or reduce additive noise 
from noisy speech signal, therefore the channel effect will not be considered here. We will then have 

     y(m,n) = [ ]x(m,n) + u(m,n) ,  0≤m≤M-1 , 0≤n≤N-1                              (2) 

If the noise is uncorrelated with the speech, it follows that the autocorrelation of the noisy speech y(m,n) 
is the sum of autocorrelation of the clean speech x(m,n) and autocorrelation of the noise u(m,n),i.e.                            

ryy(m,k) = rxx(m,k) + ruu (m,k), 0≤m≤M-1 , 0≤k≤N-1                                     (3) 
where ryy(m, k), rxx(m, k) and ruu(m, k) are the one-sided  autocorrelation sequences of  noisy speech, clean 
speech and noise respectively, and k is the autocorrelation sequence index within each frame. If the  additive 
noise is assumed to be stationary, the autocorrelation sequence of noise can be considered to be identical for 
all frames.  Hence, the frame index m can be dropped out, and (3) becomes  

                                  ryy(m,k) = rxx(m,k) + ruu (k), 0≤m≤M-1 , 0≤k≤N-1                                              (4) 

The N-point ryy (m,k) is computed from  N-point y(m,n) using the following equation,    

  ryy(m,k) =  ∑
i=0

 N-1-k
 y(m,i) y(m,i+k)                                                           (5) 

Eliminating the lower lags of the noisy speech signal  autocorrelation should lead to removal of the main 
noise components. The maximum autocorrelation index to be removed is usually found experimentally. The 
resulting sequence after the removal of lower lags would be  
                                         ryy(m,k) = r yy(m,k),         D ≤ m ≤ M-1  

                                   ryy(m,k) = 0,                       0 ≤ m ≤ D                                                                                         (6) 

Where D is the Elimination threshold (found experimentally). 
Differentiating the resultant autocorrelation sequence with respect to m, will remove the noise 

autocorrelation and gives: 

                      
 ∂ryy(m,k)

 ∂m  = 
 ∂rxx(m,k)

 ∂m + 
 ∂ruu(k)

 ∂m  ≅  
 ∂rxx(m,k)

 ∂m  = 

 ∑
t=-L

 L
 t. ryy(m+t,k)

  ∑
t=-L

L
t2

 ,  0≤m≤M-1 , 0≤k≤N-1                   (7) 

The sequence,  ⎩⎨
⎧

⎭
⎬⎫∂ryy(m,k)

N-1
 k=0  is named the Relative Autocorrelation Sequence (RAS) of noisy speech 

at the mth frame. In order to get DRHOASS, we take differentiation of the spectrum of the filtered signal 
(which we get from previous step i.e. RAS). This further contributes to immunization against noise. By this 
approach the flat parts of the spectrum are almost removed while each spectral peak is split into two, one 
positive and one negative.  The differential power spectrum of the filtered signal in discrete domain, can be 
defined as  

                               Diff Y(k)≈ ∑
l=-Q

 P
al Y(k+l), 0 ≤k ≤ K-1                                        (8) 

where P and Q are the orders of the differential equation, al are some real-valued weighing coefficients and 
K is the length of FFT. 

4. Extraction of Feature vector Set by DRHOASS  
In this section we will describe our proposed method to obtain new robust features for speech 

recognition. First, we pre-emphasis the input speech signal using a  pre-emphasis filter H(z) = 1- 0.97 z-1 . In 
order to carry out short time analysis of the pre-emphasised speech signal, we perform frame blocking with a 
frame size of 16ms and a frame shift of 8 ms and the signal is then analysed sequentially in a frame-wise 
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MFCC 
 

Fig. 3. Block diagram of proposed front end 

Speech 
signal 

manner. The Hamming window is applied to the pre-emphasised signal and then, the autocorrelation 
sequence of the framed signal are obtained. The lower lags of the autocorrelation sequence less than 1.375 
ms (experimentally derived) are removed. A FIR high-pass filter is then applied to the signal autocorrelation 
sequence to further suppress the effect of additive noise. Then, a Hamming window is applied to the filtered 
signal and the short-time Fourier transform of this filtered signal is calculated. In the next step, differential 
power spectrum of the filtered signal is found. Since the noise spectrum may in many occasions be 
considered flat, in comparison to the speech spectrum, the differentiation either reduces or omits these 
relatively flat parts of the spectrum, leading to even further suppression of the effect of noise. A set of 
cepstral coefficients (DRHOASS-MFCC) are derived from the magnitude of the differentiated high order 
relative autocorrelation power spectrum by applying it to a conventional mel-frequency filter-bank and 
passing the logarithm of the output to a DCT block. MFCC feature vector set of dimension 39 is formed by 
concatenating energy feature, Delta MFCC and Delta-Delta MFCC. Front-end for extraction of MFCC 
feature vector set by DRHOASS has been shown in Fig.3.  
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5. Experiments and Results 
The proposed approach was implemented on TIFR Hindi speech database. Database of 200 Hindi words 

(Table 1) spoken by 30 speakers was used. The spoken samples were recorded by 15 male, 10 female and 5 
child speakers in a studio environment condition using Sennheiser microphone model MD421 and a tape 
recorder model Philips AF6121. Each speaker uttered 5 repetitions of words. Database was divided into 
training set and testing set.   

We evaluate the recognition performance of the proposed feature vector set in the presence of white and 
colored noises and compare it with other front ends. We compare it with the MFCC, AMFCC, and RAS 
methods. Features vector sets of size 39 are extracted using different front-ends (MFCC (for comparison 
purposes), RAS-MFCC, AMFCC and our method DRHOASS-MFCC).  With these features vector sets, 
word models of training database for different front-ends are created by seven state left-right Hidden Markov 
model.  Afterwards word recognition rates for testing database are computed with all the above front-ends 
and compared with the traditional MFCC.  

(a) Testing on clean speech 
This experiment is to evaluate the performance of MFCC, RAS-MFCC, AMFCC and DRHOASS-
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MFCC, when training data & the testing data are in clean (40 dB) environment. The results are shown in 
Table2.  These are the baseline results for comparison purposes. Performance on the basis of recognition 
rates is observed to be more or less same if we use either MFCC, RAS-MFCC, AMFCC or DRHOASS-
MFCC. This shows that the spectral information derived by DRHOASS method captures the speech 
information to the same extent as that by other methods. 

Table1.  Hindi speech Database for a vocabulary of 200 words used in the experiment 

 
 1. Language   : Standard Hindi (Khari Boli) 
 

2. Vocabulary Size   : A set of 200 most frequently  
                                                                          occurring Hindi words 
 
3. Speakers   : 30 speakers  
                                                                                        
4. Utterances   : (15 male, 15 female and  
                                                                                        5 children) 5 repetitions each 
   
4. Audio Recording   : Recording on a cassette tape in  

studio S/N > 40dB 
 
5. Digitization   : 16KHz. Sampling, 16 bit  
                                                                          quantization. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2.Comparison of clean-train and clean test recognition rates for various features 

Feature type Recognition rate (%) at 40 dB 

MFCC 98.241 

AMFCC 98.246 

RAS-MFCC 98.30 

DRHOASS-MFCC 99.642 

(b) Testing on noisy speech 
The polluted testing utterances are generated by adding the artificial noises at five SNR levels. The white 

noise is generated by using a random number generation program, and other colored noises, i.e., factory 
noise, F16 noise, and babble noise, are extracted from the NATO RSG-10 corpus [24]. The noises are added 
to the clean speech signal at 20, 15, 10 5 and 0 dB SNRs. RAS-MFCC, AMFCC and DRHOASS-MFCC are 
evaluated and word recognition rates are compared with the traditional MFCC front end. Fig. 4(a)-(d) shows 
the results obtained using MFCC, RAS-MFCC, AMFCC and DRHOASS front-ends. For the case of white 
noise corruption, i.e., in Fig. 4(a), the performance of MFCC degrades most significantly among all features, 
its performance is worse than RAS-MFCC, AMFCC and DRHOASS-MFCC. It is obvious that  DRHOASS-
MFCC are quite robust to the additive noises.  

Fig. 4(b), (c) and (d), show the performance when the testing speech is corrupted by factory, babble, and 
f16 noises, respectively. The figures depict that the performance of MFCC degrades significantly. The best 
performance comes from DRHOASS-MFCC. This is due to peak preserving property of power spectrum 
domain, which helps in better recognition in noisy environment. The experiments show the better 
performance of the new feature vector set in comparison to the other autocorrelation based robust speech 
recognition parameters. 

In order to find the most suitable autocorrelation lag for discarding, we have tested different lag values. 
The results are shown in Fig. 5. As seen in figure, best results are obtained when lags of lower than 22 
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samples (1.375ms) were discarded.  Hence this value is taken as threshold in our experiments.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

-------•------DROHASS-MFCC 
------◊-------RAS-MFCC 
-------+-----AMFCC 
-------�------MFCC 

Fig. 4(a). Recognition rate (%) for testing speech corrupted by white noise 

-------•------DRHOASS-MFCC 
------◊-------RAS-MFCC 
-------+-----AMFCC 
-------�------MFCC 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4(b). Recognition rate (%) for testing speech corrupted by factory noise 
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-------•------DRHOASS-MFCC 
------◊-------RAS-MFCC 
-------+-----AMFCC 
-------�------MFCC 

Fig. 4(c). Recognition rate (%) for testing speech corrupted by babble noise 
 
 
 
 
 
 
 
 
 
 
 
 
 

-------•------DRHOASS-MFCC 
------◊-------RAS-MFCC  

 -------+-----AMFCC 
-------�------MFCC 

Fig. 4(d). Recognition rate (%) for testing speech corrupted by F16 noise 

 
 -------•------DRHOASS-MFCC 

------◊-------RAS-MFCC 
-------+-----AMFCC 
-------�------MFCC 

 
 
 
 
 
 
 Fig. 4(c). Recognition rate (%) for testing speech corrupted by F16 noise 
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Fig. 5. Average recognition rate (%) vs autocorrelation lag threshold 
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6. Conclusion  
In this paper a new feature vector set is proposed based on DRHOASS to improve the performance of 

ASR systems. We have improved the performance of existing ASRs based on higher lag autocorrelation 
coefficients by including additional filtering and picking the peaks in the spectral domain. Filtering stage has 
helped to reduce the effects of additive noises. The concept of spectral peaks has introduced a new set of 
cepstral features for improving the robustness of speech recognition. We note that just like the power 
spectrum, picking the spectral peaks can also preserve spectral information to discriminate among words. 
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