
 ISSN 1746-7659, England, UK 

 
Journal of Information and Computing Science

Vol. 4, No. 3, 2009, pp. 224-232

Computing the Solution of the Shrödinger Equation with 
High-Order Dispersion Term on Type-2 Turing Machines 

Dianchen Lu,  Rui Zheng  and Xiaoqing Lu 

Faculty of science, Jiangsu University, Zhenjiang, 212013 P R China 

(Received September 28, 2008, accepted January 8, 2009) 
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1. Introduction 

This paper is concerned with the following Cauchy problem of the fourth-order nonlinear Schrödinger 
equation  

   22du
i u u u (0)u

dt
   ,                                                                            (1) 

where is a given function. 

The equation (1) is a natural extension of the nonlinear Schrödinger equation 
2du

i u mu u
dt

    u .                                                                          (2) 

The equation (1) arises in the study of solitons in magnetic materials. It has been used as a model to 
investigate the role played by higher-order dispersion terms in formation and propagation of solitary waves 
in magnetic materials where the effective quasi-particle mass becomes infinite (see [4, 5, 6, 8]). Fibich et al. 
have investigated global existence of solutions of this equation in the class  by using the 
conservation laws of this equation (see [3]). Local and global well-posedness of the Cauchy problem of this 
equation in Sobolev spaces

2( ; ( ))C H 

( )s nH  was recently made by Cui and Guo [2]. Klaus Weihraucha and Ning 
Zhong [10] have proved that the solution operators of the initial-value problems for the nonlinear Schroinger 
equation (2) are computable if the initial data are Sobolev functions. 

In this paper we want to consider Turing computability of the solution operators of (1). Although the 
approach used in this article is similar with [10], the construction is more intricate because the order of (1) is 
higher than (2). In addition, the domain of the initial-value of the two equations are different, the initial-value 
of (2) is defined in and (1) in , while . From [10], the solution operator of the 
initial-value for the (2) is computable in the -setting, but in the article we shall prove that the solution 
operator of the initial-value for the (1) is computable in the -setting. Based on this, the computability 
of the solution operator of (1) seems to be “weaker” than (2). 

1( )H  2 ( )H  2 1( ) ( )H H

2 (H 



                                                          

1( )H 
)

In order to prove the main theorem, we first obtain a proposition of the solution of (1) by using some 
technical lemmas, which is devoted to study contraction operators. Second, by the contraction mappings and 
the computable functions constructed, we extend the computability of the solution operator from the internal 
to the entire space. 

As for the computational model, we use Type-2 theory of effectivity (TTE for short), developed by 
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X

Weihrauch [9] and others. TTE is a Turing machine-based framework for the computability theory of the 
spaces with up to continuum cardinality. The main idea of TTE is the representation of any objects by the 
finite or infinite sequences and then reduces the computability of the objective space to the computability of 
the Cantor space which is well defined by means of (type-2) Turing machine. 

2. Preliminaries 
We now give a brief introduction to TTE. For details the reader is referred to the textbook [9]. It is well 

known that, the computability on the set §¤ of all finite strings can be defined by Turing machine, where§ is 
an arbitrary alphabet containing at least 0 and 1. By a coding  the computability on any countable 
set  can be defined naturally. For example, for the set  of all natural numbers, we can apply the standard 
coding  defined by

*:v  
X 

v
( 1)(1 )nv n  . 

Notice that, the classical Turing machine accepts finite strings as inputs, and, if it halts in finitely many 
steps, outputs a finite strings as well. By allowing the infinite sequences as inputs and outputs, the classic 
Turing machine is extended into so-called type-2 Turing machine by Weihrauch [9]. In this way, the 
computability on the Cantor space ( , ) which consists of infinite sequences can be introduced naturally. 
For convenience, Type-2 Turing machines are simply called Turing machines. 

For any set which has at most continuum cardinality, the computability on the objects of can be 
defined by means of the representations. Here a representation of 

X X

X is simply a surjective map : X   , 
where   is the set of infinite sequences over  with the product topology (also called the Cantor topology). 
The subset sign “ ”indicates that the map might be partial. For any x X , if ( )p x  , then  is called a p  -
name (or  -code) of x  . The pair ( , )X   is called a represented space. Through a representation computations 
on can be defined by means of computations onX   , which are explicitly executable on Turing machines: 
A function :       is called computable if there exists a type-2 Turing machine that computes and 
transforms each sequence  in the domain ofp  , written on the input tape, into the corresponding 
sequence ( )p , written on the one-way output tape. A fundamental fact regarding the Turing computability 
on   is that if is computable, then it is continuous with respect to the Cantor topology. Based on Turing 
computability on  , the notion of computable functions on represented spaces can be defined formally as 
follows. 

Definition 2.1 (Weihrauch [9]). Let ( , )X   and '( , )Y  be represented spaces. A function :f X Y   is 

called ( , )   –computable if there exists a computable function :       such that ( ) ( )f p p    for 

all ( )p dom f   . 

If is merely a continuous function, then f is called ( , )   –continuous. As a fundamental fact, f is 
( , )   –continuous if it is ( , )   –computable. When X and Y are topological -spaces with countable bases, 0T

f is continuous if and only if f is ( , )   –continuous, provided that and   are admissible representations. For 
details on admissible representations, the reader is referred to [9, 7]. 

For any represented spaces ( , )X  and
'( , )Y  with admissible  and   , there is a canonical admissible 

representation [ ]    of , the set of all continuous functions from( ; )C X Y X to Y (see[9, 7]). This function 

space representation [ ]   admits evaluation and type conversion. 

Lemma 2.2 (Evaluation and type conversion, Weihrauch [9]). 

1. (Evaluation): The evaluation function ( , ) ( )f x f x is ([ ], , )     –computable. 

2. (Type conversion): Let :i iX    be a representation of the set ,0iX i k  .Let 

0 0: 0f X X   X and define 1 1, )( ) : (k kx x f 1( , , , )kF x x x  .Then f is 1( , , , )k 0   –computable (–continuous), 

iff isF 1 1( , , ,[k k 0 ])    –computable (–continuous). 

For the represented space ( , )X   , the choice of the representation  is very important. Different 
representations induce different notion of “computability” of which are not always natural. If we consider 
only the metric spaces, there is a widely accepted and natural representation which is called Cauchy 
representation. In order to define this representation precisely, let’s recall the computable metric spaces at 
first. 
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Definition 2.3. (Weihrauch [9]). A computable metric space is a tuple ( , , , )X d D  such that  

1.  is a metric on and D is a dense set in , :d X X   X X

2. is a notation with recursive domain, *: D   

3. the restriction of to is ( ,d D D , )   –computable. 

   For a computable metric space ( , , , )X d D  , the canonical Cauchy representation :X X     is defined 

as follows: 0 1 2( ) , , ,X p x p      , ( )i dom   such that  

( , ( )) 2 i
id x    (for all i ). 

Thus, from the definition, a Cauchy name of an element x in a computable metric space is a coded 
sequence over a chosen countable dense set that converges to x rapidly. If ( , )X  and ( , )Y  are two Cauchy 
represented spaces, then a function :f X Y is ( , )   –computable if there is a Turing machine that transforms 
a sequence of approximations to x to a sequence of approximations to ( )f x . In this sense, algorithms in TTE 
are“approximating” algorithms. The Cauchy representation is admissible. 

For example, 2 2

2( ( ), , , )
L L

L d v  is a computable metric space associated with the set of all 2 ( )L  2L -function, 

where 2L
d f g f g dx   

2 1 2( )


, 2L
v is a canonical notation of  consisting of all rational finite step 

functions. Then the Cauchy representation 2L
 is defined  d 

0 1 2# # #p    ) g

as follows:  anfor any 2g L ( )

 , 2 (
L

p  if the sequence 2{ ( )}kL
v   converges to g rapidly. Then, an admissible representation 

sH
 of the Sobolev space ( )sH  consisted of ns 2 ( )f L  suc 2 ( ) equipped with the 

norm

all functio h that ( )sT f L

'
( )s sH

f T f ,where 2 2( )(sT f ) : (1 ) ( )s F f ( )     is a weighted Fourier transform of f , is defined 

by . When2

1( ) : (s sH
p T   )p

L
s k  is a non-negative integer, the norm '

kH
 is equivalent to the norm 

kH
 defined as 

2 2 2

2 22 ' ( )( )k

k

H L L L
f f f f    1 2 . 

Another example of a computable metric space is ( ( ), , , )P
cC d P v  , where  denote the space of 

complex-valued function of class equipped with the strong topology and the metric defined by 

( )C 

( )C 

,,

, 0 ,

( , ) 2
1cd   

   

 
 

 


 






     , ( )S    , 

P is the set of polynomials with rational coefficients, and Pv  is a canonical nota ion of P . v is a 

canonical no at

t

t ion of  . , : ( )( 1) 2         .     is the bijective Cantor pairing function We use P  to 

denote its Cauchy representation. Thus, we can obtain an admissible representation s defined by 

( , ) ( )P
s q p p        and ,where 0 1 2# # #q u u u  ( )ku dom v  and 

, ,

( )

( )
sup 2

i j n

i j n

x v u
x 

 








 

of the Schwardtz space of all functions , such that ( )S  ( )C   ( )sup i j

x

x 


 


, although it is not a Cauchy 

representation. Therefore, we can define another representation sH
 of as follows : for any  

and any infinite tuple

( )sH  ( )sf H 

0 1, ,p p p 2 ,p   , ( )p f p (sH
dom )i s     and ( ) 1 2s

i
s i H

p f   . Moreover, if s  

is computable, the ( )ssH H
p    (Lemma 2.12 of [11]). 

However, we need to list some Lemmas (Lemma 5.7 of [12], Lemma 3.7 [10]) for convenience. 

Lemma 2.4. (Weihrauch and Zhong) 

1. On  , the function( )S  ( , )a a  is ( , , )S S   –computable; the absolute 

evaluation ( , )t  ( )t  is ( , , )S   –computable; the addition ( , )     and the 

multiplication ( , )     are ( ,S , )S S   –computable. 

     2. The function ( , ) ( )t E t  , is
2 2( 1)( ) : i tE t e     ( , , )S S   –computable. 

3.The Fourier transform ，: ( ) ( )F S S  1 2(2 ) ( )i xe x d    x and the inverse Fourier  transform 

,1 : ( ) ( )F S S   1 2(2 ) ( )i xe d     


are both ( , )S S  –computable. 
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S

Lemma 2.5. (Weihrauch and Zhong[12,10]) The function 

: ( ; ( )) ( )H C S S       , is( , , ) ( )
b

a
H u a b u t dt  ([ ], , , )S     –computable. 

3. Some Technical Lemmas 
In this section, we will recall some technical lemmas and also prove some new lemmas related to the the 

solution of the fourth-order nonlinear Schrödinger equation. Let  denote the 2L -norm and 

 the 1L -norm.  

If , then we can obtain the following two lemmas. 1( )v H 

Lemma 3.1. (The Sobolev inequality). For any , 1( )v H 

1 22
( )

2
v v v


  . 

Proof. See [3, Theorem 1, p. 167]. 

Lemma3.2. For any , 1( )v H  1

2

2 H
v v


 . 

Proof. See [10, Fact 30]. 

If v 2 H2(R), by use of the energy function of the equation (1), then the two inequalities are obtained 

as follows. 

Lemma 3.3. For any ,2 ( )v H  2

22 2 ' ( )
H

v v v E   v , where 2
( ) ( )E v v V v dx   is the energy function 

and 2 2( ) 2V z z z  is a real valued function. 

Proof. Since 2
( ) ( )E v v V v dx   , 2 2( ) ( ) 2V v v v  , we obtain that 2

( )E v v , which in turn implies 

that 2

2 2 2 2 2 2
( )

H
v v v v v v E        v .    

Lemma 3.4. For any , then2 ( )v H  2

2 2 4
( )

H
E v v v v    . 

Poof. Since 
4

2 2( ) 1
( ( )) ( ) ( )

2 2

v x
V v x dx dx v x v x dx      

 

       2 2 2
( )v v x dx v v

 
 

2  

 1

2 222
( )

2 H
v v    

                                                                      2 2

2 2 41

2
2H H H

v v v    

then, 2

2 2 4
( )

H
E v v v v    . 

Lemma 3.5. For any , if2
1 2, (v v H ) 1 2v v and 1( ) ( )2E v E v , then 2 2

1
2 2

2 1(1 ) 21H H H
v v  v . 

Proof.    

2

2 2

2 2 ( )
H

v v E v  2  
2

1 1( )v E v      

2

2 2 2 4

1 1 1 1 H
v v v v       

2 2

2 4

1 1H H
v v   

2

2 2

1 1(1 ) 2H H
v v  .       

Lemma 3.6. For any , then2, (u v H ) 2 23 2H H H
uv u v . 

Proof. It is easy to obtain by Lemma 3.2 and the Minkowski inequality f g f g   . 

Next we prove the proposition of the solution for the equation (1). Two Facts are needed. 
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Lemma 3.7. If is the solution ofu
22

tiu u u u   , 0(0)u u , then for any 

,,s t ( ) ( )u t u s and .  ( ( ))t ( ( ))E u E u s

Proof. See [2,3]. 

Lemma 3.8. If is the solution ofu 22
tiu u u u   , ,t xwith 0(0)u u , then for any ,s t and , 0t 

2 2

2 1 2
0 0( , ( )) (1 ( ) ) ( ) 2H H H

U t s u s u t u t   , 

where is the so-called free evolution defined by : ( ) (U S S   )

                           
41 2( , )( ) (2 ) ( )( )i x i t

R
U t x e F d        .                                                     (3) 

Proof. First, by Lemma 3.7., 0( ) ( )u s u t and 0( ( )) ( ( ))E u s E u t .Secondly, from the definition of ( , )U t  , it 

follows that the Fourier transform, ˆ ( , )U t  ofU t( , ) is equal to 
4

ˆti x ie     .Then 

  2
2

2 ˆ( , ( )) (1 ) ( , ( ))
H L

U t s u s U t s u s     

4

2

2
ˆ(1 ) ( )i x i

L
e u s     

4

2

2
ˆ(1 ) ( )i x i

L
e u    s  

2

2
ˆ(1 ) ( )

L
u s   

2( )
H

u s . 

By applying Lemma 3.5. to and , we obtain the desired proposition.      ( )u s 0

Therefore, the proposition of the solution is easy to be obtained as follows. It mainly be used to 
investigate the contraction mappings. 

( )u t

Proposition 3.9. If   is a solution of (1), then for any2:u H ( ) 0, ,t t t  , 

                                2 0( ) ( ( ) )
H

u t f u t 2H
                                                                  (4) 

                           2 0( , ( )) ( ( )
H

U t t u t f u t   2 )
H

,                                                          (5) 

In particular, for any  and any2 ( )H   t , 2( , ) ( )
H

U t f  2H
, where 2 1 2( ) (1 4 2 )f x x x   . 

Proof . First it follows from Lemma 3.5 and 3.7 that for any 0, ,t t t  , 

2 2 2 2

2 21 2 1 2
0 0 0 0( ) (1 ( ) ) ( ) (1 4 2 ( ) ) ( ) 2H H H H

u t u t u t u t u t   
H

. 

Then Lemma 3.8 leads to the following inequality 

2 2

2 1 2
0 0( , ( )) (1 ( ) ) ( ) 2H H H

U t t u t u t u t     

2 2

2 1 2
0 0(1 4 2 ( ) ) ( )

H H
u t u t  . 

Let 2 1 2( ) (1 4 2 )f x x x   , then the desired proposition is obtained.     
Please acknowledge collaborators or anyone who has helped with the paper at the end of the text. 

4. The computability of the solution of the Schrödinger equation   
In this section, we will show our main theorem. In the first, we consider an fixed initial condition 

 of problem (1) 2 ( )H  

22du
i u u u (0)u

dt
   ,    . 

Next we shall costruct the solution of the initial-value problem (1), in terms of and 0 , locally in a 

neighborhood of 0 by virtue of the contraction-mapping principle, starting from 0 .Assume that has  

been constructed over the time interval 0[0 .We show in the following how to extend the construction ,let us 

consider the following problem with the value given: 

0t

0

( )u t

t t  ( )u t

, ]t

0( )t

22d
i

dt

      ,  0( )t  ,  .                                                (6) 2 ( )H  

     We use the equivalent integral equation  

                      0 2

0( ) ( , ) ( , ( ) ( ))
t

t
t U t t i U t d           .                                                 (7) 
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We note that if in (6), then by the uniqueness of the solution of (1), the solution of (7) is also the 

solution of (1). We will define two maps
0( )t 

A and . ForG 0t R , the map  0( ) :G t

2( ; ( )) ( ; ( ))C H C H   2  is defined by 

                        0 2

0( )( )( ) ( , ( ) ( ))
t

t
G t v t i U t v v d      ,                                                       (8) 

and for  and , the map 0t R 2 ( )H   0( ) :A t 2( ; ( )) ( ; ( ))C H C H   2

0

is defined by 

                        0 0( , )( )( ) ( , ) ( )( )( )A t v t U t t G t v t    .                                                       (9) 

Both A and are contraction mappings in a neighborhood of , which will be shown in the following 
lemma.  

G 0t

Lemma 4.1. Let r be a rational number such that 21
H

r r   , let R be the least integer upper bound 

of and let ( ) 1f r  0 0, ]I t t T: [   ,where 21 (100 )T R  .Then ,for any  such that2H ( )   2H
R  and any 

2 2
1 2, {v v v C

4
( ; ( )) :

3I
H v R }    , 

              0 1 0 2 0 1 0 2 1 2

1
( , )( ) ( , )( ) ( )( ) ( )( )

2I I I
A t v A t v G t v G t v v v      ,                                   (10) 

where 2 2( ; ( ))
: sup (t )

I C I H H
v v v t  

)

for . 2( ; ( ))v C H  

Proof. Let , then for any satisfying0 3C  2
1 2, ( ; (v v C H   2

1

4

3I
v R and 2

2

4

3I
v R , we have 

0 1 0 2( )( )( ) ( )( )( )
I

G t v t G t v t  

20

2 2

1 1 2 2sup ( , ( ) ( ) ( ) ( ))
t

tt I H

U t v v v v d    


     

2
0

2 2

1 1 2 2
,
sup ( , ( ) ( ) ( ) ( ))

Ht I t t
T U t v v v v


    

  
    

2

2 2

1 1 2 2sup ( ) ( ) ( ) ( )
HI

T v v v v


   


     

2 2
1 1 2 2 I

T v v v v  , 

where v is the complex conjugate of v . Since 
2 2 2 2 2 2
1 1 2 2 1 1 2 1 2 1 2 2v v v v v v v v v v v v      

2 2 2
1 2 1 2 1 2( ) (v v v v v v    )  

 2
1 2 1 1 2 2 1 2( ) ( ) ( )v v v v v v v v     , 

then 
22 2 2

1 1 2 2 0 1 2 1 1 2 2 1 2(( ) )
I I I I II

v v v v C v v v v v v v v       

2 2 2 2 2
0 1 2 0

32 16 48
( )

9 9 9 1 2I I
C R R v v C R v v        

Thus, 

2 2
0 1 0 2 0 1 2

48
( )( )( ) ( )( )( )

9I I
G t v t G t v t T C R v v     

2
1 22

1 48
9

100 9 I
R v v

R 


     

1 2 1 2

12 1

25 2I I
v v v v   .      

Notice that the constant T defined in Lemma 4.1 depends only on the size of the initial value of the 

problem (1). By the equations (7) and (10), the fixed point of the contraction 0( , )A t  is the solution of (1) over 

the time interval satisfyingI 0t( )  . Thus, we can compute the solution with the initial data from as 

long as we can compute

2H ( )

A on . The following lemma shows that the restriction of2 ( )H A on the Schwartz 
space , a subset of , is computable. This restriction will also be denoted as( )S  2 ()H A . 

Lemma 4.2. The restriction of the operator A to : ( )S 

( ) ( ; ( )) ( ; ( ))S C S C S        , 0 0, , ( , )( )t v A t v  , 
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Sis ( , ,[ ],[ ])S S       –computable. 

Proof. By Lemmas 2.4 and 2.5, the function is0 0( , , , ) ( , )( )( )t v t A t v t  ( , ,[ ], , )S S S      -computable. 

Applying Lemma 2.2, 0 0, , ( , )( )t v A t v  is then ( , ,[ ],[ ])S S S       –computable.  

Corollary 4.3. The map 

1 0 0: ( , , ) ( ( , )) (0)nF t n A t  , 

where 1
0 0 0( ( , )) ( ) ( , )(( ( , )) ( ))n nA t v A t A t v    is the nth iteration of 0( , )A t  , is ( , , ,[ ])S N Sv    –computble.  

Proof. This is true because 1F is a primitive recursion of the computable operator A (Lemma 4.2.).   

As known is dense in , it is possible to approximate by a sequence( )S  2 ( )H  2 ( )H   k of -function 

such that

( )S 

2 2 k

H

 k  .The next lemma presents an algorithm to choose approximations 

among that converge to the fixed point of0( , ) (0)nA t  0( , )A t  rapidly. 

Lemma 4.4. There are two computable functions such that the following holds:              

for and any sequence { } satisfying 
1 2, :g g    

2
0( ) ( )u t H    ( )k S   2 2 k

k H
    for 0,1, ,k    

1

2

( , )
0 ( , )( ( , )) (0) 2g R j j

g R j
I

v A t 

    , 

where v is the fixed point of 0( , )A t  in 2 24
{ ( ; ( )) :

3I
v C I H v R }  with 0 0[ , ]I t t T  . 

In particular, for any , t I

1

22

( , )
0 ( , )( ) ( ( , )) (0)( ) 2g R j j

g R j
H

v t A t t

    . 

Proof. First we prove that for any satisfying2 ( )H   2H
R  , 0

4
( ( , )) (0)

3
n

I
A t R  for all .Forn 1n  , 

20( , )(0)
I H

A t R   by assumption. Assume that 0

4
( ( , )) (0)

3
n

I
A t R  .Denote by v .Then  0( ( , )) (0)nA t 

2

1 2
0 0( ( , )) (0) ( , )(0)n

I HI I
A t A t T      v v  

32 3
0 2

1 64
9

100 27I
R T C v R R

R  


        

1 4

3 3
R R R    . 

Thus, 0

4
( ( , )) (0)

3
n

I
A t R  for all , providedn 2H

R  . 

   Since , it follows from (5) that0( )u t  2 2 2( (0) ) ( )
H H H

f u f R    .Then, by Lemma 13, 0( , )A t  is a 

contraction on and therefore has a fixed point v . 

      Let .Then 0: ( ( , )) (0)n nv A t 
4

3
n

I
v R for all n .Let .Since0: ( ( , )) (0)n n

k kv A t  2 2 k
k H

    , 

2 2 2 2 2( (0) ) 2 ( (0) ) 1k
k kH H H H H

f u f u R            , and consequently 4

3
n
k I

v R  for all . n

We observe that  

                   n n n
k

n
kI I

v v v v v v     
I
.                                                          (11) 

Also we recall that for any function on a Banach space withh
1

( ) ( )
2

h x h y x y   , the fixed 

point h of satisfiesh 1(0) (0) 2n n
h h h     . Thus, by applying (5) we obtain 

  
1

0

1
0

2 ( , )(0)

2 ( , )

n n

II

n

I

v v A t

U t t

 



 

 

 

 
 

2

1 12 ( ) 2n n

H
f R     . 

Next we show by induction that (2 )n n k
k I

v v n f    . This is true for 0n  .Applying the special case of (5) 

with k    and Lemma 13, we obtain 
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1 1
0 0( , )( ) ( , )( )n n n n

k k kI I
v v A t v A t v      

0 0 0 0( , ) ( , ) ( , ) ( , )n n
k kI I

U t t U t t G t G t v        v

1 1
0

1
( , )

2
n n

k kI I
U t t v v         

2

1
( ) (

2
k

k H
f n       2 )f

Now define 
j

a 4.1 a ld true on the interval

(2 ) ( )k kf n f     2

( 1) (2 )kn f    . 

1 1
1( , ) : [2 2 ]ng R j n R       , 

1, (2 ) 2 ]k jf     . 2 1( , ) : [ ( )g R j k g R j  

The statement of the lemma follows from (11).       

We remark that both Lemm nd 4.4 ho 0 0, ]T t[t  .We also recall that v is the 

solu g ution of   (7) satisfyin 0( )t  ;namely, ( )v t ( )t  for any t I .A byproduct of Lemma 4.3 is 

that
20 ({( ( , g R

1 ( , )

, ) ) (0)( )}g R j

jA t  t  is a “ 2


 H
 –name” of ( )t for all t I because 1

2

( , )
0 ( , )( ( , )) (0)( )g R j

g R jA t t


 ar chwartz 

function and 

e S

1

2

( , )
0 ( , )( ) ( ( , )) (0)( ) 2g R j

2

j
g R j

H
v t A t t
    .Moreover, since 1g and 2g are computable, this 2H

 –name 

of ( )t is  computable from 0,t  and t .More precisel

Corollary 4.5. The maps 

0

y 

0 0: ( , , ) ( ), [ , ]F t t t t t t T    , 

and 

00 0: ( , , ) ( ), [ ,F t t t t t T t  ]   

are 2 –com2( , ,
H

   putable, where ( )t is the solution of (8) with ( )u . 0t, )
H

   

Since u 0( )t  ( )t, is also the solution of (1) over the time interval 0 0[ , ]t t T .Thus the solution of (1) is 

extended from 0[0, ]t to 0 0[ , ]t t T . 

     Now we are ready to lay d esult. 

Theorem 4.6. The solution 2 2: ( )S H  , u

own the proof of our main r

( ; ( ))C H     , of the initial-value problem for the nonlinear 

fourth-order Schrödinger equation (1) is 2 2( ,[ ])
H H

   –co utable. 

Proof ute the solution ( )u t of the initial-value prob

mp

 .We need to show how to comp lem (1) from the initial 
con n rbitrar p

(a) since

dition  d a y time t .The proof consists of the following arts. 2 ( )H  a

2H
  is 2( , )

H
  –computabe, we can compute a rational number r such that  

21
H

r r   

ompute

 

and then c [ ( 1) ]R n f r n    and 21 (100 )T R  .Here 2 1 2( ) (1 4 2 )f x x x   is defined in the 

pro

(b) Next we compute the solution 

position 3.7. 

( )u z T at time z T for integers z .Define  

( ,0) : ( ,0) :H H      
and 

( , 1) : ( , ( , ),( 1) )H n F n T H n n T         ,                         

               

                                                   (12) 

       1) ( 1) )n T ( , : ( , ( , ),H n F n T H n          ,                         13) 

By corollary 4.5, ( , ) ( )n u n T

                        (

H    d ) ( )H n u n Tan ( ,     , and in addition, ( )u n T and ( )u n T  are 

computable from n and  because both H and H are primitive recursions of either the function F or the 

fun

s  to compute from

ction F , which are computable according to Cor  4.5. 

(c) Finally we how how

ollary

( )u t  and .We begin by computing an 
inte

t

ger z from t and T such that ( 1)z T t z T      . 
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Then we compute ( )u z T , and further compute )( , ( ),F z T u z T t    .By Corollary 4.5 )

r

linear Schördinger equations in Sobolev spaces and 

. Ilan, G. Papanicolaou. Self-focusing with fourth-order diserpersion. SIAM J. Appl. Math.. 2002, 62: 

ree-dimenyional small-amplitude soliton in magnetic materials, Sov. J. 

higher-order dispersion: Fourth-order nonlinear 

s described by nonlinear Schrödinger type equation with higher-

utability 

 of nonlinearyity and stability of multidimentional solitons. Teoret. 

hong. Computing Schrödinger propagators on Type-2 Turing machines. Journal of Cplexity. 

ries equation with arbitrary precision on 

 K. Weihtaugh. Computability theory of generalized functions. J. Assoc. Comput. Mach.. 2003, 50 (4), 

469-505. 

, ( , ( ), ) (F z T u z T t u t     . 

oof.   This completes the p
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