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Abstract: This paper proposes a new method of face image feature extraction, namely, the fuzzy 2DFLD 
(F2DFLD) based on the 2D fisher discriminant criterion and fuzzy set theory. In the proposed method, we 
calculate membership degree matrix by FKNN, then we incorporate the membership degree into the 
definition of the between-class scatter matrix and within-class scatter matrix and get the fuzzy between-class 
scatter matrix and fuzzy within-class scatter matrix. Experiments on the Yale, ORL and FERET face 
databases show that the new method can work well 
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1. Introduction 
Fisher linear discrimination (FLD) [1], sometimes known as linear discrimination analysis (LDA), has 

been widely used in pattern recognition for feature extraction and dimensional reduction. The objective of 
FLD is to find the optimal projection so that the ratio of determinants of between-class and the within-class 
scatter matrices of the projected samples reaches its maximum. A difficulty in using the FLD method for 
face recognition is the high-dimensional nature of the image rector. In order to utilize FLD for face 
recognition, a number of research work has been done[2-7]. The most popular method, called Fisherface, 
was build by D.L.Swets et al.[2] and Belhumeur et al.[3]. In their methods, PCA is first used to reduce the 
dimension of the original features space to cN  , and the classical FLD is next applied to reduce the 
dimension to d  ( ). Obviously, in the process K-L transform, the small cd  1c  projection components have 
been thrown away. So some effective discriminatory information may be lost. And PCA step can’t guarantee 
the transformed within-class scatter matrix still be not singular. Recently, 2DFLD [8,9,10], on par with 
2DPCA [11] has been proposed and successfully applied for face recognition. 

Regretfully, the 2DFLD assumes that the same level of typicality of each face to the corresponding class. 
We propose to incorporate a gradual level of assignment to class being regarded as a membership grade with 
anticipation that such discrimination helps improve classification results. More specifically, when operating 
on feature vectors resulting from PCA transformation we complete a Fuzzy K-nearest neighbor class 
assignment that produces the corresponding degree of class membership. By taking advantage of the 
technology of fuzzy sets [12], a number of studies have carried out for fuzzy pattern recognition [13-16]. 

The organization of this paper is as follows: In Section2, we briefly review 2DFLD and Fuzzy fisherface. 
In Section 3, we propose the idea and describe the new method in detail. In Section 4, experiments with face 
images data are presented to demonstrate the effectiveness of the new method. Conclusions are summarized 
in Section 5. 

2. Related works 

2.1. 2DFLD 
Training is a process of acquiring features from available training images and storing them in a 

knowledge base for the purpose of recognition an unknown future scene image. Given a set of samples of 
each class, the 2DFLD approach extracts most informative features which could establish a high degree of 
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similarity between samples of the same class and a high degree of dissimilarity between samples of two 
classes. 

Suppose there are c  known pattern classes ,  training samples. 1 2, , cw w w N { }i
jA A ( , 1, 2, ci l 

1,2,j c  ) is a  set of samples with m  dimension.  is the number of training samples of class n jl j  and 
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Once  and  are computed, it is recommended to find the optimal projection axis W  so that the 

total scatter of the projected samples of the training images is maximized. The objective function of 2DFLD 
can be defined as: 

bG wG
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It can be proven that the eigenvector corresponding to the maximum eigenvalue of ( )  is the 

optimal projection vectors which maximizes . Generally, as it is not enough to have only optimal 

projection vector, we usually go for 

1
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d  number of projection axes, Say , which are the 

eigenvectors corresponding to the first  largest eigenvalues of . In 2DFLD, once these projection 

vectors are computed, each training image 
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iA  is then projected onto W  to obtain the feature matrix i
jY  of 

size dm  of the training image i
jA . So, during training, for each training image , a corresponding feature 

matrix of size dm , is constructed and stored in the knowledge edge for matching at the time of recognition. 

2.2. Fuzzy Fisherface 
K.C-Kwak [14] proposed the fuzzy fisherface for face recognition via fuzzy set. Given a set of feature 

vectors,  ,21 ,,, NxxxX  , a fuzzy “ ”-class partition of these vectors specifies the degree of 

membership of each vector to the classes. The membership matrix  can 

be gotten by FKNN, it will be discussed in section 3.1 in detail. Taking into account the membership grades, 

the mean vector of each class 
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The between-class fuzzy scatter matrix  and within-class fuzzy scatter matrix  incorporate the 

membership values in their calculations 
bSF wSF
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The optimal fuzzy projection W  of fuzzy Fisherface follows the expression: 
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Finally, K.C-Kwak gave the strategy: PCA plus Fuzzy FLD in small sample size case. 

3. Fuzzy 2DFLD 
2DFLD is considered to solve binary classification problems. While overlapping samples existed, 

performance of 2DFLD may degenerate. How can we represent the distribution of these samples and 
improve classification performance through extracting discriminative information from these samples? 
Obviously, fuzzy set theory is a good choice. In this paper, we proposed a new Fuzzy 2DFLD (F2DFLD) 
algorithm, which makes fully of the distribution of samples. Samples distribution information is represented 
by fuzzy membership degree corresponding to every class. 

3.1. Fuzzy K-Nearest Neighbor (FKNN) 
In our method, fuzzy membership degree and each class center are gained through FKNN [13] algorithm. 

With FKNN algorithm, the computations of the membership degree can be realized through a sequence of 
steps: 

Step1: Compute the Euclidean distance matrix between pairs of feature vectors in training set. 

Step2: Set diagonal elements of this Euclidean distance matrix to infinity. 

Step3: Sort the distance matrix(treat each of its columns separately) in an ascending order. Collect the 
corresponding class labels of the patterns located in the closest neighborhood of the pattern under 
consideration (as we are concerned with ‘ k ’ neighbors, this returns a list of ‘ ’ integers). k

Step4: Compute the membership degree to class ‘ i ’ for  pattern using the expression proposed in the 
literature[13] 
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In the above expression  stands for the number of the neighbors of the ijn thj data (pattern) that belong 

to the class.  thi

Therefore, the fuzzy membership matrix U  can be achieved with the result of FKNN :  

                      ijU u    , 1, 2i c  , 1, 2,j N  .                                                     (9) 

3.2. The idea of Fuzzy 2DFLD 
The key step of Fuzzy 2DFLD is how to incorporate the contribution of each training sample into the 

redefine of scatter matrices. With the conception of fuzzy set theory, every sample can be classified into 
multi classes under fuzzy membership degree, which is different to binary classification problem. In the 
redefinition of the fuzzy within-class scatter matrix, samples that are more close to class center have more 
contribution to classification. In the redefinition of the between-class scatter matrix, in contrast to the 
redefinition of the within-class scatter matrix, class which is far from total center will have more contribution 
to classification. Then, the membership degree of each sample (contribution to each class) should be 
considered and the mean matrix of each class, the corresponding fuzzy within-class scatter matrix and fuzzy 
between-class scatter matrix can be redefined as follow: 
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Where p  is a constant which controls the influence of fuzzy membership degree, A  is the mean of all 
samples. Similarly, the fuzzy total scatter matrix can be achieved as follows: 

                                         t w bFG FG FG                                                                  (13) 

So, all scatter matrices with fuzzy set theory is redefined and the contribution of each sample is 
incorporated. From Eq.(4-6) and Eq.(10-13), we can find that our proposed method can more make fully of 
the distribution of samples 

Therefore, all scatter matrices with fuzzy set theory is redefined and the contribution of each sample is 
incorporated. It is easy to show that 

wFG  and 
bFG  are m m  matrices and often unsingular. The objective 

function of Fuzzy 2DFLD can be redefined as: 
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This criterion is a Rayleigh quotient in form. It is easy to find its optimal solutions by solving a 
generalized eigen-equation. 

3.3. The algorithm of Fuzzy 2DFLD 
Based on the above descriptions, Fuzzy 2DFLD (F2DFLD) algorithm can be described as follows: 

Step1.(FKNN): Class center matrix iA  and fuzzy membership degree matrix U  of training samples can 

be achieved with FKNN algorithm in original image space. 

Step2.(Fuzzy 2DLDA): According to 
iA  and U  work out fuzzy within-class scatter matrix 

wFG  and 

fuzzy between-class scatter matrix . The optimization problem (10) can be solved by 
bFG

1)w bFG FG u u   （  with eigenvalues 01 q  , and corresponding normalized eigenvectors 

. We get the optimal projection matrix. 
1 2, , qu u u

Step3.(recognition): Project all samples into the obtained optimal discriminant matrix and classify. 

4. Experiments 
Three face image databases, namely, the Yale database, the ORL databse and FERET database, are used 

to compare the proposed Fuzzy 2DFLD approach with the following algorithms: PCA(eigenface) [3], 
2DPCA [10], LDA(Fisherface) [3], 2DFLD [8], Fuzzy Fisherface [14]. 

4.1. Experiments Using Yale Database 
The Yale face database contain 165 images of 15 individuals ( each person providing 11 different 

images ) under various facial expressions and lighting conditions. In our experiments, each image was 
manually cropped and resized to . Figure 1 shows sample images of one person. 0450

                               

Figure 1. Eleven images of one person in Yale 

The first experiment was performed using the first six images ( i.e., center-light, with glasses, happy, 
left-light, without glasses, and normal ) per class for training, and the remaining five images ( i.e., right-light, 
sad, sleepy, surprised, and winking ) for testing. For feature extraction, we used, respectively, PCA, 2DPCA, 
LDA, 2DLDA, Fuzzy Fisherface, and the proposed Fuzzy 2DLDA. Note that LDA and Fuzzy Fisherface 
involve a PCA phase. In this phase, we keep nearly 95 percent image energy and select the number of 
principal components, m , as 37. In the second phase of LDA and Fisherface, the number of discriminant 
vectors corresponding to the  largest generalized eigenvalues is 14. The FKNN parameter 1c K  is set as 

, where l  denotes the number of training samples per class. The justification for this choice is that 
each sample should have 

51 lK

1l  samples of the same class provided that within-class samples are well clustered. 
Finally, the nearest neighbor (NN) classifier with cosine distance is employed for classification. The 
maximal recognition rate of each method and the corresponding dimensions are given in Table1.  
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Table 1. Maximal Recognition Comparision On Yale 

method PCA 2DPCA LDA 2DLDA Fuzzy Fisherface proposed 

Result 0.8533 0.9200 0.9333 0.9333 0.8533 0.9600 
Dimension 37 1150  14 350  14 350  

From Table 1, we can see that Fuzzy 2DLDA outperforms other methods. Why can Fuzzy 2DLDA 
outperform other methods? In our opinion, the overlapping sample’s distribution information is incorporated 
in the redefinition of corresponding scatter matrices by fuzzy set theory, which is important for classification.  

In the second experiment, 10-fold cross-validation tests are performed to reevaluate the performance of 
PCA, 2DPCA, LDA, 2DLDA, Fuzzy Fisherface, and Fuzzy 2DFLD. In each test, six images of each subject 
are randomly chosen for training, while the remaining five images are used for testing. In the second 
experiment, we select the same dimension and parameters as in the first experiment. Table 2 shows the 
maximal average recognition rates across 10 runs of each method under nearest neighbor classifier with 
cosine distance metrics and their corresponding standard deviations (std) and dimension. From Table 2, it 
can be seen that Fuzzy 2DFLD outperforms other methods.  

In all the experiments, PCA is used to extract 66 principal component features and 2DPCA to extract 
 principal component feature vectors. LDA is used to extract 14 LDA features, 2DFLD and F2DFLD 

are used to extract  feature vectors. 
1156

356

Table 2. Recognition Comparision On Yale 

method PCA 2DPCA LDA 2DLDA Fuzzy Fisherface proposed 

Ex 0.9027 0.9240 0.9520 0.9533 0.8533 0.9633 

Std 0.0576 0.0321 0.0566 0.0144 0.0873 0.0261 

4.2. Experiments Using ORL Database 

                            

Figure 2. Ten images of one person in ORL 

The ORL (http://www.cam-orl.co.uk) database contains 40 persons, each having 10 different images. 
The images of the same person are taken at different times, under slightly varying lighting conditions and 
with various facial expressions. Some people are captured with or without glasses. The heads in images are 
slightly titled or rotated. The images in the database are manually cropped and rescaled to . Figure 2 
shows ten images of one person in ORL. 

4656

In the experiments, we split the whole database into two parts evenly. One part is used for training and 
the other part is for testing. In order to make full use of the available data and to evaluate the generalization 
power of algorithms more accurately, we adopt a cross-validation strategy and run the system 10 times. In 
each time, s  face images from each person are randomly selected as training samples, and the rest is for 
testing. The classical PCA, 2DPCA, LDA , 2DFLD, Fuzzy Fisherface and the proposed Fuzzy 2DFLD 
(F2DFLD) are respectively used for feature extraction. In the PCA stage of LDA and Fuzzy Fisherface, we 
keep nearly 95 percent image energy and the number of principal components, m , is set as 61 and 73. The 
FKNN parameter K  is set as . Finally a nearest neighbor classifier with cosine distance is employed. 
The recognition results are shown in Table 3. From Table 3, we find that our method all outperforms other 
methods and our method can work well. 

1 SK
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Table 3. Recognition Comparision On ORL 

method s  Class  Dim Mean  /  std 

PCA 3 40 61 0.8918 / 0.0189 

2DPCA 3 40 56*4 0.9004 / 0.0261 

LDA 3 40 39 0.8236/ 0.0275 

2DLDA 3 40 56*3 0.9161 / 0.0193 

Fuzzy Fisherface 3 40- 39 0.8232 / 0.0283 

proposed 
 

3 40 56*3 0.9208 / 0.0217 

PCA 4 40 73 0.9375/ 0.00224 

2DPCA 4 40 56*4 0.9354 / 0.0234 

LDA 4 40 39 0.8875 / 0.0268 

2DLDA 4 40 56*3 0.9417 / 0.0127 

Fuzzy Fisherface 4 40 39 0.8867 / 0.0227 

proposed 4 40 56*3 0.9504 / 0.0194 

4.3. Experiments Using FERET Database 
The FERET face database is a result of the FERET program, which was sponsored by the US 

Department of Defense through the DARPA  Program[18,19]. It has become a standard database for testing 
and evaluating state-of-the-art face recognition algorithms. The proposed method was tested on a subset of 
the FERET database. This subset includes 1,400 images of 200 individuals (each individual has seven 
images). This subset involves variations in facial expression, illumination, and pose. In our experiment, the 
facial portion of each original images was automatically cropped based on the location of the eyes and the 
cropped images was resized to  pixels. Some examples images of one person are shown in Figure 3. 0440

                   

Figure3. Seven images of one person in FERET 

In order to make full use of the available data and to evaluate the generalization power of algorithms 
more accurately, we adopt a cross-validation strategy and run the system 10 times. In each time, 2 face 
images from each person are randomly selected as training samples, and the rest is for testing. The classical 
PCA, LDA, 2DFLD, Fuzzy Fisherface and the proposed Fuzzy 2DFLD (F2DFLD) are respectively used for 
feature extraction. The FKNN parameter K  is set as 2K . Finally a nearest neighbor classifier with cosine 
distance is employed. From Figure 4, we can see that F2DFLD outperforms the other methods for every 
number of training samples for each class. In the experiments, in the PCA stage of LDA and Fuzzy 
Fisherface, we keep nearly 95 percent image energy and the number of principal components, m , is set as 
114. PCA is used to extract 86 principal component features, 2DFLD and F2DFLD are used to extract 440  
feature vectors. 

Table 4. Recognition Comparision On FERET 

 

method PCA 2DPCA LDA 2DLDA Fuzzy Fisherface proposed 

Ex 0.3662 0.4792 0.2161 0.4388 0.1964 0.4888 

Std 0.0688 0.0864 0.0408 0.0503 0.0408 0.0605 

Dim 114 40*8 114 40*8 114 40*8 
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The images in the FERET face database are subject to complex nonlinear changes due to large pose, expression or 

illumination variations. From Table 4, we can see that our proposed method can work well in the complex 
circumstance. 

5. Conclusions 
  In this paper, we propose a new method for feature extraction, fuzzy 2DFLD (F2DFLD). This method 

is based on FLD and image matrix. Furthermore, the overlapping sample’s distribution information is fully 
incorporated in the redefinition of corresponding scatter matrices, which is important for classification. 
Experiments on the Yale, the ORL and FERET face databases show that the new method can work well. 
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