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Abstract.  In this paper, a new conjugate conjugate method with sufficient descent property is proposed for 
the unconstrained optimization problem. An attractive property of the new method is that the descent 
direction generated by the method always possess the sufficient descent property, and this property is 
independent of the line search used and the choice of ki . Under mild conditions, the global convergence of 
the new method is proved. 
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1. Introduction  
In this paper, we consider the following unconstrained nonlinear optimization problem 

min ( ), nf x x R                                                                                    (1) 
where 1( ) : nf x R R  is a continuously differentiable function whose gradient is denoted by ( )g x . 
    The conjugate gradient methods are welcome methods for solving optimization problem (1). They are 
particularly efficient for solving large scale problems due to their simplicity and low storage [1,2]. A 
nonlinear conjugate gradient method generates a sequence{ }kx , starting from an initial point 0

nx R , using 
the recurrence 

1k k k kx x d                                                                                        (2) 
where k  is called the step size which is determined by some line search and kd  is the search direction 
defined by the rule 
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Here kg  is an abbreviation of ( )kg x  and k  is a scalar which results in distinct conjugate gradient methods. 
Well known conjugate gradient methods include the Fletcher-Reeves(FR) method[1], the Polak-Ribiere-
Polyak(PRP) method[2,3], the Dai-Yuan(DY) method[4] and the Conjugate Descent(CD) method[5] in 
which k  are specified by 
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The global convergence of above conjugate gradient methods have bee studied by many researchers, see, for 
instance [6] and references therein. 

Descent property, that is 0k kg d • , is very important for an iterative method to be globally convergent. If 
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the step size k  is determined by exact line search, we have 1 0k kg d  • . Then from (3), we get   

    2 ,k k kg d g ‖ ‖•                                                                                  (4) 

which indicates that kd  satisfies the sufficient descent condition: 

2 ,k k kg d c g ‖ ‖•  

for a positive constant c , independently of line search. However, it is difficult or time consuming to 
implement an exact line search for seeking step length in practical computation.  Therefore, in most existing 
conjugate gradient methods, the direction kd  determined by (3) may not be descent direction of f  at kx  if 
inexact line search such as the Armijo line search is used. 
     Recently, Hager and Zhang[11] proposed a new conjugate gradient method which was obtained by 

modifying the HS method and called CG-DESCENT method. A nice property of the CG-DESCENT method 

is that it generates sufficient descent directions which is independent of the line search used. Then, Zhang Li 

et al.[12-13] also proposed some modified conjugate gradient methods which also possess the above property. 

Specially, at each iteration, the generated directions satisfy 2
k k kg d g ‖ ‖• .More recently, using the Gram-

Schmidt orthogonalization to 1kd   and kg , Cheng and Liu [9] proposed a sufficient descent nonlinear 

conjugate gradient method defined by 
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 It is clear that the direction in (5) satisfies (4). The sufficient descent property is independent of the line 

search used and the choice of k . Moreover, the scheme (5) reduces to the standard conjugate gradient 

method if exact line search is used. 

      Similar to conjugate gradient methods, memory gradient methods can also avoid storing and 

remembering matrices. The main difference between them is that the latter can use the information of the 

previous multi-step iterations more sufficiently and hence it is helpful to design algorithms with quick 

convergence rate. See Cragg and Lery[7], Miele and Cantrell[8]. 

In this paper, we continue Cheng and Liu's research and extend their method to memory gradient type 

method, which uses the previous m  step information sufficiently. Under mild conditions, the global 

convergence of the new method is proved. 

The paper is organized as follows: In Sect.2, we propose the new conjugate gradient method and show 
the global convergence. In Sect.3, we give the numerical tests and the conclusion is given in Sect.4.. 

2. Algorithm and Global Convergence 
Let m  denotes the number of the past iterations remembered. By using the Gram-Schmidt orthogonalization 

to k id   and kg  ( 1, 2, , )i m  , we define the search direction as follows: 
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It is clear that the direction in (6) also satisfies the sufficient descent property (4), which is independent of 

the line search used and the choice of ki . If k  in (6) is specified by some existing conjugate gradient 

method, we get a corresponding modified conjugate gradient method. In the following, we propose a specific 

conjugate gradient method whose ki  is defined by 
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Lemma 2.1. Let kd  be determined by (6) with ki  defined by (7), then we have 

3 .k kd g‖ ‖ ‖ ‖                                                                             (8) 

Proof.  We have from (6) and (7) that 
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This complete the proof. 

Now we propose our sufficient descent conjugate gradient method: 

 

Algorithm 2.1 

Step 1: Choose 0 , (0,1), (0,1), 0nx R     ò , and set 1k  . 

 

Step 2: If kg ‖ ‖ ò , then stop. 

Step 3: Compute kd  by (6) and  k  by the following Armijo line search, that is, the step length 

max{ , 0,1, 2, }j
k j     satisfying 

                                                     ( ) ( ) .k k k k k k kf x d f x g d    •                                                   (9) 

Step 4: Set 1k k k kx x d   , : 1k k  , and go to Step 2. 

Throughout the paper, we make the following assumptions. 

 (H1): The objective function f  has lower bound on the level set 0 1{ | ( ) ( )}.nL x R f x f x    

(H2): In some neighborhood N  of 0L ,  the gradient g is Lipschitz continuous, i.e., there exists an 
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0L  such that 

                                                   ( ) ( ) .g x g y L x y  ‖ ‖ ‖ ‖                                                               (10) 

The conclusion of the following lemma, often called Zoutendijk condition, is used to prove the global 

convergence of nonlinear conjugate gradient method. 

Lemma 2.2.  If (H1), (H2) hold and Algorithm 2.1 generates an infinite sequence{ }kx , then 
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Proof. First we consider the following two cases: 1k  and 1k  . In the first case, from (4),  we have 

k kg d‖ ‖ ‖ ‖. Then, we get 
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If 1k  , this implies that /k   violates (9). Thenwe have 

( / ) ( ) / .k k k k k k kf x d f x g d      •  

Using the mean value theorem in the above inequality, we obtain (0,1)k  , such that 

2[ ( / ) ] (1 ) .k k k k k k kg x d g d g       ‖ ‖•  

By (H2), we have  2 2/ (1 ) .k k kL d g   ‖ ‖ ‖ ‖  Therefore 
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Letting min{1, (1 ) / }L    , from (12), (13) we obtain 
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From (9) and (14), we have  
4

12 ,k
k k

k

g f f
d

  
‖ ‖

‖ ‖
which, together with (H1), we get (11). The proof is 

completed. 

 

Theorem 2.1. If (H1)(H2) hold and Algorithm generates an infinite sequence{ }kx , then 
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From (8), we get    
2

,
2

k k
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which, together with (15), we get the desired result. This completes the 

proof. 
 

3. Numerical results 
In this section, we report the detailed numerical results of a number of problems by Algorithm 2.1. We 

test the following two CG methods: 
PRP: the PRP formula with the Armijo conditions, where 0.1, 0.5   , the termination condition 

is 610kg ‖ ‖ . 
NM: Algorithm 2.1 with the with the Armijo conditions, where 0.06, 0.4   , the termination 

condition is 610kg ‖ ‖ . 
    Problem 1 

                                             
2 2 2 2 2
1 2 1 4 3

2 2 2
3 2 4 2 4

( ) 10( ) (1 ) 9( )

(1 ) 10.1[( 1) ( 1) ] 19.8( 1)( 1).

f x x x x x x

x x x x x

     

        
 

The initial point: 0 ( 3, 1, 3, 1).x       

    Problem 2 

                               4 4 4 4
1 2 3 4 2 3 1 4( ) ( 10 ) 5( ) ( 2 ) 10( ) .f x x x x x x x x x         

The initial point: 0 (2, 2, 2, 2).x     
    Problem 3 

                                               
9

2 2 2 2
1 1 10

1
( ) (1 ) ( ) (1 ) .i i

i
f x x x x x



       

The initial point: 0, 1, ,10.ix i    
In the following table, the numerical results are written in the form NI/CPU, where NI, CPU denote 

the number of iterations, the CPU time respectively. Dim denotes the dimension of the test problems. 
TABLE 1: Numerical results for Problems 1-3 

P Dim NM PRP 
1 4 244/0.0300 309/0.0300 
2 4 161/0.0200  161/0.0200 
3 10 203/0.0200  135/0.0200 

From the numerical results, we can see that the two methods are similar. 
         

4. Conclusion 

In this paper, we propose a new sufficient descent conjugate gradient method for unconstrained 
optimization. Under mild conditions, we prove its global convergence, and give some numerical results to 
illustrate its efficiency. 
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