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Abstract. This paper proposed an improved Automatic License Plate Recognition (ALPR) system for all 
types of Vietnam license plates (LP), which consists of three modules: license plate location (LPL), 
characters segmentation and characters recognition. In the LPL module, we have combined edge detection, 
image subtraction, mathematical morphology, radon transform, interpolation and specific characteristics of 
Vietnam LP to locate exact LP region. In the characters segmentation module, we have used peak-to-valley 
method and statistical parameters of Vietnam LP to segment characters & numbers in one-row & two-row 
types of Vietnam LP. In the characters recognition module, we have used a Multilayer Perceptron (MLP) 
neural network and back-propagation (BP) algorithm to recognize characters & numbers of Vietnam LP, two 
MLP networks used independent for characters & numbers and MLP has trained with noises in the training 
task. Character & number images processed by the pre-processing task, which obtained high quality of 
character & number images for the using network task to improve accuracy of the system. We have 
implemented our ALPR system on 700 Vietnam vehicle images taken from actual system with different 
conditions such as lightening conditions (night & day), license angles, illumination, size and type, colors and 
reflected light. Our method is more effective than some existing methods and efficiency of computing time & 
accuracy is improved and very satisfied for all types of Vietnam LP and Vietnam environment. 

Keywords: License plate location, Characters segmentation, Characters recognition, Automatic license 
plate recognition, Artificial neural network. 

1. Introduction  
The Automatic License Plate Recognition (ALPR) system is very important part of the Intelligent 

Transportation System (ITS) which is very important for the development in the transport infrastructure on 
the world. Specially, in the developing countries such as Vietnam, where the ITS have been beginning to 
apply for some years ago. Usually, an ALPR system consists of three parts: 1) license plate location (LPL), 2) 
characters segmentation, 3) characters recognition. 

In the LPL work, there are many techniques have been proposed such as: mathematical morphology and 
hat transform [1], edge detection, auto –correlation and morphology operation [2], local intensity variance & 
local vertical edge density and a model of edge densities [3]. Vertical sobel color edge detection & edge 
density analysis [4], color and shape information [7], hough transform and contour algorithm [8], vertical & 
horizontal edge detection [12,19], sharp spikes in the horizontal projection [13]. Hough transform and 
feature-salience theory [14], morphological operations, edge detection, normalized correlation coefficient 
[15], adaboost algorithm [21], morphological operations and edge detection [22]. Beside on that, there are 
some other technologies such as wavelets transform, template matching, SVM based method, neural network 
and genetic algorithm proposed for this work. 

In the characters segmentation module, there are also some techniques to address this work such as: edge 
detection, color model transform, connected components analysis [4], an intelligent framework that outlines 
character of car LP by various illumination [5]. Horizontal projection [8,19], multi-clustering algorithm [10], 
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threshold and connected components [12], horizontal and vertical projections [13,15,18]. Color reverse, 
vertical edge detection, horizontal projection histogram, vertical projection [9], morphology operation and 
connected components [22].  

In the characters recognition module, there are also many techniques to address this work such as: 
decision trees [6], color image processing [7], hidden markov model [8], support vector machine [9], multi-
cluster and multilayer neural networks [10]. Least squares support vector machines [11], multi layer 
perceptron network [12,13], template matching [14,22], fuzzy multilayer neural network [15], bayesian 
framework [16], radial basis function neural networks [17]. And fuzzy method & template matching [18], 
extension theory [20], and OCR software [21].  

Although, there are many method proposed for ALPR system. But, there are not single method can 
provide satisfactory performance in all the applications in various complicated background such as: 
uncertainty of edges, various types of plate, the plate is small, dim lighting, the images are fuzzy, low or high 
illuminated images, types of plate, colors, character fonts, syntax, size, spacing, angle of the LP, weather and 
environment, multi-rows. On the other hand, every researcher used various image sources, environment, 
quality of the images, parameters of the images are not same, and the vehicle images not collected in 
Vietnam. Therefore, most of the previous methods could not apply for all the countries, all the environments, 
all types of the LP and Vietnam LP. 

To cope with these limitations, we have considered for the specific characteristics of Vietnam LP and 
Vietnam environment to propose a new method for the Vietnam ALPR system, which satisfied for all types 
of Vietnam LP and Vietnam environment, our ALPR system has main contributions as following: 

• In the LPL module: We have combined morphology operation & subtract operation on the grayscale 
image, which very efficiency for complex background images, night & day images and different 
illumination, different light conditions, from that we have obtained the better image with new 
intensity values, which more satisfied for the image binarization to reduce candidate regions. And 
then we used opening operation on binary image to remove small objects (noise areas), using radon 
transform and interpolation method to find LP angle & rotating LP, and measuring properties of 
license plate regions to cut exactly for different Vietnam LP dimensions (one-row and two-row LP). 
Therefore, our method is more effective than some existing methods and very satisfied for Vietnam 
LP. 

• In the characters segmentation module: We have considered statistical parameters of Vietnam LP and 
types of Vietnam LP (one-row LP and two-row LP) to propose an improved method to segment 
characters & numbers in one-row & two-row types of Vietnam LP based on the peak-to-valley 
method & statistical parameters of characters and digits. We also combined pre-processing (image 
quantization, normalized image, adjust horizontal contours, morphology opening to remove noises) to 
improved image quality and remove noise, our approach is very satisfied for all types of Vietnam LP. 

• In the characters recognition module: We proposed an improved method to recognize characters & 
numbers of Vietnam LP by using a Multi-layer perceptron (MLP) neural network and back-
propagation algorithm to recognize characters & numbers of the Vietnam LP. In the training task, we 
used two networks in training task for characters & numbers with noises, which the computing time 
and accuracy be improved, in the using network task, we used image processing technology for pre-
processing to obtain high quality of characters & numbers before put them in the trained network to 
improve accuracy of the system 

This paper is organized as follows: section 2 introduces license plate location, section 3 shows the 
characters segmentation, section 4 shows characters & numbers recognition, section 5 shows experimental 
results and section 6 is conclusions and the last is references. 

2. License plate location (LPL) 

2.1. Flowchart of LPL 



Journal of Information and Computing Science, Vol. 8 (2013) No. 1, pp 027-040 
 
 

JIC email for subscription: publishing@WAU.org.uk 

29

Because of the vehicle images usually obtained from a complex background, so there are many areas like LP 
in the images. This paper used method in our last paper [24] by used Otsu method to convert gray-scale 
image to binary image & canny operator for the edge detection step. Specially, we used an arithmetic 
operation to decrease influence on lightening conditions, illumination and reflected light in the vehicle 
images. Then we used opening operation on binary image to remove small objects (noise areas), radon 
transform and interpolation method to find LP angle & rotating LP, and measuring properties of Vietnam LP 
regions to cut exactly of Vietnam LP (one-row and two-row LP), the proposed method has the flowchart in 
the Fig. 1. 

 

Fig. 1: Flowchart of proposed method for Vietnam LPL. 

2.2. Pre-processing for LPL 
Image converting: First, the origin RGB image in Fig. 2(a) is converted to grayscale image by forming a 

weighted sum of the R, G, and B components [12,17], with 8 bits per pixel, which allows 256 different 
intensities as Eq. (1), result is Fig. 2(b). 

Y  0.2989 * R  0.5870 * G  0.1140 * B= + +       (1) 
Morphological opening on the grayscale image: we used morphological opening on the grayscale image, 

it is efficiently for the image subtraction step, with the structuring element (SE=25) by the Eq. (2), result is 
Fig. 2(c). 

( )A B A B B= Θ ⊕o          (2)  
Image subtraction on the grayscale image: The image subtraction is very efficiency for complex 

background images, night & day images and different illumination, after that we obtained the better image 
with new intensity values and satisfied for the image binarization step to reduce LP candidate regions. The 
pixel subtraction operator takes two images as input and output image having pixel values are of the first 
image minus the corresponding pixel values of second image as Eq. (3), with 1( , )f x y , 2 ( , )f x y are input, 

( , )g x y is output, result is Fig. 2(d). 

( ) ( ) ( )1 2, , , g x y f x y f x y= −         (3) 
Convert to binary image by Otsu Method: Fig. 2(d) is converted to binary image by Eq. (4), T is some 

global threshold that defined by Otsu's method [4,5,10]. Computing a global threshold (level) used to convert 
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an intensity image to a binary image, this level is a normalized intensity value that lies in the range [0, 1], 
which chooses the threshold to minimize the intra-class variance of the black and white pixels, result is Fig. 
2(e). 

( ) ( ),
 

1
,

0
 

if x y T
g x y

otherwise
≥

=
⎧
⎨
⎩         (4) 

2.3. License plate candidate location 
Edge detection use Canny operator: The unit edge normal given by ( ) ( )( ) R x R xn x =

r rr rr r , this method 
[15,24] is search for maxima in the directional image derivative in the direction ( )n xr r . Search for local 
maxima of gradient magnitude ( ) ( )S x R x=

rr r  in the direction normal to local edge, ( )n xr r , suppressing all 
responses except for local maxima. Steps of Canny edge detection algorithm as following: 

• Step 1: Convolve with gradient filters (at multiple scales). 

( ) 2( ) ( ), ( ) ( , ) ( )x yR x R x R x G x I xσ= = ∇ ∗
r r r r r r       (5) 

• Step 2: Compute response magnitude. 

2 2( ) ( ) ( )x yS x R x R x= +r r r          (6) 

• Step 3: Compute local edge orientation (represented by unit normal). 

( )( ), ( ) ( ) ( )
( )

0
x yR x R x S x if S x threshold

n x
otherwise

⎧⎪
⎨
⎪⎩

>
=

r r r r
r r

     (7) 

• Step 4: Peak detection (non-maximum suppression along edge normal). 

• Step 5: Non-maximum suppression through scales and hysteresis threshold along edges, result image 
is Fig. 2(f). 

Closing operation on binary image: Closing operation [2,1,22,24] used to merge structures on a binary 
image. The closing of A by B obtained by the dilation of A by B, followed by erosion of the resulting 
structure by B as Eq. (8), whereΘ and⊕ denote erosion and dilation, output image is Fig. 2(g) 

( )A B A B B= ⊕ Θo           (8) 
Opening operation to remove noises: We use this method [2,3,24] on binary image to remove objects. 

Their pixel areas on binary image that all connected components that fewer than [7 25] pixels to remove all 
of the regions (noises) that is not license plate candidates, output image is Fig. 2(h). 

Dilation operation: Dilation operation [1,2,4,22,24] used to increase objects in the binary images, the 
positions where a given structure element fits. The dilation of A by the structuring element (SE) B is defined 
by Eq. (9), dilate is a function also known by the names "grow", "bolden", and "expand". It turns on pixels 
that near pixels that were on originally, thereby thickening the items in the image, result is Fig. 2(i). 

b
b B

A B A
∈

⊕ =U           (9) 

Fixing the LP Region: We measured properties of each connected component [2,3,19] on binary image. 
The fields of the structure array denote different properties of each region, selecting the LP from the 
candidates by chosen area that is the deepest region in the frame that has properties of the LP area, then find 
a set the coordinates of the LP region, result is Fig. 2(k). 

2.4. License plate exact location 
Finding the LP angle & rotating LP: Applying the radon transform [24] on an image ( , )f x y  for a given 

set of angles can be thought of as computing the projection of the image along the given angles ρ , result is a 
new image ( , )R ρ θ with lines in the Fig. 2(l). 
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( )*cos *sin( )x yρ θ θ= +        (10) 

( ) ( ) ( ), , ρ xcosθ sinθ dxdyR f x y y
∞ ∞

∞ ∞
ρ θ δ

− −
= − −∫ ∫     (11) 

Rotating LP: we used the interpolation method specified by bilinear interpolation [24], after rotating, 
result is the Fig. 2(m).  

Cut exactly LP region: We find the coordinates of the LP rectangle, then we have four-element position 
vector [xmin ymin width height], specifies size & position of the crop rectangle, result is Fig. 2(n). 

Fig. 2: Results of step-by-step for Vietnam license plate location 

 

3. Characters segmentation 
3.1   Flowchart of characters segmentation 

In this work, we proposed a new method for one-row & two-row of Vietnam LP characters segmentation, 
which combined pre-processing to remove noises, normalized and then segment characters & numbers based 
on peak-to-valley method and according to the statistical parameters of Vietnam LP, flowchart of our method 
is Fig. 3(a). 

 



VinhDu Mai et.al.: Vietnam License Plate Recognition System based on Edge Detection and Neural Networks 
 

JIC email for contribution: editor@jic.org.uk 

32 

Fig. 3: Flowchart of Vietnam characters segmentation and results of segmentation work 

 
3.2  Pre-processing for characters segmentation 

Image quantization & image resizing: Quantization on gray image in Fig. 2(n), a black & white image 
determined by an adaptive threshold, we obtained Fig. 3(b). Then, the image is resized in parameter 50x150 
pixels for one-row LP and 100x100 pixels for two-row LP, result is Fig. 3(c). 

Adjusting horizontal contours & imcomplement: Determining the LP horizontal contours by computing 
the sum of the lines in Fig. 3(c), and in the complement of image, 0 become 1 and 1 become 0, black and 
white are reversed. Each pixel subtracted from the maximum pixel value and the difference used as the pixel 
value in the output image, result is Fig. 3(d). 

Morphology opening on binary image (remove noises): Using morphology opening [2,3,24] on binary 
image to remove all connected components (noises) fewer than 10 pixels for one-row LP & two-row LP, 
result is Fig. 3(e). 
  

3.3   Characters Segmentation 

After pre-processing work, we need to divide two rows in the two-row LP type by computing and 
division in the vertical direction, and then characters segmentation work is finished by a peak-to-valley 
method for each row according to segmentation algorithm following: 

Segmentation Algorithm: For this work, we used a method called “peak-to-valley” on binary image to 
segment characters in every line of the Vietnam LP, characters and numbers zone is detected using peak to 
valley function as Eq. (12). 

( ) ( )
( )( )

2* ( )
1

p p
x

V l V x V r
Vp

V x
− +

=
+

        (12) 

where, ( )xVp  is the vertical projection function at current x location, pl is peak position on the left side of x, 
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pr is the peak position on the right side of x. We search changes between peaks and valleys, and then count 
number of black pixels per column in the projection, each characters position found by steps bellowing: 

Step 1 - Segmentation based on digit width & min area: Segmentation the characters in digital images 
according to the variable "digit width" and returns a matrix containing the two bounds of each digit. The 
function keeps in the result only segment whose "rectangular" areas are more than "min area". 

• Summing the column of image: Sum of array elements, image is a matrix, treats the columns of 
image as vectors, returning a row vector of sums each column. 

• Getting the segments in image: Peak-to-valley method is used for segmentation the characters in the 
image, get two bounds of the each digit segment according to the statistical parameter of digit width.  

• Using the vector of the sums of the columns in the LP binary image supplied in the parameter. The 
function passes over the graph corresponding to this vector from left to right, bottom-up, 
incrementing at each recursive step the height that examined on the graph. It checks the bandwidth of 
the first part of the signal: if it is greater than digit width, the function is recursively called after 
incrementing the height that examined on the image. Otherwise, if the bandwidth is good, two bounds 
of the signal with this bandwidth taken as a digit segment, the function is recursively called for part of 
image, which is at right side of digit segment just found.  

• Keeping in the result only of the segmentation whose rectangular areas is more than min area. 
Step 2 - Keeping in results the seven segments with the largest area, we obtained result of segmentation 

in Fig. 3(f,h) with 50x150 pixels for one-row LP and 100x100 pixels for two-row LP. 
 

4. Characters & numbers recognition 

4.1. MLP architecture 
MLP neural network is an important in the text recognition by [27,10,12]. In this paper, we proposed an 

improved method based on MLP neural network and back-propagation algorithm for training to recognize 
characters & numbers in the Vietnam LP, we used two network for characters & numbers, architecture of 
proposed method in the Fig. 4(a). 
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Fig. 4: MLP architecture, datasets for training, results of training and testing 

Datasets and pre-processing: Datasets for training network are 15 characters and 10 numbers, which 
obtained from Vietnam LP images taken from the actual systems, all of characters & numbers resized in 
(10x20) pixels as Fig. 4(b) and they used for training network. 

Parameters of MLP: Input vectors of character & number is 0 1[ ], ,..., T
j mX x x x= , where 1, 2 , ..j m= , 

weight vectors between input layer & hidden layer and between hidden layer & output layer 
are 0 1[ ], ,..., T

qj q q mqwW x x= and ( 1,2,... )iqW i n= , where 1, 2,.. , 1, 2,...q l j m= = . Input liner function of network is  

0 i
l

k i ikxv w θ
=

= −∑ , whereθ is scalar bias. Activation function is sigmoid transfer function ( ) 1 (1 )vf v e λ−= + , 

the log-sigmoid transfer function at the output layer was picked because its output range (0 to 1). Actual 
output of network is ( 1,2,... )iY i n= , activation function is sigmoid transfer function ( ) 1 (1 )xa f n e−= = + . 

Input signal for hidden layers is
1

m
qj jj

xnetq v
=

=∑ , output signal of hidden layers is 

( ) (1 ) (1 )netq netq
q a netqz e e− −= = − + , input signal of output layers are

1

l
iq qq

neti w z
=

=∑ , output signal of  

output layers are ( ) (1 ) (1 )neti neti
iy a neti e e− −= = − + . We will use a sum of mean squares 

error 2
1

1( ) ( )
2

n
i ii

E w d y
=

= −∑ , where w is weighted values, id is desired output values, iy is actual output 

values of network. We will find a set of weighted values that ( )E w  will be touch minimum value.  

4.2. Training MLP network use back-propagation algorithm 
In the training task, we used two MLP networks for characters & numbers training based on back-

propagation algorithm [12] with noises. In each network, we will adjust the weights of each unit in such a 
way that the error between the desired output and the actual output reduced, we compute the error derivative 
of the weights. In other words, it must calculate how the error changes as each weight is increased or 
decreased slightly, steps for training task with input vector Xj and desired output Dj, m input layers (m=200), 
l hidden layers (l=10), n output layers (n=15 for characters network, n = 10 for numbers network). 
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Step 1: Read input vector iX (for characters and numbers), all of samples have dimensions are (10x20) 
pixels and recorded in a two dimensions array [10 20]. Clear all previous values, and then initialize the 
weights vectors qjW  and iqW and biases, learning rateη , error max maxE , k=1 and E=0. 

Step 2: Computing actual output of network from input signal of hidden layer is Eq. (13), output signal of 
hidden layer is Eq. (14), input signal of output layer is Eq. (15). Finally, we have output signal of output layer 
is Eq. (16). 

1

m
qj jj

xnetq v
=

=∑          (13) 

( ) (1 ) (1 )netq netq
q a netqz e e− −= = − +         (14) 

1

l
iq qq

neti w z
=

=∑           (15) 

( ) (1 ) (1 )neti neti
iy a neti e e− −= = − +         (16) 

Step 3: Computing for squared errors according to Eq. (17) 

2
1

1( ) ( )
2

n
i ii

E w d y
=

= −∑          (17) 

Step 4: Update of weigh matrix according to Eq. (18), and then based on the gradient method with delta 
rule in the Eq. (19), we computed weights values between hidden layer & output layers is updated by Eq. (20) 
and ( )oi kδ  is error of output of output layer, this error will be calculate according to Eq. (21). The weight 
values between input layers and hidden layers that updated by Eq. (22), and ( )nq kδ  is error of output of 
hidden layer calculated according to Eq. (23). 

( 1) ( ) ( )iqW k W k w k+ = +Δ
        (18) 

( ) ( ) ( )* ( )i
iq i i q

iq i iq

yE E netiw k d y a neti zw y neti wη η η⎛ ⎞∂∂ ∂ ∂ ′Δ = − = − = ∗ − ∗⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
   (19) 

where, ( )i i
i

E d yy
∂ = − −∂ , 

1
( )

l
i

iq qq

y a w zneti =

∂ ′=∂ ∑ , q
iq

neti zw
∂ =∂ . 

( 1) ( ) ( ) ( )iq iq oi qW k W k k z kη δ+ = + ∗ ∗
       (20) 

where, 1,2,...q l= , 1,2,...i n=  

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 ( )oi i i i i i i ik d k y k y k a neti k d k y k y k y kδ ′= − ∗ ∗ = − ∗ ∗ −   (21) 
where, 1,2,...i n=  

( 1) ( ) ( ) ( )qj qj nq jv k v k k x kη δ+ = + ∗ ∗
       (22) 

where, 1,2,...q l= , 1,2,...j m=    

( ) ( )1 1
( ) ( ) ( ) ( ) ( ) ( ) 1

n n
nq oi iq oi iq nq nqi i

k k W k a netq k k W k y yδ δ δ
= =

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

′= ∗ ∗ = ∗ ∗ ∗ −∑ ∑   (23) 

where, 1,2,...i n=  
Step 5: If the E < Emax then end, else if we give k=1 and E=0 and return step 1. 
We will create a network can handle noisy input vectors, so the network trained without noise input 

vectors first, and then the network is trained on noisy input vectors. After training done using back-
propagation with 268 epochs for character network and 203 epochs for number network or until the network 
sum-squared error falls beneath 0.001, results of neural network training performance for the character and 
number in the Fig. 4(c,e). 

4.3. Testing for MLP trained network 
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The reliability of the MLP network for characters & numbers recognition system is measured by testing 
the network with hundreds of input vectors in varying quantities of noises. Testing the network at various 
noise levels, noise with a mean of 0 and a standard deviation from 0 to 0.8 added to input vectors. The output 
is then passed through the competitive transfer function so that only one of the 15 outputs (representing the 
characters), has a value of 1. The solid line on the graph shows the reliability for the network trained with & 
without noise, the reliability of the same network when it had only trained without noise shown with a 
dashed line. Beside on that, MLP network could be trained on input vectors with greater amounts of noise if 
greater reliability were needed for higher levels of noise. Results of neural network testing for character and 
number with noise and without noise in the Fig. 4(d,f). 

4.4. Using of network to recognize characters & numbers of Vietnam LP 
After training and testing, we will use two trained networks to recognize all of the characters and numbers of Vietnam 
LP. Before put characters & numbers in to the trained network, we will use the image processing technology for pre-
processing to obtain high quality of characters & numbers images (dilate the supplied image using a line structure 
element whose width is 2 pixels). For the characters recognition, the target vectors defined with a variable called target, 
each target vector is a 15-element vector with a 1 in the position of the character it represents, and 0’s everywhere else. 
For the numbers recognition, the target vectors defined with a variable called target, each target vector is a 10-element 
vector with a 1 in the position of the number it represents, 0’s everywhere else, we obtained the final results are number 
plates in the Fig. 5(a,b). 
 

5. Experiment results 
We implemented experiment with PC Intel(R) Core(TM)2 Duo CPU T7250 @2.00GHz, RAM 1.00 GB, 

Windows Vista Version 6.1 (Build 7600) 32-bit Operating System and MATLAB Version 7.8.0.347 
(R2009a). We tested 700 Vietnam vehicle images (400 one-row type, 300 two-row type), which obtained 
from the actual system, these vehicle images are very different background such as illumination, license 
angles, size and type, dimensions from camera to vehicles, colors, light conditions in Vietnam environment, 
these vehicle images are RGB true-color image and in two format (800x600 pixels and 768x288 pixels).  

In the license plate location module, most of limitations in the previous methods (restricted in case: 
uncertainty of edges, various types, low or high illuminated images, colors, sun light & night light) were 
solved by our proposed method by these reasons following. The first reason, we have used subtract operation 
on the grayscale image to obtain a better image with new intensity values that satisfied for the image 
binarization, this is reason why our proposed method is very efficiency for complex background images, 
night & day images and different illuminations. The second reason, we have chosen the good structuring 
element values (SE=25) in the morphological opening step and connected components value [7 25] pixels to 
remove all of the regions (noises) that is not license plate candidates. The third reason, we have chosen the 
good values in the fixing the LP region step, this values satisfied for Vietnam LP dimensions. We see that, 
the accuracy rates of our method are very high such as Table 1. 

In the characters segmentation module, most of the previous methods only applied for the one-row LP. 
In our paper, we have proposed an improved method to segment characters & numbers in both one-row and 
two-row types of Vietnam LP based on the peak-to-valley method & statistical parameters of characters and 
digits. We combined pre-processing to improved image quality and remove noise before segmentation, our 
approach could applied for both one-row and two-row types of Vietnam LP with the accuracy rates are very 
high such as Table 1. 

In the characters & numbers recognition module, we have used two networks to train for characters & 
numbers with noises, so the computing time and accuracy improved. In the using network, we have used the 
image processing technology for pre-processing to obtain high quality of characters & numbers before put in 
the trained networks, so accuracy rates of the our system are higher than some previous methods, we can see 
in the Table 1. 

 

Table 1. Test results of LP Location task, LP Segmentation task, LP Recognition task 
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 LP Location LP Segmentation LP Recognition Overall ALPR 
system 

 One-
row LP 

Two-
row LP

One-
row LP

Two-
row LP

One-
row LP

Two-
row LP

One-
row LP 

Two-
row LP

Image total 400 300 400 300 400 300 400 300 

Correct rate 389 291 395 293 390 291 683 681 

Error rate 11 9 5 7 10 9 17 19 

Accuracy rate (%) 97.25 97.00 98.75 97.67 97.50 97.00 97.57 97.28 

Average rate (%) 97.13 98.21 97.25 97.43 
In Table 1, we have results for the testing of the overall our ALPR method, we see that the average 

accuracy of the overall ALPR system is very high. In Table 2, we have compared results of our proposed 
method to the some previous methods earlier, we see that the accuracy rate of our method is higher than most 
of previous works and the computing time of our method is improved. 

Table 2. Comparison results of our method to some previous methods 

Ref. Image 
total 

Correct 
rate 

Error 
rate 

Average rate 
(%) 

Computing 
time (s) 

In Ref. [7] No No No 90.00 0.3 

In Ref. [8] 795 738 57 92.85 No 

In Ref. [9] No No No 98.00 0.45 

In Ref. [10] 1000 910 90 91.00 No 

In Ref. [11] No No No 94.00 0.87 

In Ref. [12] 150 140 10 93.20 No 

In Ref. [13] No No No 80.00 No 

In Ref. [14] 1176 1125 51 95.70 0.223 

In Ref. [15] 180 157 23 87.22 No 

In Ref. [16] 476 447 29 94.00 No 

In Ref. [17] No No No 88.30 0.2 

In Ref. [18] 300 286 14 95.50 0.75 

In Ref. [21] 594 515 79 86.70 No 

In Ref. [22] 150 138 12 94.33 No 

Our method 700 682 18 97.43 0.25 
Fig. 5(a,b) have shown some experiment results of our ALPR system for both one-row types and two-

row types Vietnam LP. We see that, our ALPR method is very satisfied for the Vietnam vehicle images, 
which obtained from the actual system, these vehicle images are very different background such as 
illumination, license angles, LP angle, size and type, dimensions from camera to vehicles, colors, lighting 
conditions in Vietnam environment.  
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Fig. 5: Recognition results for both one-row types and two-row types Vietnam LP 

6. Conclusion 
In this paper, we proposed an improved ALPR system for all types of Vietnam LP, which included of 

three modules: license plate location, characters segmentation and characters recognition. In the LPL module, 
we have combined edge detection, image subtraction, mathematical morphology, radon transform and 
interpolation method and considered to remove noises and specific characteristics of Vietnam LP to locate 
exactly LP region. In the characters segmentation module, we used peak-to-valley method and statistical 
parameters of Vietnam LP to segment characters & numbers in one-row & two-row types of Vietnam LP. In 
the characters recognition module, we used a MLP neural network and BP algorithm to recognize characters 
& numbers of Vietnam LP. Two networks for characters & numbers is trained with noises in the training task, 
character & number images were processed by the pre-processing to obtain high quality of character & 
number images in the using network task to improve accuracy of the system. We have tested our improved 
ALPR system on 700 Vietnam vehicle images taken from actual system with different conditions: lightening 
conditions (night & day), license angles, illumination, size and type, colors and reflected light. Our ALPR 
method is more effective than some existing methods earlier, the efficiency of computing time & accuracy is 
improved and very satisfied for all types of Vietnam LP and Vietnam environment. 
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