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Abstract. The process of screening and developing new drugs through experiments is 

very slow and requires a lot of manpower and material resources, and the use of 

computer-aided prediction of the molecular properties of drugs can greatly save time 

and cost of drug development. Therefore, in order to enable anti-breast cancer candidate 

drugs to have good biological activity and ADMET properties for inhibiting ERα, the 

random forest classifier was first used for the collected 1 974 compounds to screen the 

top 20 molecular descriptors with the most significant effects on biological activity. Then 

a QSAR model was established using this and pIC50 value as characteristic data. The 
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biological activity values of 50 new compounds were predicted via the PSO optimized 

BP neural network, with the model fit of 0.833 7 and the root mean square error of 0.731 

5, which were more consistent with the actual values than the predicted results of the 

BP neural network. Subsequently, in order to improve the success rate of drug 

development, the ADMET classification prediction model was constructed using PSO 

to optimize the SVM based on the existing ADMET property data. The algorithm cross-

validation CV accuracy rate reached 94.076 7%, and the prediction accuracy rates of the 

five index models were all above 79%. The results show that the proposed model has 

better prediction performance than the benchmark model, and the adopted prediction 

strategy is effective, which can provide reference for the discovery and development of 

anti-breast cancer drugs.

AMS subject classifications: 62M20, 92B20

Key words: Anti breast cancer drugs, Biological activity, ADMET properties, Particle Swarm 
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According to the 2018 cancer data report of the American Cancer Center, breast cancer is 

the most common malignant tumor in women in the world, and it seriously threatens the 

physical and mental health of women [1]. Breast cancer has become a worldwide health 

care problem, and treatment options need to be both selective and take into account the 

probability of effectiveness. To solve this problem, a large number of drug candidates 

have been studied and analyzed in the field of medicinal chemistry. The experimental 

results of estrogen receptor α subtype (ERα) gene  deletion in mice show that ERα is 

considered to be an important target for the treatment of breast cancer, and 

compounds that can antagonize ERα activity may be candidates for the treatment 

of breast cancer. 

Anti-breast cancer drug candidates need to have good biological activity from 

development to use, and their pharmacokinetic properties and safety should also 

meet the requirements of relevant policies and regulations. If only experimental 

methods are used to evaluate the biological activity, pharmacokinetic properties 

and safety of compounds, the time and cost will be immeasurable. Its 

pharmacokinetic properties and safety are collectively known as ADMET 

(Absorption, Distribution, Metabolism, Excretion, Toxicity) properties. Moreover, 

the data obtained from experimental animals does not fully coincide with clinical 

data, so it cannot meet the needs of modern drug research [2]. In order to save time 

and cost, research institutions usually choose to combine in vitro research 

techniques with computer computing models to establish compound activity 

prediction models and screen potential active compounds. That is, by collecting a 

series of compounds acting on ERα and their biological activity data, and selecting 

a series of molecular structure descriptors as independent variables, and the 

biological activity value of the compound as dependent variables, a quantitative 

structure-activity relationship (QSAR) model of the compound is constructed, and 

then the model is used to predict new compound molecules with better biological 

activity. Or to guide the structural optimization of existing active compounds. In 

addition to biological activity, pharmacokinetic properties and toxicity (ADMET) 

are also important factors in determining the success of drug development. No 

matter how good the activity of a compound is, if its ADMET properties are not 

good, such as difficult to be absorbed by the body, or the body metabolism is too 

fast, or has some toxicity, then it is still difficult to become a drug, so it also needs 

to optimize the ADMET properties. 

In the case of the rapid increase in the number of drugs, the most economical 

and reasonable research method is to use computer-aided artificial intelligence 

algorithm to predict the biological activity of drugs and the properties of ADMET. 

Gu et al. [3] collected a large amount of drug ADMET data from multiple public 

databases and proposed to use graph neural network model for virtual screening of 

drug development after effective data cleaning. The research results showed that 

the model had good predictive performance and could be generalized. Considering 

the accuracy and fit of shallow and deep neural networks, Xie et al. [4] chose to 
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combine several neural networks with stacking method to predict drug molecular 

properties, and the fusion model had high prediction accuracy and reliability. In 

order to effectively predict the molecular biological activity value of drug lead 

compounds, Qin [5] deeply studied the learning of matrix completion algorithm in 

labeled ligand characteristics. Compared with deep learning, the algorithm showed 

stronger advantages, and the predicted optimal value was more realistic. Jia [6] used 

three machine learning algorithms, namely random forest, support vector machine 

and artificial neural network, to construct a quantitative prediction model for drug 

targets, and compared and analyzed the prediction results of the three algorithms, 

indicating that the optimal model constructed by them could objectively screen out 

effective molecular descriptors from the perspective of molecular vibration. Shen [7] 

established a QSAR prediction model of small molecule ADMET based on the 

classical genetic algorithm by inhaling elite warehouse strategy, and evaluated the 

molecular structure of compounds based on information gain, which verified that 

the established model could be extended to drug metabolism and toxicity 

assessment. 

Reviewing literature [1-7], it can be seen that using artificial intelligence 

methods to predict the biological activity of drugs and the properties of ADMET 

has obviously become a research hotspot. Studies have shown that using artificial 

intelligence algorithms to predict the biological activity of drugs and the properties 

of ADMET can significantly reduce the cost of research and development, improve 

the probability of research and development success, and be more conducive to 

exploring the role of drug candidates in organisms, effectively avoiding human 

diseases caused by side effects and toxicity of drugs, and guiding rational drug use 

in clinical treatment [8]. Therefore, it is of great practical significance to use 

computer-aided artificial intelligence algorithm to theoretically predict the 

biological activity and ADMET properties of anti-breast cancer drug candidates. 

In this paper, data on biological activity and ADMET properties of 1 974 

compounds against ERα, a therapeutic target for breast cancer, were obtained from 

DrugBank drug molecule database of the University of Alberta, Canada. A 

quantitative prediction model was established from the perspective of compound 

molecular descriptors using the collected information. The IC 50 and pIC50 values of 

new compounds were predicted by BP neural network algorithm based on particle 

swarm optimization. At the same time, a classification prediction model was 

constructed to predict five ADMET properties of compounds, namely Caco-2, 

CYP3A4, hERG, HOB, and MN, based on particle swarm optimization support 

vector machine, so as to find the molecular descriptors of compounds that can 

satisfy the high activity of compounds and make ADMET properties as good as 

possible. To accelerate the development of anti-breast cancer drug candidates. 

 

2   Data Collection 
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For the breast cancer therapeutic target ERα, the bioactivity data of 1 974 

compounds against ERα, 729 molecular descriptors and 5 ADMET properties were 

obtained from the DrugBank drug molecule database of the University of Alberta 

[9]. DrugBank database has unique bioinformatics and cheminformatics resources. 

It combines detailed drug data with comprehensive drug target information so that 

scientists can study drug mechanisms and explore novel drugs. The data collected 

in this paper include SMILES structural formula of the compound, IC50 and pIC50 

values of the compound's bioactivity to ERα, 729 molecular descriptor information 

(independent variables), interpretation of the meaning of the molecular descriptor. 

The pharmacokinetic properties and toxicity of Caco-2, CYP3A4, hERG, HOB and 

MN were obtained by 0-1 bi-classification method. 

 

3   Filter the main molecular descriptors 
 

3.1   Data Preprocessing 
 

The 729 molecular descriptors collected were observed and the data were processed 

to find that some descriptors of 1 974 organic compounds were all 0, for example, 

the molecular descriptor nB (boron atom number) was all 0. A large number of "0" 

data is not missing, but the molecular descriptor of the compound is the number "0" 

[10], which is of practical significance for pharmaceutical research, so it is not 

necessary to remove all 0 descriptor rows during data preprocessing. Therefore, the 

quantitative structure-activity relationship (QSAR) model can be built directly 

using the original data of 729 molecular descriptors of 1 974 compounds as 

independent variables and biological activity values as dependent variables.  

In the collected data set, the bioactivity values of the compounds against ERα 

were expressed as IC50. IC50 is the experimental determination value, the unit is 

nmol/L, and the smaller the value, the greater the biological activity and the more 

effective the inhibition of ERα activity. It can be seen from the tests in reference [7 -

10] and the special software PaDEL-Descriptor calculated by molecular descriptors 

that pIC50 value is usually obtained by IC50 conversion (that is, the negative 

logarithm of IC50 value), and pIC50 value is usually positively correlated with 

biological activity, that is, the larger pIC50 value is, the higher the biological activity 

is. In practical QSAR theoretical modeling, pIC50 value is generally adopted to 

represent the biological activity value. First of all, 729 molecular descriptors of 1 974 

compounds need to be selected for variables, and the top 20 molecular descriptors 

(i.e. independent variables) that have the most significant impact on biological 

activity should be sorted according to the importance of each variable on biological 

activity. Since the collected molecular descriptor data is two-dimensional data, that 

is, the solubility, surface area and other information of the corresponding molecules, 

it is necessary to screen out several features that have the greatest impact on the 

results, and use them as the feature data when establishing the model. Common 
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solution methods include principal component analysis, LASSO, random forest, etc. 

However, classical algorithms such as principal component analysis and LASSO 

will bring ambiguity when feature extraction and dimension reduction of 729 

variable indicators, resulting in the loss of clarity and accuracy of the original 

variable meaning [11]. Therefore, the random forest (RF) algorithm was used to 

evaluate the importance of features and screen out the molecular descriptors that 

had a great influence on the activity value. 

 

3.2   Screening molecular descriptors based on random forest 
 

Based on Bagging algorithm, random forest generates an independent set of equally 

distributed training samples for each decision tree, and the voting of all decision 

trees will determine the final classification result. Based on the random forest model, 

the collected molecular descriptor data was input into the MATLAB software for 

calculation. The results of the 𝑖 and 𝑗 programs were shown in Figure 1 and Figure 

2 respectively. 

 
Figure 1: Relative importance of molecular descriptors (variables) in the 𝑖-TH experiment 

 
Figure 2: Relative importance of molecular descriptors (variables) in the 𝑗-TH experiment 

Since each training is random sampling, the ranking results of the importance 

of molecular descriptors are different after the program is run, so 10 experiments 
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are designed to carry out statistics on the importance of molecular descriptors. Let 

VIM be the importance coefficient, then VIM𝑗
𝑖 represents the importance coefficient 

of the 𝑖-TH molecular descriptor of the 𝑗-TH experiment, respectively. By counting 

the top 20 molecular descriptors that have appeared in 10 experiments, the average 

importance coefficient of the statistical molecular descriptors is calculated, which is 

denoted as VIM̅̅ ̅̅ ̅. Finally, the statistical molecular descriptors were sorted according 

to VIM̅̅ ̅̅ ̅, and the top 20 of the average importance coefficients were selected as the 

most significant molecular descriptors. The occurrence of 10 experimental 

molecular variable symbols is shown in Table 1. It can be seen from Table 1 that the 

occurrence frequency of 27 variables is sorted, and the importance coefficient of the 

higher the theoretical occurrence frequency is relatively large. Through statistics of 

the average importance coefficients of these 27 variables, the ranking of the average 

importance coefficients in 10 experiments can be obtained, as shown in Figure 3. 

According to Figure 3, these 20 molecular descriptors can be derived to describe the 

biological activity of the compound as best as possible. 

 

4   Predictive analyses of QSAR model optimized by BP neural 

network based on PSO 
 

After dimensionality reduction of molecular descriptor data, the amount of data is 

greatly reduced. Since the BP neural network model has strong adaptability, 

generalization and fault tolerance, and can approximate any linear continuous 

function through data, this feature is consistent with the characteristics of the 

molecular descriptor data properties on drug candidates. Therefore, BP neural 

network can be selected for training and learning, and IC50 values and pIC50 values 

of 50 compounds can be predicted. In this section, the biological activity value 

prediction method based on BP neural network is analyzed, and the particle swarm 

optimization (PSO) with fast running speed and good global optimization ability is 

introduced to avoid the problem that traditional BP neural network is easy to fall 

into the local optimal solution. 

 

4.1   BP neural network biological activity value prediction model 
 

The neural network, which includes input layer, hidden layer and output layer, is 

used for training and prediction. As shown in Figure 4, the input data is set to the 

20 molecular descriptors selected above, that is, the number of neuron nodes in the 

input layer is 20, and the number of neuron nodes in the output layer is 1[12]. The 

number of neuron nodes in the hidden layer can be determined according to 

empirical formula (1), which ranges from 4 to 14. In this section, the number of 

neuron nodes in the hidden layer is set as 10: 
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Table 1: Number of occurrences of the 27 variables in 10 experiments 

 
 

 
Figure 3: Average importance coefficients of 20 molecular descriptors 

 

 
Figure 4: Three-layer BP neural network structure 

  

 𝑞 = √𝑘 + 𝑙 + 𝑎, (1) 

in formula (1), 𝑞 is the number of hidden layer neurons; 𝑘 is the number of neurons 

in the input layer; 𝑙  is the number of neurons in the output layer; 𝑎  is a fixed 

constant value, ranging from 0 to 10 [13]. 

In the BP neural network, the activation function of the hidden layer is sigmoid, 

and the activation function of the output layer is relu, which is expressed by 

functions (2) and (3): 

 sigmoid (𝑧) =
1

1+𝑒−𝑧, (2) 
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 relu (𝑧) = {
𝑧, 𝑧 > 0,
0, 𝑧 ≤ 0.

 (3) 

the activation function output of the 𝑗-TH neuron in layer 𝑙 is represented by 𝑆𝑗
[𝑙]

. 

𝜔𝑗𝑘
𝑙  represents the connection weight from 𝑘 neurons in layer (𝑙 − 1) of the network 

to the 𝑗-TH neuron in layer 𝑙 [14]. The activation function is denoted by 𝜎. 

The calculation formula from the input layer to the hidden layer is 

 𝑆𝑗
𝑙 = 𝜎(∑ 𝜔𝑝𝑙𝑥𝑝 + 𝑏1

𝑃
𝑝=1 ), 𝑝 = 1,2, ⋯ , 𝑃; 𝑙 = 1,2, ⋯ , 𝐿. (4) 

The calculation formula from the hidden layer to the output layer is 

 𝑆𝑚 = 𝜎(∑ 𝜔𝑙𝑚𝑓1(𝑆𝑗
𝑙) + 𝑏2

𝐿
𝑙=1 ), 𝑙 = 1,2, ⋯ , 𝐿; 𝑚 = 1,2, ⋯ , 𝑀. (5) 

in formula (4) and (5), 𝑏1 and 𝑏2 are threshold values; 𝜔𝑝𝑙  and 𝜔𝑙𝑚 are connection 

weights; hidden layer output is 𝑓1(𝑆𝑙), 𝑓1 is relu activation function; the output result 

of the output layer is 𝑓2(𝑆𝑚), and 𝑓2 is the output function of the output layer. 

 

4.2   Analysis of BP neural network solution results 
 

Based on the traditional BP neural network model, 1 974 sample data were divided 

into a training set and a test set according to the ratio of 8:2. The training set was 

used to train the model, and then the trained model was used to verify the effect on 

the test set. The training regression results are shown in Figure 5.  

 
Figure 5: Regression results of BP neural network training 

By observation, the fit degree of this model is 0.820 62, and the training and 

testing data are relatively concentrated. The error of test prediction results is shown 

in Figure 6 and Figure 7. As can be seen from Figure 6, the 50 test sets selected have 

some fluctuations in the prediction, and there are some large individual errors, but 

they are mainly concentrated in the range of 0.1~0.3, and the average test error is 

21. 671 5%. As can be seen from Figure 7, there is an error between the pIC50 value 

predicted by 50 test sets and the actual test value. The root mean square error RMSE 

is 1.416 4, and the coefficient of determination 𝑅2 is 0.466 69. It can be found that 

although BP neural network model prediction can predict a certain pIC50 value, it is 

not accurate, and relevant algorithms should be used to optimize the model to 
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reduce the error. Since the particle swarm optimization algorithm (PSO) does not 

depend on the problem information and uses real numbers to solve it, the algorithm 

has strong generality [15], is easy to implement and has fast convergence speed. 

Therefore, based on the pursuit of small error, the BP neural network model can be 

optimized for prediction. 

 
Figure 6: Relative error between predicted values and real values 

 
Figure 7: Comparison between predicted values and real values of test set  

 

4.3   PSO optimized BP neural network model 
 

BP neural network will fall into local optimal solution due to unreasonable selection 

of initial threshold and weight. At the same time, if a lot of training is required, it is 

very easy to cause overfitting, which will affect the generalization ability to a certain 

extent. In view of the shortcomings of BP neural network, genetic algorithm or 

particle swarm optimization can be considered to optimize the network. In this 

paper, considering that PSO algorithm adopts real number coding, which runs 

faster than genetic algorithm using binary coding, the mutation idea of genetic 

algorithm can be used to increase mutation operators and dynamically adjust 

learning factors to improve the shortcomings [16]. Avoid falling into local 

optimality and ensure population diversity. The flow of optimized BP neural 

network algorithm with PSO is shown in Figure 8. 
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When updating the speed and position of the particle, the position and speed 

of the particle can be adjusted according to equation (6): 

 
Figure 8: PSO optimized BP neural network algorithm flow 
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 (6) 

in formula (6), 𝑐1(𝑗) and 𝑐2(𝑗) represent the learning factors generated by the 𝑗-TH 

iteration; 𝑗 represents the number of iterations; 𝜀 represents the weight coefficient; 

𝑟1 and 𝑟2 are random functions. 

 

4.4   Analysis of prediction results of biological activity by BP neural 

network optimized by PSO 

 

A quantitative prediction model was established based on the optimized BP neural 

network algorithm based on PSO. The 1974 sample data were also randomly divided 

into 80% training set and 20% test set. The model was trained with the training set 

and tested with the test set. The prediction results are shown in Figure 9. The 

goodness of fit of the training set and the test set are 0.862 77 and 0.745 85 

respectively, and the overall goodness of fit of the prediction model is 0.833 7, which 

is better than that of the BP neural network before optimization. 
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The test prediction error of BP neural network algorithm optimized by PSO is 

shown in Figure 10 and Figure 11. It can be seen from Figure 10 that the average 

relative error of the prediction of the test set sample is 9.491 3%, and the prediction 

accuracy has been improved, and the data of the test set is relatively concentrated. 

Figure 11 shows that the mean root square error RMSE is 0.731 5, and the coefficient 

of determination 𝑅2 is 0.740 92. Compared with the BP neural network prediction 

results before optimization, RMSE decreased and 𝑅2 increased, indicating that the 

biological activity value data predicted by the optimized network was closer to the 

real value. Through fitting degree and error analysis, it was demonstrated that the 

overall effect of the BP neural network model optimized by PSO was better. 

The bioactivity values of 50 compounds were predicted by the quantitative 

prediction model of ERα bioactivity established above. In the data set, the unit of 

IC50 value is nmol/L, so the negative logarithm cannot be taken directly with the 

IC50 value, and the negative logarithm should be multiplied by 10 to the -9 power, 

so the relationship between IC50  and pIC50  is IC50 = 10(9−pIC50) , and pIC50  is the 

conversion value of IC50, and there is no unit. From this, the predicted values before 

and after model optimization can be obtained. However, after comparison, only 

IC50 values and corresponding pIC50  values predicted by the BP neural network 

model optimized by PSO are finally selected, as shown in Table 2.  

 

5   Analysis of ADMET property prediction model based on PSO-

optimized SVM 
 

5.1   Compound ADMET property analysis and prediction model 

construction 
 

In order for a compound to be a drug candidate, in addition to having good 

biological activity (that is, anti-breast cancer activity), it also needs to have good 

pharmacokinetic properties and safety in human beings. They are collectively 

referred to as the properties of ADMET (Absorption, Distribution, Metabolism, 

Excretion and Toxicity) [17]. Among them, ADME mainly refers to the 

pharmacokinetic properties of the compound, describing the law of the 

concentration of the compound in the biological body with time, and T mainly refers 

to the toxic side effects that the compound may produce in the human body. No 

matter how good the activity of a compound is, if its ADMET properties are not 

good, such as being difficult to be absorbed by the body, or being metabolized too 

quickly in the body, or having some toxicity, it is still difficult to become a drug, so 

ADMET properties need to be optimized. Due to the complexity of modeling 

optimization, only five ADMET properties of the compound were considered in this 

paper, which were :1) small intestinal epithelial cell permeability (Caco-2), which 

can measure the absorption ability of the compound; 2) cytochrome P450 (CYP) 3A4 
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subtype (CYP3A4), which is the main metabolic enzyme in the human body and can 

measure the metabolic stability of compounds; 3) compound cardiac safety 

evaluation (human Ether-a-go-go Related Gene, hERG), which can measure the 

cardiac toxicity of the compound; 4) human Oral Bioavailability (HOB), which can 

measure the proportion of drug amount absorbed into the human blood circulation 

after entering the human body; 5) micronucleus (MN) is a method for detecting 

whether a compound has genotoxicity [18]. For the convenience of discussion, this 

paper uses the binary classification method to provide corresponding values for the 

properties of ADMET. For example, for Caco-2, "1" means that the small intestinal 

epithelial cells of the compound have good permeability, and "0" means that the 

small intestinal epithelial cells of the compound have poor permeability. The binary 

classification of the other four can be followed. 

 
Figure 9: Regression results of the PSO optimized BP neural network training 

 

 
Figure 10: Relative error between predicted values and real values of the PSO optimized BP neural 

network 
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Figure 11: Comparison between predicted values and real values of the PSO optimized BP neural 

network on test set 

Due to the limited sample size of the collected ADMET property data, and the 

characteristics of nonlinear and dimensional, it is easy to be affected by complex 

factors such as the operating environment during the collection process, which 

makes the data highly noisy and prone to missing and error. Therefore, when 

selecting the data mining algorithm for analysis and prediction, the applicability of 

the algorithm should be considered. Through comparison and analysis of several 

commonly used algorithms, it is found that naive Bayes algorithm is very sensitive 

to the expression form of input data, has a certain error rate in classification decision, 

has low training efficiency and complex operation framework, and is not suitable 

for ADMET property prediction of compounds. The performance of decision tree 

algorithm is general when dealing with data with strong feature correlation, and it 

is easy to overfit. The final decision function of SVM algorithm is determined only 

by a small number of support vectors, and the complexity of calculation depends 

on the number of support vectors rather than the dimension of sample space, 

avoiding the "dimensional disaster". Moreover, it is highly interpretable for 

nonlinear classification tasks, and can find crucial key samples, and the algorithm 

has high fitting accuracy and good robustness. It has strong applicability to predict 

the properties of ADMET compounds. Therefore, support vector machine is used to 

establish the 0-1 binary classification model of 5 ADMET properties. However, the 

selection of parameter kernel g and penalty parameter c will limit the further 

development of this method. According to the existing research, there is no good, 

recognized and fixed parameter selection method up to now. Generally speaking, 

the empirical estimation method is the most commonly used method in the research, 

but this method is relatively random in the selection of parameters, resulting in 

greater limitations. Particle swarm optimization (PSO) has significant advantages 

in the process of parameter optimization, and the model structure of this method is 

relatively simple [19]. Therefore, particle swarm optimization (PSO) will be used in 

this paper to optimize the parameters of support vector machine (SVM), and the 

operation flow of the algorithm is shown in Figure 12. 
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Table 2: Prediction result of IC50 values and corresponding pIC50 values 

 
When the PSO-optimized SVM method is used to calculate the fitness value of each 

particle, the fitness function takes the mean square error (MSE), as shown in equation (7): 

 MSE =
1

𝑛
∑ (𝑦𝑖 − 𝑦̑𝑖)2𝑛

𝑖=1 , (7) 

in formula (7), 𝑦𝑖 is the actual value; 𝑦̑𝑖 is the predicted value; n is the number of samples 

trained. 

 

5.2   Analysis of classification prediction results based on PSO-based SVM 

optimization 
 

Based on the above PSO-optimized SVM algorithm, the ADMET prediction model of the 

compound was constructed. The prediction analysis was carried out on the five indexes 

respectively, and the output variable indexes were set up successively as Caco-2, 

CYP3A4, hERG, HOB, MN, and then substituted into the MATLAB software for running. 

 

5.2.1   Prediction of Caco-2 permeability of small intestinal epithelial cells of 

compounds 
 



41 Prediction of Properties of Anti-breast Cancer Drugs 

 

 
Figure 12: Flow chart of PSO optimized SVM algorithm 

 

As for the prediction of Caco-2 index, Figure 13 shows the iterative process of Caco-

2 optimized by PSO SVM, after which the optimized penalty parameter c= 268.757 6 and 

the kernel parameter g=0.001 can be obtained, and the accuracy of cross-validation CV 

reaches 94.076 7%, which is of good accuracy and has certain reference value for Caco-2 

index prediction. Figure 14 shows the confusion matrix of 574 test data, among which the 

actual sample classification values and model predicted classification values of 396 

compounds are "0", and the actual sample classification values and model predicted 

classification values of 117 compounds are "1". The accuracy of the confusion matrix is 

80.7%, the recall rate is 78.0%, and the specificity is 93.4%. Figure 15 shows the 

comparison between actual classification and predicted classification after SVM 

optimization by PSO [20]. For 574 test data, the real value of Caco-2 and predicted value 

are mostly consistent, and the prediction accuracy is 89.372 8%. 

 

5.2.2   Predictive analysis of CYP3A4 metabolic stability of compounds 
 

For the prediction of index CYP3A4, Figure 16 shows its iterative process. After 

optimization, the penalty parameter c= 549.464 9 and the kernel parameter g=0.001, and 

the accuracy rate of CV in the cross-validation iteration process is 97.735 2%, which has 

a good accuracy. Figure 17 shows the confusion matrix of 574 test data, among which 59 

compounds have the actual sample classification value and the model predicted 

classification value of "0", and 481 compounds have the actual sample classification value 

and the model predicted classification value of "1". The accuracy of the confusion matrix 

is 97.0%, the recall rate is 96.2%, and the specificity is 79.7%. Figure 18 shows the actual 

classification and predicted classification results of the test set when predicting CYP3A4 
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index [21]. The actual classification and predicted classification of the test set are also 

relatively high, with a prediction accuracy of 94.076 7%. 

 
Figure 13: PSO optimizing the Caco-2 iterative process of SVM 

 

 
Figure 14: Confusion matrix of Caco-2 test group data 

 

5.2.3   hERG prediction analysis of cardiotoxicity of compounds 
 

For the prediction of indicator hERG, Figure 19 shows its iterative process. After 

optimization, the penalty parameter c= 891.311 9 and the kernel parameter g=0.001, and 

the accuracy of CV in the cross-validation iteration process is 89.198 6%, with average 

accuracy. Figure 20 shows the confusion matrix of 574 test data, among which 93 

compounds have the actual sample classification value and the model predicted 

classification value of "0", and 390 compounds have the actual sample classification value 

and the model predicted classification value of "1". The accuracy of the confusion matrix 

is 84.4%, the recall rate is 95.4%, and the specificity is 56.4%. Figure 21 shows the actual 

classification and prediction classification results of the test set when predicting hERG 

index [22]. The actual classification and prediction classification of the test set are also 

relatively high, and the prediction accuracy is 84.146 3%. 
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5.2.4   HOB prediction analysis of compounds 
 

For the prediction of indicator HOB, Figure 22 shows its iterative process. After 

optimization, the penalty coefficient c= 119.618 4 and the kernel parameter g=0.001, and 

the accuracy of CV in the cross-validation iteration process is 87.971 9%, with average 

accuracy. Figure 23 shows the confusion matrix of 574 test data, among which the actual 

sample classification values and model prediction classification values of 394 compounds 

are "0", and the actual sample classification values and model prediction classification 

values of 60 compounds are "1". The accuracy of the confusion matrix is 50%, the recall 

rate is 50%, and the specificity is 86.8%. Figure 24 shows the actual classification and 

prediction classification results of the test set when predicting HOB index [23]. The actual 

classification and prediction classification of the test set are also relatively high, and the 

prediction accuracy is 79.094 1%. 

 
Figure 15: The actual classification and predicted classification for the test set when predicting the 

Caco-2 indicator 

 
Figure 16: PSO optimizing the CYP3A4 iterative process of SVM 

 

5.2.5   MN prediction analysis of genotoxicity of compounds 
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For the prediction of index MN, Figure 25 shows its iterative process. After optimization, 

the penalty coefficient c=63.284 6 and the kernel parameter g=0.001, and the accuracy of 

CV in the cross-validation iteration process is 92.508 7%, with average accuracy. Figure 

26 shows the confusion matrix of 574 test data, among which 104 compounds have the 

actual sample classification value and the model predicted classification value of "0", and 

381 compounds have the actual sample classification value and the model predicted 

classification value of "1". The accuracy of the confusion matrix is 86.4%, the recall rate is 

92.9%, and the specificity is 63.4%. Figure 27 shows the actual classification of the test set 

and the predicted classification results when predicting the MN index [24]. The actual 

classification and prediction classification of the test set were also relatively high, with a 

prediction accuracy of 84.494 8%. 

 
Figure 17: Confusion matrix of CYP3A4 test group data 

 
Figure 18: The actual classification and predicted classification for the test set when predicting 

CYP3A4 indicators 

According to the classification prediction models Caco-2, CYP3A4, hERG, HOB 

and MN built above, due to the relatively high prediction accuracy of the models, 

the ADMET properties of 50 new compounds can be predicted according to the 

structural formula of compound molecules, so as to judge the quality of the new 
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compounds. It provides certain reference value for the judgment of drug properties, 

and the prediction results are shown in Table 3. 

 
Figure 19: PSO optimizing the hERG iterative process of SVM 

 
Figure 20: Confusion matrix of hERG test group data 

 
Figure 21: The actual classification and predicted classification for the test set when predicting 

hERG indicators 
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Figure 22: PSO optimizing the HOB iterative process of SVM 

 
Figure 23: Confusion matrix of HOB test group data 

 
Figure 24: The actual classification and predicted classification for the test set when predicting the 

HOB index 



47 Prediction of Properties of Anti-breast Cancer Drugs 

 

 
Figure 25: PSO optimizing the MN iterative process of SVM 

 
Figure 26: Confusion matrix of MN test group data 

 

Table 3: ADMET property prediction results of 50 compounds 
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6   Conclusions 
 

In order to predict the biological activity and ADMET properties of anti-breast cancer 

drug candidates, a computer-aided method was chosen in this paper. From the 

perspective of "characteristic importance analysis" of compounds, the random forest 

classifier was used to evaluate the importance of 1 974 compounds, so as to reorder the 

importance of molecular descriptors on biological activities, and select the top 20 

molecular descriptors that have the most significant impact on biological activities. 

Secondly, particle swarm optimization BP neural network was used to construct a 

quantitative prediction model to obtain the IC50 and pIC50 values of 50 compounds, and 

the model fit was 0.833 7. Compared with the BP neural network before optimization, the 

RMSE value was reduced and 𝑅2 was increased, and the predicted biological activity 

value after optimization was closer to the real value. Furthermore, a classification 

prediction model of five indexes of compound ADMET properties, Caco-2, CYP3A4, 

hERG, HOB and MN, was constructed by particle swarm optimization support vector 

machine algorithm, and cross-verified CV accuracy reached 94.076 7% through training 

and testing. The prediction accuracy of the five indexes was 89.372 8%, 94.067 7%, 84.146 

3%, 79.094 1% and 84.494 8%, respectively, and the ADMET binary classification values 

of 50 compounds were obtained. 

 
Figure 27: The actual classification and predicted classification for the test set when predicting the 

MN index 

The results show that the prediction model constructed in this paper is better 

than the benchmark model, which verifies the applicability of the model. The 

predictive analysis of compound molecular descriptors can provide an effective 

reference in the development of anti-breast cancer drug candidates, and the 

established model can also be extended to solve other practical problems such as 

data analysis and prediction and multi-objective optimization. It has a certain 

guiding role in the prevention and treatment of human life and health research such 

as breast cancer, leukemia, cervical cancer or other tumor diseases [25].  
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