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Abstract In this paper, using the method of Picard-Fuchs equation and Ric-
cati equation, for a class of quadratic reversible centers of genus one, we re-
search the upper bound of the number of zeros of Abelian integrals for the
system (r10) under arbitrary polynomial perturbations of degree n. Our main
result is that the upper bound is 21n − 24 (n ≥ 3), and the upper bound
depends linearly on n.
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1. Introduction and Main Results

We research the planar polynomial system

ẋ =
Hy(x, y)

µ(x, y)
+ εf(x, y), ẏ = −Hx(x, y)

µ(x, y)
+ εg(x, y), (1.1)

where ε (0 < ε� 1) is a real parameter, Hy(x, y)/µ(x, y), Hx(x, y)/µ(x, y), f(x, y),
g(x, y) are all polynomials of x and y, with max {deg(f(x, y)),deg(g(x, y))} = n,
max {deg (Hy(x, y)/µ(x, y)) ,deg (Hx(x, y)/µ(x, y))} = m. We suppose that when
ε = 0, the system (1.1) is an integrable system, it has at least one center. The
function H(x, y) is a first integral with the integrating factor µ(x, y). That is, we
can define a continuous family of periodic orbits

{Γh} ⊂
{

(x, y) ∈ R2 : H(x, y) = h, h ∈ ∆
}
,

which are defined on a maximal open interval ∆ = (h1, h2). The problem which
needs to be solved in this paper is: for any small number ε, how many limit cycles
in the system (1.1) can be bifurcated from the periodic orbits {Γh}. It is well known
that in any compact region of the periodic orbits, the number of limit cycles of the
system (1.1) is no more than the number of isolated zeros of the following Abelian
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integrals A(h),

A(h) =

∮
Γh

µ(x, y) [g(x, y) dx− f(x, y) dy] , h ∈ ∆. (1.2)

A) If the µ(x, y) is constant, i.e., the system (1.1) is a Hamiltonian system when
ε = 0, then the function H(x, y) is a polynomial of x and y, with deg(H(x, y)) =
m + 1. Finding an upper bound Z(m,n) for the number of isolated zeros of A-
belian integrals A(h) is a significant and important problem, where the upper bound
Z(m,n) only depends on m, n, and does not depend on the concrete forms of
H(x, y), f(x, y), and g(x, y). It is called the weakened Hilbert’s 16th problem by
Arnold in [1]. This problem has been studied extensively, such as, for some spe-
cially planar systems, researchers obtain plentiful important results [2, 10, 13, 15],
further, for some special three-dimensional differential systems, researchers obtain
important results too [14], more details can be found in the review article [11] and
the books [3, 5].

B) If the µ(x, y) is not constant, i.e., the system (1.1) is an integrable non-
Hamiltonian system when ε = 0, researchers consider this problem by starting from
the simplest case: m is low. For the specific case of m = 2, people conjecture that
the upper bound of the number of zeros of Abelian integrals A(h) depends linearly
on n. Unfortunately, this conjecture is still far from being solved.

For quadratic reversible centers of genus one, Gautier et al. [4] showed that there
are essentially 22 types, namely (r1)–(r22). The linear dependence of case (r1) was
studied in [16]; cases (r3)–(r6) were studied in [12]; cases (r9), (r13), (r17), (r19)
were studied in [9]; cases (r11), (r16), (r18), (r20) were studied in [8]; cases (r12),
(r21) were studied in [7]; and case (r22) was studied in [6]. All of these upper
bounds depend linearly on n. In this paper, we research the case (r10), and obtain
that its upper bound is 21n− 24 (n ≥ 3). Our result shows that the upper bound
depends linearly on n.

The form of the case (r10) as follows:

(r10) ẋ = −xy, ẏ = −1

3
y2 +

1

32 · 24
x− 1

32 · 24
. (1.3)

The (1.3) is an integrable non-Hamiltonian system. It has a center (1, 0), an
integral curve x = 0, a family of periodic orbits {Γh} (1/25 < h < +∞)(see Figure
1), and a first integral as follows:

H(x, y) = x−
2
3

(
1

2
y2 +

1

3 · 24
x+

1

3 · 25

)
= h, h ∈

(
1

25
,+∞

)
, (1.4)

with an integrating factor µ(x, y) = x−5/3.

In this paper, our main results include the following theorem.

Theorem 1.1. If f(x, y) and g(x, y) are any polynomials of x and y, then the upper
bound of the number of zeros of Abelian integrals A(h) for the system (r10) depends
linearly on n. More concretely, the upper bound is 21n − 24 for n ≥ 3; the upper
bound is 3 for n = 1, 2; and the upper bound is 0 for n = 0.
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Figure 1. The periodic orbits of the system (r10)

The rest of this paper is organized as follows. In Section 2, we search a simple
expression of Abelian integrals A(h), prove the Proposition 2.1. In Section 3, we s-
tudy relation among functions Js(h) and their derivatives J ′s(h) for s = −1/3, 0, 1/3;
relation among J ′s(h) and the second derivatives J ′′s (h) for s = −1/3, 0, 1/3; relation
between J ′−1/3(h) and J ′1/3(h), obtain two Picard-Fuchs equations and a Riccati e-

quation. In Section 4, we consider relation between A(h) and its derivative A′(h),
obtain a variable coefficient first order linear ordinary differential equation. At last,
we prove the Theorem 1.1 using the method of Picard-Fuchs equation and Riccati
equation. In Section 5, we give a short conclusion.

2. Simple Expression of Abelian Integrals A(h)

In this section, we give a simple expression of Abelian integrals A(h), obtaining
Proposition 2.1.

Suppose f(x, y) =
∑

0≤i+j≤n ai,jx
iyj , and g(x, y) =

∑
0≤i+j≤n bi,jx

iyj are two
arbitrary polynomials. From (1.2), Abelian integrals A(h) in Theorem 1.1 have the
form

A(h) =

∮
Γh

x−
5
3

 ∑
0≤i+j≤n

bi,jx
iyjdx−

∑
0≤i+j≤n

ai,jx
iyjdy

 , h ∈
(

1

25
,+∞

)
,

where x−5/3 is an integrating factor.
For conciseness, we introduce function Is,j(h) as follows:

Is,j(h) =

∮
Γh

xs−
5
3 yjdx,

where s = t/3 (t = −3,−2,−1, · · · , 3n − 1, 3n); j = 0, 1, 2, · · · , n, n + 1. When
j = 1, we write Is,1(h) as Js(h).

Note that∮
Γh

xi−
5
3 yjdy =

∮
Γh
xi−

5
3 dyj+1

j + 1
=

5
3 − i
j + 1

∮
Γh

xi−
5
3−1yj+1dx =

5
3 − i
j + 1

Ii−1,j+1(h).
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Thus, the A(h) can be written as

A(h) =
∑

0≤i≤n,
0≤j≤n,

0≤i+j≤n

bi,jIi,j(h) +
∑

0≤i≤n,
0≤j≤n,

0≤i+j≤n

ai,j
i− 5

3

j + 1
Ii−1,j+1(h) =

∑
−1≤i≤n,

0≤j≤n+1,
0≤i+j≤n

b̃i,jIi,j(h).

(2.1)
where b̃i,j = bi,j + (3i− 2)/(3j)ai+1,j−1.

The following proposition gives a simple expression of Abelian integrals A(h).

Proposition 2.1. Abelian integrals A(h) can be expressed as

A(h) =


α(h)J− 1

3
(h) + β(h)J0(h) + γ(h)J 1

3
(h), (n ≥ 3),

α(h)J− 1
3
(h) + β(h)J0(h), (n = 1, 2),

δ(h)J−1(h), (n = 0),

(2.2)

where α(h), β(h), γ(h), and δ(h) are polynomials of h with deg(α(h)) ≤ 3n − 5,
deg(β(h)) ≤ 3n − 6, deg(γ(h)) ≤ 3n − 7, for n ≥ 3; α(h) = ᾱh, β(h) = β̄,
deg(ᾱ) = 0, deg(α(h)) = 1, deg(β(h)) = deg(β̄) = 0, for n = 1, 2; deg(δ(h)) = 0,
for n = 0.

Proof. Since the periodic orbits Γh are symmetric about x-axis, thus, Ii,j(h) = 0
as j is even, so, we only need to consider the case of j is odd.

From (1.4), we obtain

− 1

3
x−

5
3 y2 + x−

2
3 y
∂y

∂x
+

2C

3
x−

2
3 − 2C

3
x−

5
3 = 0, (2.3)

where C = 1/(3 · 25).
Multiplied (2.3) by xsyj−2dx and integrated it over Γh, we have

3s+ j − 2

j
Is,j(h) = 2C [Is+1,j−2(h)− Is,j−2(h)] , (2.4)

where j = 1, 3, 5, · · · , 2[n/2]+1. We restrict s = t/3 (t = −3,−2,−1, 0, · · · , 3n−3),
and 0 ≤ s+ j ≤ n.
(i) For 3s+ j − 2 6= 0, i.e., (s, j) 6= (1/3, 1) , (−1/3, 3) , (−1, 5), from (2.4), we have

Is,j(h) =
2jC

3s+ j − 2
[Is+1,j−2(h)− Is,j−2(h)] , (2.5)

which indicates that Is,j(h) can be expressed in terms of Is+1,j−2(h) and Is,j−2(h).
Then step by step, we obtain that Is,j(h) can be written as a linear combination of
Ji(h)(i = −1, 0, · · · ) and I−1,5(h) with the form

Is,j(h) =



Js(h), (j = 1),
j−1
2∑

k=0

c(s,j), s+kJs+k(h), (s ≥ 0, j ≥ 3, or s = −1 and j = 3),

I−1,5(h), (s = −1 and j = 5),
j−3
2∑

k=0

c(−1,j), kJk(h) + c−1,jI−1,5(h), (s = −1 and j ≥ 7),

(2.6)
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where c(s,j), s+k represents the coefficient obtained when Is,j(h) generates Js+k(h),
c−1,j represents the coefficient obtained when I−1,j(h) generates I−1,5(h), and they
are all real number.

(ii) For 3s + j − 2 = 0, i.e., (s, j) = (1/3, 1) , (−1/3, 3) , (−1, 5), from (2.4), when
(s, j) = (−1, 5), (−1/3, 3) respectively, we obtain

I−1,3(h) = I0,3(h), (2.7)

J 2
3
(h) = J− 1

3
(h). (2.8)

From (2.1) and (2.6), the A(h) can be decomposed several parts as follows:

A(h) = A0(h) +A1(h) +A2(h) +A3(h) +A4(h), (2.9)

where

A0(h) = p−1,5I−1,5(h),

A1(h) =
∑n−1

s=−1 b̃s,1Js(h),

A2(h) =
∑

0≤s≤n,
3≤j≤n,

3≤s+j≤n

b̃s,j
∑(j−1)/2

k=0 c(s,j),s+kJs+k(h),

A3(h) = b̃−1,3

1∑
k=0

c(−1,3),kJk−1(h) = b̃−1,3c(−1,3),0J−1(h) + b̃−1,3c(−1,3),1J0(h),

A4(h) =
∑2[n/2]+1

j=7 b̃−1,j

∑(j−3)/2
k=0 c(−1,j),kJk(h).

For A0(h), p−1,5 = b̃−1,5 +
∑2[n/2]+1

j=7 b̃−1,jc−1,j .

For A2(h), the maximum number of s + k for k = 0, 1, · · · , (j − 1)/2 is n −
3 + (3− 1)/2 = n − 2, and the minimum number is 0 + 0 = 0, i.e., {s + k} =
{0, 1, · · · , n− 3, n− 2}.

For A4(h), the maximum number of k for k = 0, 1, · · · , (j − 3)/2 is [n/2] − 1,
and the minimum number is 0, i.e., {k} = {0, 1, · · · , [n/2] − 2, [n/2] − 1}, and
[n/2]− 1 ≤ n/2− 1 ≤ n− 1 (n ≥ 0).

Suppose that A5(h) := A1(h) + A2(h) + A3(h) + A4(h), so, A5(h) is a linear
combination of J−1(h), J0(h), J1(h), · · · , Jn−1(h). By substituting these formulae
into A(h), we obtain

A(h) =


n−1∑
k=−1

pkJk(h) + p−1,5I−1,5(h), (n ≥ 4),

n−1∑
k=−1

pkJk(h), (0 ≤ n ≤ 3),

(2.10)

where p−1,5 and pk(k = −1, 0, · · · , n− 1) are all real number.

Again, it follows from (1.4) that

1

2
x−

2
3 y2 + 2Cx

1
3 + Cx−

2
3 = h. (2.11)

Multiplied (2.11) by xs−1yj−2dx and integrated it over Γh, we obtain

1

2
Is,j(h) = hIs+ 2

3 ,j−2(h)− 2CIs+1,j−2(h)− CIs,j−2(h). (2.12)
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(i) For 3s + j − 2 6= 0, i.e., (s, j) 6= (1/3, 1) , (−1/3, 3) , (−1, 5), when j = 3
(s 6= −1/3), by (2.5), the equality (2.12) becomes

(6s+ 5)CJs+1(h) = (3s+ 1)hJs+ 2
3
(h)− (3s− 2)CJs(h),

(
s 6= − 1

3

)
. (2.13)

A) For s ≥ 1, we rewrite (2.13) as

Js(h) =
3s− 2

(6s− 1)C
hJs− 1

3
(h)− 3s− 5

6s− 1
Js−1(h), (2.14)

which indicates that Js(h) can be expressed in terms of hJs−1/3(h) and Js−1(h).
Then step by step, we obtain that Js(h) can be written as a linear combination of
J−1/3(h), J0(h), and J1/3(h) with polynomial coefficients of h.

Js(h) = αs(h)J− 1
3
(h) + βs(h)J0(h) + γs(h)J 1

3
(h), (2.15)

where αs(h), βs(h), and γs(h) are polynomials of h with deg(αs(h)) ≤ 3s − 2,
deg(βs(h)) ≤ 3s − 3, deg(γs(h)) ≤ 3s − 4, for s ≥ 2; and deg(αs(h)) ≤ 1,
deg(βs(h)) = 0, γs(h) = 0, for s = 1.

B) For s = 0, Js(h) can also be a linear combination of J−1/3(h), J0(h) and
J1/3(h) as J0(h) = J0(h).

C) For s < 0, from (2.13), we get

Js(h) =
3s+ 1

(3s− 2)C
hJs+ 2

3
(h)− 6s+ 5

3s− 2
Js+1(h),

(
s 6= −1

3

)
. (2.16)

From (2.16), we obtain

J−1(h) =
2

5C
hJ− 1

3
(h)− 1

5
J0(h). (2.17)

As a consequence, all Ji(h) (i = −1, 0, 1, · · · , n − 1) can be expressed in terms
of J−1/3(h), J0(h) and J1/3(h).
(ii) For 3s+ j−2 = 0, i.e., (s, j) = (1/3, 1) , (−1/3, 3) , (−1, 5), moreover I1/3,1(h) =
J1/3(h), when (s, j) = (−1/3, 3), (−1, 5) respectively, from (2.12), we obtain

I− 1
3 ,3

(h) = 2hJ 1
3
(h)− 4CJ 2

3
(h)− 2CJ− 1

3
(h), (2.18)

I−1,5(h) = 2hI− 1
3 ,3

(h)− 4CI0,3(h)− 2CI−1,3(h). (2.19)

From (2.7), (2.8), (2.12), (2.18), (2.19), we obtain

I− 1
3 ,3

(h) = 2hJ 1
3
(h)− 6CJ− 1

3
(h),

I0,3(h) =
6

5
hJ− 1

3
(h)− 18C

5
J0(h),

I−1,5(h) = −1

5
hJ− 1

3
(h) +

9C

40
J0(h) + 4h2J 1

3
(h). (2.20)

For n ≥ 3, substituting formulae (2.15), (2.17), (2.20) into (2.10), we obtain

A(h) = α(h)J− 1
3
(h) + β(h)J0(h) + γ(h)J 1

3
(h),



On the Number of Zeros of Abelian Integrals for Quadratic Reversible Centers 167

where α(h), β(h), γ(h) are polynomials of h with deg(α(h)) ≤ 3n− 5, deg(β(h)) ≤
3n− 6, deg(γ(h)) ≤ 3n− 7.

For n = 1, 2, from (2.10), we obtain

A(h) = p−1J−1(h) + p0J0(h) + p1J1(h). (2.21)

Substituting formulae (2.15) and (2.17) into (2.21), we obtain

A(h) = α(h)J− 1
3
(h) + β(h)J0(h),

where α(h) = ᾱh, ᾱ = (2p−1 + p1)/(5C), β(h) = β̄ = p0 − p−1/5 + 2p1/5, with
deg(α(h)) = 1, deg(ᾱ) = 0, deg(β(h)) = deg(β̄) = 0.

For n = 0, from (2.10), we obtain A(h) = δ(h)J−1(h), where δ(h) = p−1 with
deg(δ(h)) = 0.

3. Picard-Fuchs Equations and Riccati Equation

In this section, we give a relation among functions Js(h) and their derivatives J ′s(h)
for s = −1/3, 0, 1/3; a relation among functions J ′s(h) and the second derivatives
J ′′s (h) for s = −1/3, 0, 1/3; a relation between J ′−1/3(h) and J ′1/3(h), obtaining two
lemmas and a corollary.

For the relation among functions Js(h) and their derivatives J ′s(h) for s = −1/3,
0, 1/3, we obtain the following lemma.

Lemma 3.1. The functions Js(h) for s = −1/3, 0, 1/3 satisfy the following Picard-
Fuchs equation 

J− 1
3
(h)

J0(h)

J 1
3
(h)

 =


2
3h −2C 0

0 h −3C

−6C 0 2h



J ′− 1

3

(h)

J ′0(h)

J ′1
3

(h)

 . (3.1)

Proof. By (1.4), we have y2 = 2hx2/3 − 4Cx − 2C, ∂y/∂h = x2/3/y, ydy =(
2/3hx−1/3 − 2C

)
dx. Since Js(h) =

∮
Γh
xs−5/3ydx, J ′s(h) =

∮
Γh
xs−1/ydx. Thus

Js(h) =
∮

Γh

xs− 5
3 y2

y dx =
∮

Γh

xs− 5
3

(
2hx

2
3−4Cx−2C

)
y dx

= 2hJ ′s(h)− 4CJ ′
s+ 1

3

(h)− 2CJ ′
s− 2

3

(h),
(3.2)

and (
s− 2

3

)
Js(h) =

∮
Γh

(
s− 2

3

)
xs−

5
3 ydx =

∮
Γh
ydxs−

2
3

= −
∮

Γh

xs− 2
3

(
2
3hx

− 1
3−2C

)
y dx = − 2

3hJ
′
s(h) + 2CJ ′

s+ 1
3

(h).
(3.3)

From (3.2) and (3.3), we have

(3s− 2)Js(h) = −2hJ ′s(h) + 6CJ ′s+ 1
3
(h), (3.4)

(6s− 1)Js(h) = 2hJ ′s(h)− 6CJ ′s− 2
3
(h). (3.5)
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From (3.4) and (3.5), let s = −1/3, 0, 1/3 respectively, we obtain

3J− 1
3
(h) = 2hJ ′− 1

3
(h)− 6CJ ′0(h), (3.6)

J0(h) = hJ ′0(h)− 3CJ ′1
3
(h), (3.7)

J 1
3
(h) = 2hJ ′1

3
(h)− 6CJ ′− 1

3
(h). (3.8)

From (3.6)–(3.8), we obtain (3.1).
For the relation among functions J ′s(h) and the second derivatives J ′′s (h) for

s = −1/3, 0, 1/3, we get the following lemma.

Lemma 3.2. The functions J ′s(h) for s = −1/3, 0, 1/3 satisfy the following Picard-
Fuchs equation 

J ′′− 1
3

(h)

J ′′0 (h)

J ′′1
3

(h)

 =
1

B(h)


h2 −9C2

9C2 −3Ch

3Ch −h2


J ′− 1

3

(h)

J ′1
3

(h)

 , (3.9)

where B(h) = 2
(
h− 1/25

) (
h2 + 1/25h+ 1/210

)
.

Proof. By differentiating both sides of (3.1) with respect to h, we have

J ′− 1
3
(h) = 2hJ ′′− 1

3
(h)− 6CJ ′′0 (h), (3.10)

0 · J ′0(h) = −hJ ′′0 (h) + 3CJ ′′1
3
(h), (3.11)

J ′1
3
(h) = 6CJ ′′− 1

3
(h)− 2hJ ′′1

3
(h). (3.12)

From (3.10)−(3.12) , we obtain
J ′′− 1

3

(h)

J ′′0 (h)

J ′′1
3

(h)

 =


2h −6C 0

0 −h 3C

6C 0 −2h


−1

J ′− 1
3

(h)

0 · J ′0(h)

J ′1
3

(h)

 . (3.13)

From (3.13), we obtain (3.9).
Since Js(h) =

∮
Γh
xs−5/3ydx, and J ′s(h) =

∮
Γh
xs−1/ydx, after some simple

calculations, we obtain the following lemma.

Lemma 3.3. Js
(
1/25

)
= 0 (s = −1/3, 0, 1/3), J ′s(h) > 0 (s = −1/3, 0, 1/3) and

J−1(h) < 0, when h ∈
(
1/25,+∞

)
.

For the relation of J ′−1/3(h) and J ′1/3(h), assume that U(h) := J ′−1/3(h)/J ′1/3(h),
we have the following corollary.

Corollary 3.1. The function U(h) satisfies the following Riccati equation

B(h)U ′(h) = −3ChU2(h) + 2h2U(h)− 9C2, (3.14)

where B(h) = 2
(
h− 1/25

) (
h2 + 1/25h+ 1/210

)
.

Proof. Using (3.9), and differentiated both sides of U(h) with respect to h, we
obtain (3.14).
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4. The Upper Bound of the Number of Zeros

In this section, we give a relation between A(h) and its derivative A′(h). Finally,
we prove Theorem 1.1.

For n ≥ 1, by (2.2) and (3.1), we have

A(h) = α1(h)J ′− 1
3
(h) + β1(h)J ′0(h) + γ1(h)J ′1

3
(h), (4.1)

where α1(h) = 2hα(h)/3 − 6Cγ(h), β1(h) = hβ(h) − 2Cα(h), γ1(h) = 2hγ(h) −
3Cβ(h). Thus, deg(α1(h)) ≤ 3n− 4, deg(β1(h)) ≤ 3n− 5, deg(γ1(h)) ≤ 3n− 6, for
n ≥ 3; α1(h) = 2ᾱh2/3, β1(h) = Qh, γ1(h) = −3Cβ̄, Q = β̄ − 2Cᾱ, for n = 1, 2.

Differentiated both sides of (4.1) with respect to h and using (3.9), we obtain

B(h)A′(h) = α2(h)J ′− 1
3
(h) +B(h)β′1(h)J ′0(h) + γ2(h)J ′1

3
(h), (4.2)

where α2(h) = B(h)α′1(h) + h2α1(h) + 9C2β1(h) + 3Chγ1(h), γ2(h) = B(h)γ′1(h)−
h2γ1(h)− 3Chβ1(h)− 9C2α1(h). So, deg(α2(h)) ≤ 3n− 2, deg(γ2(h)) ≤ 3n− 4, for
n ≥ 3; α2(h) = 5ᾱhB(h)/3, γ2(h) = 0, for n = 1, 2.

According to (4.1) and (4.2), we have

B(h)β1(h)A′(h) = B(h)β′1(h)A(h) +D(h), (4.3)

D(h) = E(h)J ′− 1
3
(h) + F (h)J ′1

3
(h), (4.4)

where E(h) = β1(h)α2(h)−B(h)α1(h)β′1(h), F (h) = β1(h)γ2(h)−B(h)β′1(h)γ1(h).
Thus, deg(E(h)) ≤ 6n − 7, deg(F (h)) ≤ 6n − 9, for n ≥ 3; E(h) = ᾱQh2B(h),
F (h) = 3CQβ̄B(h), for n = 1, 2.

Assume that V (h) := D(h)/J ′1/3(h), from the equality (4.4) and Corollary 3.1,
after some simple calculations, we obtain the following lemma.

Lemma 4.1. For n ≥ 1, the function V (h) satisfies the following Riccati equation

B(h)E(h)V ′(h) = −3ChV 2(h) + I(h)V (h) +G(h), (4.5)

where G(h) = B(h)E(h)F ′(h) − B(h)E′(h)F (h) − 2h2E(h)F (h) − 9C2E2(h) −
3ChF 2(h), I(h) = B(h)E′(h) + 2h2E(h) + 6ChF (h). Thus, deg(I(h)) ≤ 6n − 5,
deg(G(h)) ≤ 12n−14, for n ≥ 3; G(h) = −9CQ2hB2(h)(Sh3+T ), S = ᾱ(2β̄+Cᾱ),
T = 3C2β̄(β̄ − 36Cᾱ), for n = 1, 2.

We use ]A(h) to denote the number of zeros of Abelian integrals A(h) in ∆, and
we need the following lemma.

Lemma 4.2 (Lemma 5.3, [12]). The smooth functions W (h), φ(h), ψ(h), ξ(h), and
η(h) satisfy the following Riccati equation

η(h)W ′(h) = φ(h)W 2(h) + ψ(h)W (h) + ξ(h),

then
]W (h) ≤ ]η(h) + ]ξ(h) + 1.

Lemma 4.2 is the Lemma 5.3 in [12], and the proof can be found in [12], so it is
omitted.

Finally, we complete the proof of Theorem 1.1.
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Proof. Using Lemma 4.2, from the equality (4.3), we have

]A(h) ≤ ]B(h) + ]β1(h) + ]D(h) + 1.

Using Lemma 4.1, we obtain

]D(h) = ]V (h) ≤ ]B(h) + ]E(h) + ]G(h) + 1,

thus,
]A(h) ≤ 2]B(h) + ]β1(h) + ]E(h) + ]G(h) + 2.

For n ≥ 3, since deg(β1(h)) ≤ 3n − 5, deg(E(h)) ≤ 6n − 7, and deg(G(h)) ≤
12n − 14, noticing that B(h) = 2

(
h− 1/25

) (
h2 + 1/25h+ 1/210

)
and there is no

zero when h ∈
(
1/25,+∞

)
, we obtain

]A(h) ≤ (3n− 5) + (6n− 7) + (12n− 14) + 2 = 21n− 24.

For n = 1, 2, since 1/25 < h < +∞, so ]β1(h) = ](Qh) = 0, ]E(h) =
][ᾱQh2B(h)] = 0, ]G(h) = ][−9CQ2hB2(h)(Sh3 + T )] = ](Sh3 + T ) = 1, noticing
that Sh3 + T and there is at most one zero when h ∈

(
1/25,+∞

)
, we obtain

]A(h) ≤ 0 + 0 + 0 + 1 + 2 = 3.

For n = 0, using Proposition 2.1, since A(h) = δ(h)J−1(h), and deg(δ(h)) = 0,
J−1(h) < 0, we have ]A(h) = 0.

5. Conclusion

In this paper, we research the upper bound of the number of zeros of Abelian inte-
grals for the quadratic reversible system (r10) under arbitrary polynomial pertur-
bations of degree n, according to the method of Picard-Fuchs equation and Riccati
equation. At the same time, we prove that the upper bound is 21n − 24 (n ≥ 3).
Our result shows that the upper bound depends linearly on n.
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