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Stability Analysis of a Diffusive Predator-prey
Model with Hunting Cooperation∗

Shuhao Wu1 and Yongli Song2,†

Abstract In this paper, we are concerned with the dynamics of a diffu-
sive predator-prey model that incorporates the functional response concerning
hunting cooperation. First, we investigate the stability of the semi-trivial
steady state. Then, we investigate the influence of the diffusive rates on the
stability of the positive constant steady state. It is shown that there exists
diffusion-driven Turing instability when the diffusive rate of the predator is
smaller than the critical value, which is dependent on the diffusive rate of the
prey, and the semi-trivial steady state and the positive constant steady state
are both locally asymptotically stable when the diffusive rate of the predator is
larger than the critical value. Finally, the nonexistence of nonconstant steady
states is discussed.

Keywords Predator-prey model, Hunting cooperation, Stability, Turing bi-
furcation.
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1. Introduction

In predator-prey models, functional response illustrates the relationship between
prey and predator. Recent efforts have revealed that aggregated predators cooperate
with each other in hunting. In [5], Conser et al. proposed the following functional
response incorporating hunting cooperation

f(u(t), v(t)) =
Ce0uv

1 + hCe0uv
, (1.1)

where u(t), v(t), C, e0 and h are the population density of prey at time t, the
population density of predator at time t, fraction of prey caught by a predator per
encounter, total encounter rate between the two species and handing time per prey
respectively, and C, e0 and h are all positive. Other types of functional response
concerning hunting cooperation were introduced in [1,2]. In [13], Ryu et al. mathe-
matically investigated the predator-prey model proposed by Conser et al. [5], which
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involves the functional response (1.1) and takes the nondimensional form


du(t)
dt = u(1− u)− αuv2

1+uv ,

dv(t)
dt = βuv2

1+uv − γv,
(1.2)

where α, β > 0 illustrate interspecific effects between two species and γ > 0 stands
for the death rate of predator. They analyzed the stability of constant nonnega-
tive equilibria and demonstrated the existence of Hopf, saddle-node and Bogdanov-
Takens bifurcations [13].

In fact, animals always move around in order to survive. To model the spatial
distribution of animals, it is necessary to introduce diffusion into the population
dynamics. Diffusive predator-prey models have been discussed by many mathe-
maticians and have been suggested to exhibit complex dynamics, including Turing
patterns [18, 19], nonconstant steady states [4, 11, 20], periodic solutions [20, 23]
and travelling waves [6–8]. Recently, there has been a growing interest on diffusive
predator-prey models with hunting cooperation. In particular, the predator-prey
model with hunting cooperation proposed by Alves and Hilker [1] was extended
to include diffusion in [3, 12, 14–17, 21]. Self-diffusion and homogeneous Neumann
boundary conditions were considered in [3,15,21], where the existence and stability
of nonnegative equilibria, definitive boundedness of solutions, Hopf bifurcation and
Turing instability were studied and it was shown that spatial patterns occur only
when the prey spreads faster than the predator. In [12], Ryu and Ko focused on
self-diffusion and homogeneous Dirichlet boundary conditions and investigated the
asymptotic behavior of positive solutions when hunting cooperation in predators is
strong. In [17], Song et al. considered self-diffusion and Allee effect in prey and
explored self-diffusion-driven Turing instability under the assumption that the prey
spreads slower than the predator. In [16], the existence, stability and Hopf bifur-
cation of the positive equilibrium were explicitly determined for the original model
proposed by Alves and Hilker [1] and the existence and stability of spatial patterns
induced by cross-diffusion were theoretically analyzed under the assumption that
the prey spreads slower than the predator. In [14], Singh and Banerjee incorpo-
rated hunting cooperation into Holling type II functional response and numerically
investigated the self-diffusion-driven spatial patterns. On the other hand, Zhang
and Zhu considered diffusive predator-prey models with predator interference or
foraging facilitation proposed by Berec [2], and studied the dynamical behaviour
and pattern formation in [24].

However, there are few studies on the diffusive version of model (1.2). In [22],
cross diffusion was introduced into model (1.2) by Yan et al., and it was shown that
cross diffusion can give rise to Turing instability and complicated patterns. In this
paper, we consider the random nature of diffusion and investigate the modification
of model (1.2) that incorporates self-diffusion and homogeneous Neumann boundary
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conditions and takes the form

∂u(x,t)
∂t = d1∆u+ u(1− u)− αuv2

1+uv , x ∈ Ω, t > 0,

∂v(x,t)
∂t = d2∆v + βuv2

1+uv − γv, x ∈ Ω, t > 0,

∂u
∂n = ∂v

∂n = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ Ω.

(1.3)

Here, Ω is a bounded domain in RN , N ≥ 1, and has a smooth boundary ∂Ω, and
u(x, t) and v(x, t) are modified as the population densities of prey and predator
respectively, at time t and location x. We are concerned with the impact of self-
diffusion on the stability of constant nonnegative steady states.

The remaining parts of the paper are organized as follows. Stability of constant
nonnegative steady states are considered in Section 2. Nonexistence of noncon-
stant steady states is discussed in Section 3. Numerical simulations are provided
in Section 4. The last section gives a summary of our main results. Throughout
this paper, N and N0 are referred to as the set of positive integers and the set of
nonnegative integers respectively.

2. Stability of constant steady states

Notice that the diffusion coefficients d1 and d2 make no difference to the existence
of the constant steady states of system (1.3). Namely, the constant steady states
of system (1.3) are the same as those of its associated ordinary differential system
(i.e. system (1.2)). Obviously, for any α, β, γ > 0, E0(0, 0) and E1(1, 0) are the
steady states of system (1.3). It follows from [13] that for system (1.2), E0(0, 0) is
a saddle, while E1(1, 0) is a stable node and is globally asymptotically stable when

the positive steady states do not exist. If β > γ and 0 < α < 4β(β−γ)
27γ2 , then there are

two positive steady states (u∗1, v
∗
1) and (u∗2, v

∗
2), where vj = γ

(β−γ)uj
, j = 1, 2, and

0 < u∗1 <
2
3 < u∗2. Moreover, (u∗2, v

∗
2) is always unstable if it exists, while (u∗1, v

∗
1) is

asymptotically stable if (γ, β) ∈ R1 and αh < α < 4β(β−γ)
27γ2 , where

R1 =

{
(γ, β)

∣∣∣∣0 < γ ≤ 2

3
, β > γ

}
∪
{

(γ, β)

∣∣∣∣γ > 2

3
, γ < β <

3γ2 − γ
3γ − 2

}
, (2.1)

and

αh =
β(β − γ)(1 + β − γ)2(β − γ(β − γ))

(β + γ)3
. (2.2)

For more results on system (1.2), we refer to [13]. In what follows, we investigate
whether diffusion affects the stability of the steady states E1(1, 0) and (u∗1, v

∗
1). As

for (u∗1, v
∗
1), we consider the conditions (γ, β) ∈ R1 and αh < α < 4β(β−γ)

27γ2 .

Let 0 = µ0 < µ1 < µ2 < · · · < µk < · · · , k ∈ N0, denote the eigenvalues of
−∆ in Ω associated with Neumann boundary conditions and (u∗, v∗) denote any
constant steady state of system (1.3). Then, the linearization of system (1.3) about
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(u∗, v∗) is

∂u(x,t)
∂t − d1∆u =

(
1− 2u∗ − αv2∗

(1+u∗v∗)2

)
u− αu∗v∗(2+u∗v∗)

(1+u∗v∗)2
v, x ∈ Ω, t > 0,

∂v(x,t)
∂t − d2∆v =

βv2∗
(1+u∗v∗)2

u+
(
βu∗v∗(2+u∗v∗)

(1+u∗v∗)2
− γ
)
v, x ∈ Ω, t > 0,

∂u
∂n = ∂v

∂n = 0, x ∈ ∂Ω, t > 0.

(2.3)

The corresponding characteristic equations are

Λn : λ2
n + Tnλn +Dn = 0, n ∈ N0,

where

Tn = (d1 + d2)µn −
(

1− 2u∗ − γ +
βu∗v∗(2 + u∗v∗)− αv2

∗
(1 + u∗v∗)2

)
, (2.4)

and

Dn = d1d2µ
2
n −

(
d2

(
1− 2u∗ − αv2∗

(1+u∗v∗)2

)
+ d1

(
βu∗v∗(2+u∗v∗)

(1+u∗v∗)2
− γ
))

µn

+
(

1− 2u∗ − αv2∗
(1+u∗v∗)2

)(
βu∗v∗(2+u∗v∗)

(1+u∗v∗)2
− γ
)

+
αβu∗v

3
∗(2+u∗v∗)

(1+u∗v∗)4
.

(2.5)

For any n ∈ N0, all roots of Λn have negative real parts if and only if Tn > 0 and
Dn > 0.

Next, we discuss the stability of E1(1, 0) and (u∗1, v
∗
1) in the following two sub-

sections respectively.

2.1. Stability of E1(1, 0)

Theorem 2.1. For any d1, d2 ≥ 0, E1(1, 0) is locally asymptotically stable.

Proof. When (u∗, v∗) = E1(1, 0), we have

Tn = (d1 + d2)µn + 1 + γ > 0, Dn = d1d2µ
2
n + (d2 + d1γ)µn + γ > 0, for n ∈ N0,

which indicate that for any n ∈ N0, all roots of Λn have negative real parts. This
completes the proof.

Next, we use the Lyapunov functional method and derive the following theorem
for the semi-trivial steady state E1(1, 0).

Theorem 2.2. Assume that β ≤ γ. Then, for any d1, d2 > 0, any positive solution
of system (1.3) converges to E1(1, 0) as time increases.

Proof. We suppose u > 0 and v ≥ 0 and define

V (t) = β

∫
Ω

∫ u

1

η − 1

η
dηdx+

1

2
α

∫
Ω

v2dx.
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Then, a straightforward calculation gives

V
′
(t)

= β
∫

Ω
u−1
u utdx+ α

∫
Ω
vvtdx

= −βd1

∫
Ω
|∇u|2
u2 dx+ β

∫
Ω

(u− 1)
(

1− u− αv2

1+uv

)
dx− αd2

∫
Ω
|∇v|2dx

+α
∫

Ω
v2
(
βuv

1+uv − γ
)
dx

= −βd1

∫
Ω
|∇u|2
u2 dx− αd2

∫
Ω
|∇v|2dx− β

∫
Ω

(u− 1)2dx− αβ
∫

Ω
uv2

1+uvdx

−α(γ − β)
∫

Ω
v2dx.

Since β ≤ γ, we see that V
′
(t) ≤ 0 for u > 0 and v ≥ 0, and V

′
(t) = 0⇐⇒ (u, v) =

E1(1, 0). This, along with Theorem (2.1), proves the theorem.

2.2. Stability and bifurcation analysis of (u∗1, v
∗
1)

Theorem 2.3. Assume that (γ, β) ∈ R1 and αh < α < 4β(β−γ)
27γ2 , where R1 and αh

are defined by (2.1) and (2.2) respectively.

(I) If d1 = 0 and d2 ≥ 0, then (u∗1, v
∗
1) is locally asymptotically stable.

(II) If d1 > 0, then (u∗1, v
∗
1) is unstable for 0 ≤ d2 < ζ(d1) and locally asymptoti-

cally stable for d2 > ζ(d1); moreover, Turing bifurcation occurs at d2 = ζ(d1)
provided that d1 6= d1,n and Turing-Turing bifurcation occurs at (d1, d2) =
(d1,n, ζ(d1,n)), where

d1,n = 1
2 (2− 3u∗1)

(
1
µn

+ 1
µn+1

)
+ 1

2

√
(2− 3u∗1)

2
(

1
µn

+ 1
µn+1

)2

− 4(2−3u∗1)(γ−u∗1(β+γ))
βµnµn+1

> 0, n ∈ N,
(2.6)

and

ζ(d1) =


ζ1(d1), if d1 ≥ d1,1 > 0,

ζn(d1), if d1,n ≤ d1 < d1,n−1 for n ≥ 2,
(2.7)

with

ζn(d1) =
γ(β − γ) (d1µn − (2− 3u∗1))

d1βµ2
n − µn (γ − u∗1(β + γ))

> 0, n ∈ N. (2.8)

Proof. Let (u∗, v∗) = (u∗1, v
∗
1). A direct calculation shows

T0


< 0⇐⇒ 0 < u∗1 <

γ(1+β−γ)
β+γ ,

= 0⇐⇒ u∗1 = γ(1+β−γ)
β+γ ,

> 0⇐⇒ u∗1 >
γ(1+β−γ)
β+γ .

(2.9)
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When (γ, β) ∈ R1 and αh < α < 4β(β−γ)
27γ2 , we have u∗1 >

γ(1+β−γ)
β+γ , which, together

with (2.4), (2.9) and the fact that γ(1+β−γ)
β+γ > γ

β+γ , gives

Tn ≥ T0 > 0, for n ∈ N, (2.10)

and
u∗1 >

γ

β + γ
. (2.11)

Since 0 < u∗1 <
2
3 , it is clear that

D0 =
γ(β − γ)(2− 3u∗1)

β
> 0. (2.12)

By (2.5) and (2.11), we find that if d1 = 0 and d2 ≥ 0, then

Dn =
−d2µn (γ − u∗1(β + γ)) + γ(β − γ) (2− 3u∗1)

β
> 0, n ∈ N, (2.13)

while if d1 > 0 and d2 ≥ 0, then for n ∈ N,

Dn


< 0⇐⇒ d2 < ζn(d1),

= 0⇐⇒ d2 = ζn(d1),

> 0⇐⇒ d2 > ζn(d1),

(2.14)

where ζn(d1) is defined by (2.8). Therefore, by using (2.10), (2.12) and (2.13), we
can conclude that when d1 = 0 and d2 ≥ 0, all roots of Λn have negative real parts
for any n ∈ N0. By (2.8) and (2.11), it is easily shown that

ζn(d1) > 0⇐⇒ d1 >
2− 3u∗1
µn

, (2.15)

and

ζn(d1)− ζn+1(d1)


> 0⇐⇒ d1 > d1,n,

= 0⇐⇒ d1 = d1,n,

< 0⇐⇒ d1 < d1,n,

(2.16)

where d1,n is defined by (2.6). Since lim
n→∞

2−3u∗1
µn

= 0, we see that when d1 > 0 and

d2 = 0, there exists n∗ ∈ N such that d1 >
2−3u∗1
µn∗

and we have ζn∗(d1) > 0 = d2,

which leads to Dn∗ < 0. This indicates that when d1 > 0 and d2 = 0, (u∗1, v
∗
1) is

unstable.
Next, we suppose d1, d2 > 0. Note that d1,n ≥ d1,n+1 and d1,n >

2−3u∗1
µn

for any

n ∈ N. Then, it follows from (2.14), (2.15) and (2.16) that if d1 ≥ d1,1, then we
have

(C1) Dk > 0 for k ∈ N provided that d2 > ζ1(d1);

(C2) D1 < 0 provided that 0 < d2 < ζ1(d1);
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(C3) D1 = 0 and Dk > 0 for k ≥ 2 provided that d1 > d1,1 and d2 = ζ1(d1);

(C4) D1 = D2 = 0 and Dk > 0 for k ≥ 3 provided that d1 = d1,1 and d2 = ζ1(d1);

while if d1,n ≤ d1 < d1,n−1 for some n ≥ 2, then we find that

(C5) Dk > 0 for k ∈ N provided that d2 > ζn(d1);

(C6) Dn < 0 provided that 0 < d2 < ζn(d1);

(C7) Dn = 0 and Dk > 0 for k 6= n provided that d1,n < d1 < d1,n−1 and
d2 = ζn(d1);

(C8) Dn = Dn+1 = 0 and Dk > 0 for k 6= n, n + 1 provided that d1 = d1,n and
d2 = ζn(d1).

Therefore, by (2.10), (2.12), (C1), (C2), (C5) and (C6), we see that if 0 < d2 <
ζ(d1), then for some n ∈ N, Λn has at least one root with positive real part, while
if d2 > ζ(d1), then for any n ∈ N0, all roots of Λn have negative real parts, where
ζ(d1) is defined by (2.7). Furthermore, it follows from (2.10), (2.12), (C3) and (C7)
that when d2 = ζn(d1) and d1 6= d1,n, 0 is the root of Λn and other roots have
negative real parts, while it follows from (2.10), (2.12), (C4) and (C8) that when
d2 = ζn(d1) and d1 = d1,n, then 0 is the root of Λn and Λn+1 and other roots
have negative real parts. Finally, by (2.11), we have the following transversality
condition

dλn(d2)

dd2

∣∣∣∣
d2=ζn(d1)

= −d1βµ
2
n − µn (γ − u∗1(β + γ))

βTn
< 0.

This completes the proof of the theorem.

Remark 2.1. Using (2.9), (2.10), (2.11) and the fact that 0 < u∗1 <
2
3 , we obtain

ζn(d1)− d1

=
−d21µ

2
nβ+d1µn(γ(1+β−γ)−u∗1(β+γ))−γ(β−γ)(2−3u∗1)

d1βµ2
n−µn(γ−u∗1(β+γ)) < 0, n ∈ N,

which implies that ζn(d1) < d1 for any n ∈ N. Consequently, it follows from
Theorem 2.3 that when d2 ≥ d1 (i.e. The diffusive rate of predator is not smaller
than that of prey), there is no diffusion-driven Turing instability.

Remark 2.2. We obtain a sufficient and necessary condition for the stability of the
constant steady state (u∗1, v

∗
1) in Theorem 2.3. Unfortunately, the curve d2 = ζ(d1)

is a piecewise function composed of d2 = ζn(d1), n ∈ N, and the segment points are
(d1,n, ζn(d1,n)). By (2.6), it is easy to see that d1,n ≥ d1,n+1 for each n ∈ N, and
lim
n→∞

d1,n = 0. Thus, we can not exactly depict the boundary curve d2 = ζ(d1) of

the stable region when d1 is close to zero. However, it is easy to determine that the
envelope curve of Turing bifurcation curves d2 = ζn(d1), n ∈ N as follows:

C(d1)

=
d1γ(β−γ)

(
−γ+u∗1(β+γ)+2β(2−3u∗1)−

√
−4β(2−3u∗1)(γ−u∗1(β+γ)−β(2−3u∗1))

)
(γ−u∗1(β+γ))

2 .
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Figure 1. (a) illustrates the stability region of the positive steady state (u∗1 , v
∗
1 ) = (0.6173, 0.54) and

(b) is the enlargement of (a) for 0.2 ≤ d1 ≤ 1.2 and 0.05 ≤ d2 ≤ 2.5. Here, C is the envelope curve,
Ln, n = 1, 2, 3, are Turing bifurcation curves, and Pn

T , n = 1, 2, are Turing-Turing bifurcation points.
In (b), P1 − P4 are chosen for numerical simulations.

This envelope curve d2 = C(d1) is explicitly determined in the d1−d2 plane. Thus,
we can obtain a clear sufficient condition for the stability of the constant steady
state (u∗1, v

∗
1), i.e. When d2 > C(d1), the constant steady state (u∗1, v

∗
1) is locally

asymptotically stable.

We consider Ω = (0, `π), and choose

` = 2, α = 1.75, β = 2, γ = 0.5. (2.17)

Since 4β(β−γ)
27γ2 = 1.7778 and αh = 0.375, it is clear that γ < 2

3 , β > γ and αh < α <
4β(β−γ)

27γ2 . Then, a direct computation gives (u∗1, v
∗
1) = (0.6173, 0.54), d1,1 = 1.0378,

d1,2 = 0.3208 and d1,3 = 0.1573. According to Theorem 2.3, we can depict the
stability region and bifurcation curves for the positive steady state (u∗1, v

∗
1) in d1−d2

plane. In fact, the boundary of the stable regions consists of Turing bifurcation
curves Ln : d2 = ζn(d1), n ∈ N, and we only illustrate three of them in Figure 1.

Besides, the envelope curve C : d2 = C(d1) intersects L1, L2 and L3 respectively
at (1.8516, 0, 4797), (0.4629, 0.1199) and (0.2057, 0.0533). In Figure 1(a), L1 and
L2 intersect at P 1

T = (d1,1, ζ1(d1,1)), L2 and L3 intersect at P 2
T = (d1,2, ζ2(d1,2)); in

Figure 1(b), P1 − P4 are chosen for numerical simulations in Section 4, where

P1 = (0.93, 0.23), P2 = (1.12, 0.23), P3 = (0.93, 0.19), P4 = (0.25, 0.058). (2.18)

Notice that for the point P1 between the boundary curve d2 = ζ(d1) and the
envelope curve d2 = C(d1), the positive steady state (u∗1, v

∗
1) is still asymptotically

stable. For the points Pj , j = 2, 3, 4 under the boundary curve d2 = ζ(d1), the
positive steady state (u∗1, v

∗
1) is unstable and the nonconstant positive steady states

emerge near (u∗1, v
∗
1) .

3. Nonexistence of nonconstant positive steady s-
tates

In this section, we apply similar arguments as in [4,20,23] and discuss the noncon-
stant steady states of system (1.3).
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Theorem 3.1. If either β ≤ γ, or β > γ and d1, d2 > d∗, where

d∗ = max

{
1

µ1

(
1 +

α

2
+

β3

2α2γ2

)
,

1

µ1

(
β − γ +

α

2
+

β3

2α2γ2

)}
, (3.1)

then system (1.3) admits no nonconstant positive steady states.

Proof. If β ≤ γ, then it follows from Theorem 2.2 that system (1.3) admits only
constant steady states. Next, we focus on β > γ. Notice that the steady state of
system (1.3) is also the solution of


−d1∆u = u(1− u)− αuv2

1+uv , x ∈ Ω,

−d2∆v = βuv2

1+uv − γv, x ∈ Ω,

∂u
∂n = ∂v

∂n = 0, x ∈ ∂Ω.

(3.2)

Assume that (u(x), v(x)) is a positive solution of system (3.2). Since u, v > 0, we
have û, v̂ > 0, where

û =
1

|Ω|

∫
Ω

udx, v̂ =
1

|Ω|

∫
Ω

vdx.

In system (3.2), we multiply the equation of u by u − û and the equation of v by
v − v̂ and integrate these two equations to obtain

d1

∫
Ω
|∇(u− û)|2dx

=
∫

Ω
(u− û)

(
u(1− u)− αuv2

1+uv

)
dx

=
∫

Ω
(u− û)

(
u(1− u)− û(1− û) + αûv̂2

1+ûv̂ −
αuv2

1+uv

)
dx

=
∫

Ω
(u− û)2(1− u− û)dx+ α

∫
Ω

(u− û)
(
ûv̂2

1+ûv̂ −
uv̂2

1+uv̂ + uv̂2

1+uv̂ −
uv2

1+uv

)
dx

=
∫

Ω
(u− û)2(1− u− û)dx− α

∫
Ω

(u−û)2v̂2

(1+ûv̂)(1+uv̂)dx− α
∫

Ω
(u−û)(v−v̂)(uv+uv̂+u2vv̂)

1+uv+uv̂+u2vv̂ dx

≤
∫

Ω
(u− û)2dx− α

∫
Ω

(u−û)(v−v̂)(uv+uv̂+u2vv̂)
1+uv+uv̂+u2vv̂ dx

≤
∫

Ω
(u− û)2dx+ α

2

∫
Ω

(u− û)2dx+ α
2

∫
Ω

(v − v̂)2dx,
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and

d2

∫
Ω
|∇(v − v̂)|2dx

=
∫

Ω
(v − v̂)

(
βuv2

1+uv − γv
)
dx

=
∫

Ω
(v − v̂)

(
βuv2

1+uv −
βûv̂2

1+ûv̂ + γv̂ − γv
)
dx

= −γ
∫

Ω
(v − v̂)2dx+ β

∫
Ω

(v − v̂)
(
uv2

1+uv −
uv̂2

1+uv̂ + uv̂2

1+uv̂ −
ûv̂2

1+ûv̂

)
dx

= −γ
∫

Ω
(v − v̂)2dx+ β

∫
Ω

(v−v̂)2(uv+uv̂+u2vv̂)
1+uv+uv̂+u2vv̂ dx+ β

∫
Ω
v̂2(u−û)(v−v̂)
(1+ûv̂)(1+uv̂)dx

≤ (β − γ)
∫

Ω
(v − v̂)2dx+ β

∫
Ω
v̂2(u−û)(v−v̂)
(1+ûv̂)(1+uv̂)dx

≤ (β − γ)
∫

Ω
(v − v̂)2dx+ β

2

∫
Ω
v̂2(u− û)2dx+ β

2

∫
Ω
v̂2(v − v̂)2dx,

respectively. It follows from the maximum principle [10] that

u ≤ 1. (3.3)

Furthermore, integrating the equations of system (3.2) gives

αγ

∫
Ω

vdx = β

∫
Ω

u(1− u)dx,

which, together with (3.3), implies

v̂ ≤ β

αγ
. (3.4)

Using (3.4) and the Poincaré inequality, we see that

d1

∫
Ω
|∇(u− û)|2dx+ d2

∫
Ω
|∇(v − v̂)|2dx

≤
(

1 + α
2 + β3

2α2γ2

) ∫
Ω

(u− û)2dx+
(
β − γ + α

2 + β3

2α2γ2

) ∫
Ω

(v − v̂)2dx

≤ 1
µ1

(
1 + α

2 + β3

2α2γ2

) ∫
Ω
|∇(u− û)|2dx+ 1

µ1

(
β − γ + α

2 + β3

2α2γ2

) ∫
Ω
|∇(v − v̂)|2dx.

Hence, we can conclude that when β > γ and d1, d2 > d∗, system (1.3) admits only
positive nonconstant steady states. This completes the proof.

4. Numerical simulations

Numerical simulations are conducted and Ω = (0, `π) is considered in this section.
We first take the parameters as in (2.17) and illustrate the solutions of system (1.3)
for P1 − P4, which are defined by (2.18) and shown in Figure 1(b). Figures 2 (a)
and (e) describe the stable constant positive steady state (u∗1, v

∗
1) = (0.6173, 0.54);

Figures 2 (b) and (f) illustrate the nonconstant positive steady state shaped like
cos 1

2x; (c) and (g) depict the nonconstant positive steady state shaped like cosx;
Figures 2 (d) and (h) show the nonconstant positive steady state shaped like cos 3

2x.
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Figure 2. (a) and (e) show the solution for P1; (b) and (f) show the solution for P2; (c) and (g) show
the solution for P3; (d) and (h) show the solution for P4. Here, P1−P4 are defined by (2.18) and shown
in Fig.1(b).

Then, it follows from Theorem 2.1 that for P1, E1(1, 0) and (u∗1, v
∗
1) = (0.6173, 0.54)

are both locally asymptotically stable, while for P2 − P4, E1(1, 0) and the stable
nonconstant positive steady states coexist. We note that which steady state the
solution will converge to depends on the choice of initial conditions.

Take α = 0.063, β = 0.75, γ = 0.5 and ` = 5. Numerical computation shows that

(u∗1, v
∗
1) = (0.3632, 5.5067), (u∗2, v

∗
2) = (0.8952, 2.2342) and γ(1+β−γ)

β+γ = 0.5. Thus,

we have u∗1 <
γ(1+β−γ)
β+γ . It follows from (2.9) that (u∗1, v

∗
1) is unstable. When d1 = 1

and d2 = 175, there exists a heteroclinic orbit between the unstable nonconstant
steady state shaped like cos 1

5x and the stable steady state E1(1, 0), as depicted in
Figure 3.

Figure 3. (a) and (d) show that the solution with an initial spatial mode like cos 1
5x eventually converges

to E1(1, 0); (b) and (e) are the short-term behaviour of (a) and (d), respectively, while (c) and (f) are
the long-term behaviour of (a) and (d), respectively.

5. Conclusion and discussion

Considering the random movement of the species in space, we introduce the self-
diffusion into the predator-prey model with hunting cooperation proposed by Conser
et al. [5]. We investigate diffusion-driven Turing instability and derive the conditions
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for Turing bifurcation to occur. Moreover, we take Ω = (0, `π) and depict Turing
bifurcation curves and stability region in the plane of the diffusion coefficients d1

and d2. It is well known that Turing instability usually occurs when the diffusive
rate of predator is larger than that of prey and much of the existing investigation
on Turing instability has focused on this case. In system (1.3), when the diffusive
rate of predator is larger than that of prey, Turing instability can not occur due to
the functional response involving hunting cooperation (1.1). Similar results are also
found in [3, 16,21,22].

When there is diffusion, we show that the semi-trivial steady state E1(1, 0)
remains locally asymptotically stable. Therefore, it is possible for the semi-trivial
steady state E1(1, 0) and the constant/nonconstant positive steady state to coexist.
More specifically, if the diffusive rate of predator is larger than the critical value
ζ(d1) defined by (2.7), then both the semi-trivial steady state and the constant
positive steady state are locally asymptotically stable, while if the diffusive rate of
predator is smaller than ζ(d1), the semi-trivial steady state and the nonconstant
positive steady state may coexist. Numerical simulations support these results and
nonconstant positive steady states with different spatial profiles are observed. By
the Lyapunov functional method, we demonstrate the global attractivity of E1(1, 0)
for β ≤ γ. Unfortunately, we can not extend this result to include the conditions

β > γ and α > 4β(β−γ)
27γ2 , under which E1(1, 0) is globally asymptotically stable in

the model without diffusion.
We also investigate the conditions under which nonconstant positive steady s-

tates don’t exist. From Theorem 3.1, we know that model (1.3) possesses no non-
constant positive steady states if either β ≤ γ, or β > γ and d1, d2 are both larger
than the critical value d∗ defined by (3.1). In addition, numerical simulations sug-
gest that for sufficient large d2, the nonconstant positive steady state is unstable
and evolves into the the semi-trivial steady state E1(1, 0) as time increases. This
is because if the predator spreads very quickly, the prey will be quickly consumed
and then the predator will be ultimately extinct due to lack of enough food.
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