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#### Abstract

In this paper, we studied a delayed host-generalist parasitoid model with Holling II functional response and diffusion term. The Turing instability and local stability are studied. The existence of Hopf bifurcation is investigated, and some explicit formulas for determining the bifurcation direction and the stability of the bifurcating periodic solution are derived by the theory of center manifold and normal form method. Some numerical simulations are carried out.
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## 1. Introduction

In many aspects, dynamics of population model has been studied $[1,4,5,16]$. Hostgeneralist parasitoids systems have gotten great attention in recent years. Because of the invasion of leafmicrolepidopteron attacking horse chestnut trees in Europe (in particular in France) [8], Magal et al. [3] investigated the following host-parasitoid model with Holling Type II functional response, that is

$$
\left\{\begin{array}{l}
\frac{d u(t)}{d t}=r_{1} u-\frac{r_{1} u^{2}}{K_{1}}-\frac{\xi u v}{1+\xi h u}  \tag{1.1}\\
\frac{d v(t)}{d t}=r_{2} v-\frac{r_{2} v^{2}}{K_{1}}+\frac{\gamma \xi u v}{1+\xi h u}
\end{array}\right.
$$

where $u(t)$ and $v(t)$ denote densities of the hosts(leafminers Cameraria orhidella) and generalist parasitoids (Minotetrastichus frontalis) at time $t$ respectively. $r_{1}$ is the intrinsic growth rate of the hosts in absence of parasitoids. $r_{2}$ represents the intrinsic growth rate of the parasitoids in absence of hosts. $K_{1}$ denotes the carrying capacity of the host population. $K_{2}$ denotes the carrying capacity of the parasitoid population. $\xi$ is the encounter rate of hosts and parasitoids. $\gamma$ is the conversion rate of parasitoids. $h$ describes the harvesting time. $r_{i}, K_{i}(i=1,2), \gamma, \xi, h$ are all positive constants. Magal et al. analyzed the number and stability of equilibria in system (1.1) and found out that the model always predicts persistence of the

[^0]parasitoid. Then, in [13], the author also considered bifurcation analysis of the following system with Holling Type II functional response. For simplicity, taking $\bar{u}=\frac{u}{K_{1}}, \bar{v}=\frac{r_{2} v}{r_{1} K_{2}}$, and $\bar{t}=r_{1} t$, then (1.1) can be rewritten in the following form (still denote $\bar{u}, \bar{v}, \bar{t}$ as $u, v, t$ respectively)
\[

\left\{$$
\begin{array}{l}
\frac{d u}{d t}=u\left(1-u-\frac{b v}{a+u}\right)  \tag{1.2}\\
\frac{d v}{d t}=v\left(\delta-v+\frac{c u}{a+u}\right)
\end{array}
$$\right.
\]

where

$$
a=\frac{1}{K_{1} \xi h}, b=\frac{K_{2}}{K_{1} r_{2} h}, c=\frac{\gamma}{r_{1} h}, \delta=\frac{r_{2}}{r_{1}} .
$$

The sufficient conditions were obtained to ensure that the equilibria are locally and globally asymptotically stable.

Time delay in population model with Holling II functional response may have significant impact on the underlying dynamics and many researchers have studied this effect $[2,7,9,11,14,15,17,18]$. Because of maturation time, capturing time, gestation time or other reasons, many different types of delays have been incorporated in population models. Considering the delay effect on the generalist parasitoid ,and the host and generalist parasitoid are non-homogeneous in the space. We study the following model

$$
\begin{cases}\frac{\partial u(x, t)}{\partial t}=d_{1} \Delta u+u-u^{2}-\frac{b u v}{a+u}, & x \in(0, l \pi), t>0  \tag{1.3}\\ \frac{\partial v(x, t)}{\partial t}=d_{2} \Delta v+v\left(\delta-v+\frac{c u(t-\tau)}{a+u(t-\tau)}\right), & x \in(0, l \pi), t>0 \\ u_{x}(0, t)=v_{x}(0, t)=0, u_{x}(l \pi, t)=v_{x}(l \pi, t)=0, t>0 \\ u(x, \theta)=u_{0}(x, \theta) \geq 0, v(x, \theta)=v_{0}(x, \theta) \geq 0, & x \in[0, l \pi], \theta \in[-\tau, 0]\end{cases}
$$

where $d_{1}$ and $d_{2}$ are the diffusion coefficients of prey and predator respectively. The aim of this article is to study the local stability and Hopf bifurcation of the unique positive equilibrium for the system (1.3) by using $\tau$ as a parameter.

The rest of this paper is organized as follows: In Section 2, we study the local stability, Turing instability and the occurrence of Hopf bifurcation. In Section 3, we study the direction and stability of spatial Hopf bifurcation. In Section 4, we present some numerical simulations to illustrate the established results. Finally, a summarization is given in Section 5.

## 2. Analysis of the characteristic equations

By analyzing the associated characteristic equation at $P=\left(u_{0}, v_{0}\right)$, we investigate the stability and instability of $P=\left(u_{0}, v_{0}\right)$ for system (1.3). Denote

$$
\begin{aligned}
& u_{1}(t)=u(\cdot, t), \quad u_{2}(t)=v(\cdot, t), \quad U=\left(u_{1}, u_{2}\right)^{T} \\
& X=C\left([0, l \pi], \mathbb{R}^{2}\right), \quad \text { and } \mathscr{C}_{\tau}:=C([-\tau, 0], X)
\end{aligned}
$$

Linearizing system (1.3) at $P=\left(u_{0}, v_{0}\right)$, we have

$$
\begin{equation*}
\dot{U}=\mathbb{D} \Delta U(t)+L\left(U_{t}\right) \tag{2.1}
\end{equation*}
$$

where
$\mathbb{D}=\left(\begin{array}{cc}d_{1} & 0 \\ 0 & d_{2}\end{array}\right), \quad \operatorname{dom}(\mathbb{D} \Delta)=\left\{(u, v)^{T}: u, v \in C^{2}\left([0, l \pi], \mathbb{R}^{2}\right), u_{x}, v_{x}=0, x=0, l \pi\right\}$,
and $L: \mathscr{C}_{\tau} \mapsto X$ is defined by

$$
L\left(\phi_{t}\right)=L_{1} \phi(0)+L_{2} \phi(-\tau)
$$

for $\phi=\left(\phi_{1}, \phi_{2}\right)^{T} \in \mathscr{C}_{\tau}$ with

$$
\begin{gather*}
L_{1}=\left(\begin{array}{cc}
A & B \\
0 & D
\end{array}\right), \quad L_{2}=\left(\begin{array}{cc}
0 & 0 \\
C & 0
\end{array}\right), \\
\phi(t)=\left(\phi_{1}(t), \phi_{2}(t)\right)^{T}, \quad \phi(t)(\cdot)=\left(\phi_{1}(t+\cdot), \phi_{2}(t+\cdot)\right)^{T} . \\
A:=\frac{u_{0}\left(1-a-2 u_{0}\right)}{a+u_{0}}, \quad B:=\frac{-b u_{0}}{\left(a+u_{0}\right)}<0, \quad C:=\frac{a c v_{0}}{\left(a+u_{0}\right)^{2}}>0, \quad D:=-v_{0}<0 \tag{2.2}
\end{gather*}
$$

From Wu [12], we obtain that the characteristic equation for liner system (2.1) is

$$
\begin{equation*}
\lambda y-d \Delta y-L\left(e^{\lambda} y\right)=0, \quad y \in \operatorname{dom}(d \Delta), \quad y \neq 0 \tag{2.3}
\end{equation*}
$$

It is well-known that the eigenvalue problem

$$
-\varphi^{\prime \prime}=\mu \varphi, \quad x \in(0, l \pi) ; \quad \varphi^{\prime}(0)=\varphi^{\prime}(l \pi)=0
$$

has eigenvalues $\mu_{n}=n^{2} / l^{2}(n=0,1, \cdots)$ with corresponding eigenfunctions

$$
\varphi_{n}(x)=\cos \frac{n \pi}{l}, \quad n=0,1, \cdots
$$

Substituting

$$
y=\sum_{n=0}^{\infty}\binom{y_{1 n}}{y_{2 n}} \cos \frac{n \pi}{l}
$$

into the characteristic equation (2.3), it follows that

$$
\left(\begin{array}{cc}
A-\frac{d_{1} n^{2}}{l^{2}} & B \\
C e^{-\lambda \tau} & D-\frac{d_{2} n^{2}}{l^{2}}
\end{array}\right)\binom{y_{1 n}}{y_{2 n}}=\lambda\binom{y_{1 n}}{y_{2 n}}, n=0,1, \cdots
$$

Therefore, the characteristic equation (2.3) is equivalent to

$$
\begin{equation*}
\Delta_{n}(\lambda, \tau)=\lambda^{2}+\lambda A_{n}+B_{n}-B C e^{-\lambda \tau}=0 \tag{2.4}
\end{equation*}
$$

where

$$
A_{n}=\left(d_{1}+d_{2}\right) \frac{n^{2}}{l^{2}}-A-D, \quad B_{n}=d_{2} d_{2} \frac{n^{4}}{l^{4}}-\left(d_{1} D+d_{2} A\right) \frac{n^{2}}{l^{2}}+A D
$$

We make the following hypothesis,

$$
\begin{equation*}
(\mathbf{H}) \quad A D-B C>0, \quad A+D<0 . \tag{2.5}
\end{equation*}
$$

### 2.1. Non-delay model

When $\tau=0$, the characteristic reduces to the following equation.

$$
\begin{equation*}
\lambda^{2}-T_{n} \lambda+D_{n}=0, \quad n \in \mathcal{N}_{0} \tag{2.6}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
T_{n}=A+D-\left(d_{1}+d_{2}\right) \frac{n^{2}}{l^{2}} \\
D_{n}=d_{1} d_{2} \frac{n^{4}}{l^{4}}-\left(d_{2} A+d_{1} D\right) \frac{n^{2}}{l^{2}}+A D-B C
\end{array}\right.
$$

and the eigenvalues are given by

$$
\begin{equation*}
\lambda_{i}^{n}(r)=\frac{T_{n} \pm \sqrt{T_{n}^{2}-4 D_{n}}}{2}, \quad n \in \mathcal{N}_{0} \tag{2.7}
\end{equation*}
$$

Define some parameters $q=\frac{d_{2} A+d_{1} D}{2 d_{1} d_{2}}, \Delta=\left(d_{2} A-d_{1} D\right)^{2}+4 d_{1} d_{2} B C$, and

$$
\begin{equation*}
p_{ \pm}=\frac{\left(d_{2} A+d_{1} D\right) \pm \sqrt{\left(d_{2} A+d_{1} D\right)^{2}-4 d_{1} d_{2}(A D-B C)}}{2 d_{1} d_{2}} \tag{2.8}
\end{equation*}
$$

Theorem 2.1. Suppose $d_{1}=d_{2}=0, \tau=0$, and $(\mathbf{H})$ hold, then the equilibrium $\left(u_{0}, v_{0}\right)$ is locally asymptotically stable.

Theorem 2.2. Suppose $d_{1}>0, d_{2}>0, \tau=0$, and $(\mathbf{H})$ hold. For the model (1.3), the following statements are true.
(i) If $q \leq 0$, then the equilibrium $\left(u_{0}, v_{0}\right)$ is locally asymptotically stable.
(ii) If $q>0, \Delta<0$, then the equilibrium $\left(u_{0}, v_{0}\right)$ is locally asymptotically stable.
(iii) If $q>0, \Delta>0$ and there is no $k \in \mathcal{N}$ such that $\frac{n^{2}}{l^{2}} \in\left(p_{-}, p_{+}\right)$, then the equilibrium $\left(u_{0}, v_{0}\right)$ is locally asymptotically stable.
(iv) If $q>0, \Delta>0$ and there is a $k \in \mathcal{N}$ such that $\frac{n^{2}}{l^{2}} \in\left(p_{-}, p_{+}\right)$, then the equilibrium $\left(u_{0}, v_{0}\right)$ is Turing unstable.

Proof. By direct calculation, we can obtain $T_{n}<0$ and $D_{n}>0$ for $q \leq 0$. This means that all eigenvalues have negative real parts. Then, the equilibrium $\left(u_{0}, v_{0}\right)$ is locally asymptotically stable (statement (i) is true). Similarly, statements (i)(iii) are also true. If conditions in statement (iv) hold, then there is at least one eigenvalue root with positive real part. Then, the equilibrium ( $u_{0}, v_{0}$ ) is Turing unstable.

Fix the following parameters

$$
\begin{equation*}
d_{1}=0.01, d_{2}=1, a=0.12, b=1.6, c=0.3, \delta=0.1 \tag{2.9}
\end{equation*}
$$

We choose $P\left(u_{0}, v_{0}\right) \approx(0.014,0.13)$, and $(\mathbf{H})$ is satisfied. If we choose $a=0.12$, then $P\left(u_{0}, v_{0}\right)$ is Turing unstable (shown in Figure 1).

### 2.2. Delay model

If one of conditions (i-iii) in Theorem 2.2 and $(\mathbf{H})$ hold, we can easily verify that $\Delta_{n}(0, \tau)=B_{n}-B C=D_{n}>0$. Then, the following lemma holds.


Figure 1. The numerical simulations of system (1.3) with $\tau=0$ and the initial condition at ( $0.014,0.13$ ). Left: component $u$ (Stable). Right: component $v$ (Stable).

Lemma 2.1. Suppose one of conditions (i-iii) in Theorem 2.2 and $(\mathbf{H})$ hold, then $\lambda=0$ is not a root of equation (2.4) for any $n \in \mathbb{N}_{0}$.

Lemma 2.2. Suppose one of conditions (i-iii) in Theorem 2.2 and $(\mathbf{H})$ hold, if $\mathbb{S} \neq \emptyset$, then (2.4) has a pair of purely imaginary roots $\pm i \omega_{n} \quad(n \in \mathbb{S})$ at

$$
\begin{equation*}
\tau_{n}^{j}=\tau_{n}^{0}+\frac{2 j \pi}{\omega_{n}}, j=0,1,2, \cdots \tag{2.10}
\end{equation*}
$$

where

$$
\begin{gather*}
\tau_{n}^{0}=\frac{1}{\omega_{n}} \arccos \frac{-\omega_{n}^{2}+B_{n}}{B C}  \tag{2.11}\\
\omega_{n}=\sqrt{\frac{1}{2}\left[-\left(A_{n}^{2}-2 B_{n}\right)+\sqrt{\left(A_{n}^{2}-2 B_{n}\right)^{2}-4\left(B_{n}^{2}-B^{2} C^{2}\right)}\right]} \tag{2.12}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathbb{S}=\left\{n \left\lvert\, d_{1} d_{2} \frac{n^{4}}{l^{4}}-\left(d_{1} D+d_{2} A\right) \frac{n^{2}}{l^{2}}+A D+B C<0\right., n \in \mathbb{N}_{0}\right\} \tag{2.13}
\end{equation*}
$$

Proof. $\quad i \omega$ is a root of (2.4), if and only if $\omega$ satisfies

$$
-\omega^{2}+i \omega A_{n}+B_{n}-B C(\cos \omega \tau-i \sin \omega \tau)=0
$$

Then, we have

$$
\left\{\begin{array}{l}
-\omega^{2}+B_{n}-B C \cos \omega \tau=0 \\
\omega A_{n}+B C \sin \omega \tau=0
\end{array}\right.
$$

which lead to

$$
\begin{equation*}
\omega^{4}+\omega^{2}\left(A_{n}^{2}-2 B_{n}\right)+B_{n}^{2}-B^{2} C^{2}=0 \tag{2.14}
\end{equation*}
$$

Let $z=\omega^{2}$, then (2.14) can be rewritten into the following form

$$
\begin{equation*}
z^{2}+z\left(A_{n}^{2}-2 B_{n}\right)+B_{n}^{2}-B^{2} C^{2}=0 \tag{2.15}
\end{equation*}
$$

and its roots are given by

$$
z_{ \pm}=\frac{1}{2}\left[-\left(A_{n}^{2}-2 B_{n}\right) \pm \sqrt{\left(A_{n}^{2}-2 B_{n}\right)^{2}-4\left(B_{n}^{2}-B^{2} C^{2}\right)}\right]
$$

If one of conditions (i-iii) in Theorem 2.2 and (H) hold, we have

$$
A_{n}^{2}-2 B_{n}=\left(d_{1} \frac{n^{2}}{l^{2}}-A\right)^{2}+\left(d_{2} \frac{n^{2}}{l^{2}}-D\right)^{2}>0
$$

and

$$
B_{n}-B C=D_{n}>0
$$

By direct computation, we have

$$
B_{n}+B C=d_{1} d_{2} \frac{n^{4}}{l^{4}}-\left(d_{1} D+d_{2} A\right) \frac{n^{2}}{l^{2}}+A D+B C
$$

For $n \in \mathbb{S}, B_{n}+B C<0$, then $\operatorname{Eq}(2.15)$ has a positive root $z_{+}$. Based on the discussion above, the statement hold, and $\omega_{n}=\sqrt{z_{+}}$.

Let $\lambda_{n}(\tau)=\alpha_{n}(\tau)+i \omega_{n}(\tau)$ be the root of (2.4) satisfying $\alpha_{n}\left(\tau_{n}^{j}\right)=0$ and $\omega_{n}\left(\tau_{n}^{j}\right)=\omega_{n}$ when $\tau$ is close to $\tau_{n}^{j}$. Then, we have the following transversality condition.

Lemma 2.3. Suppose one of conditions (i-iii) in Theorem 2.2 and (H) hold. Then,

$$
\alpha_{n}^{\prime}\left(\tau_{n}^{j}\right)=\left.\frac{d \lambda}{d \tau}\right|_{\tau=\tau_{n}^{j}}>0 \text { for } n \in \mathbb{S} \text { and } j \in \mathbb{N}_{0}
$$

Proof. Differentiating two sides of (2.4) with respect $\tau$, we have

$$
\left(\frac{d \lambda}{d \tau}\right)^{-1}=-\frac{2 \lambda+A_{n}+\tau B C e^{-\lambda \tau}}{\lambda B C e^{-\lambda \tau}}
$$

Then,

$$
\operatorname{Re}\left(\frac{d \lambda}{d \tau}\right)_{\tau=\tau_{n}^{j}}^{-1}=\frac{A_{n}^{2}-2 B_{n}+2 \omega_{n}^{2}}{B^{2} C^{2}}=\frac{\sqrt{\left(A_{n}^{2}-2 B_{n}\right)^{2}-4\left(B_{n}^{2}-B^{2} C^{2}\right)}}{B^{2} C^{2}}>0
$$

Therefore, $\alpha_{n}^{\prime}\left(\tau_{n}^{j}\right)>0$.
Notice that $\tau_{m}^{j}=\tau_{n}^{k}$, for some $m \neq n$ may occur. In this paper, we do not consider this case. In other words, we consider

$$
\tau \in \mathcal{D}:=\left\{\tau_{n}^{j}: \tau_{m}^{j} \neq \tau_{n}^{k}, m \neq n, m, n \in \mathbb{S}, j, k \in \mathbb{N}_{0}\right\}
$$

Define $\tau_{*}=\min \{\tau \in \mathcal{D}\}$. According to the above analysis, we have the following theorem.

Theorem 2.3. For system (1.3), suppose one of conditions (i-iii) in Theorem 2.2 and $(\mathbf{H})$ hold, then the following statements are true.
(i) If $\mathbb{S}=\emptyset$, then the equilibrium $P\left(u_{0}, v_{0}\right)$ is locally asymptotically stable for $\tau \geq 0$.
(ii) If $\mathbb{S} \neq \emptyset, \tau \in\left[0, \tau_{*}\right)$, then the equilibrium $P\left(u_{0}, v_{0}\right)$ is locally asymptotically stable, and unstable for $\tau>\tau_{*}$.
(iii) $\tau=\tau_{0}^{j}\left(j \in \mathbb{N}_{0}\right)$ are Hopf bifurcation values of system (1.3),
and the bifurcating periodic solutions are spatially homogeneous, which coincide with the periodic solutions of the corresponding FDE system; when $\tau \in \mathcal{D} /\left\{\tau_{0}^{k}: k \in \mathbb{N}_{0}\right\}$, system (1.3) also undergoes a Hopf bifurcation and the bifurcating periodic solutions are spatially non-homogeneous.

## 3. Direction and stability of spatial Hopf bifurcation

In this section, we shall study the direction of Hopf bifurcation and stability of the bifurcating periodic solution by applying center manifold theorem and normal form theorem of partial functional differential equations [6,10,12]. For fixed $j \in \mathbb{N}_{0}$ and $n \in \mathbb{S}$, we denote $\tilde{\tau}=\tau_{n}^{j}$. Let $\tilde{u}(x, t)=u(x, \tau t)-u_{0}$ and $\tilde{v}(x, t)=v(x, \tau t)-v_{0}$. For convenience, we drop the tilde. Then, the system (1.3) can be transformed into

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\tau\left[d_{1} \Delta u+u+u_{0}-\left(u+u_{0}\right)^{2}-\frac{b\left(u+u_{0}\right)\left(v+v_{0}\right)}{a+\left(u+u_{0}\right)}\right]  \tag{3.1}\\
\frac{\partial v}{\partial t}=\tau\left[d_{2} \Delta v+\delta\left(v+v_{0}\right)-\left(v+v_{0}\right)^{2}+\frac{c\left(u(t-1)+u_{0}\right)\left(v+v_{0}\right)}{a+\left(u(t-1)+u_{0}\right)}\right]
\end{array}\right.
$$

for $x \in(0, l \pi)$, and $t>0$. Let

$$
\tau=\tilde{\tau}+\mu, \quad u_{1}(t)=u(\cdot, t), \quad u_{2}(t)=v(\cdot, t) \quad \text { and } \quad U=\left(u_{1}, u_{2}\right)^{T}
$$

Then, (3.1) can be rewritten in an abstract form in the phase space $\mathscr{C}_{1}:=C([-1,0], X)$

$$
\begin{equation*}
\frac{d U(t)}{d t}=\tilde{\tau} D \Delta U(t)+L_{\tilde{\tau}}\left(U_{t}\right)+F\left(U_{t}, \mu\right) \tag{3.2}
\end{equation*}
$$

where $L_{\mu}(\phi)$ and $F(\phi, \mu)$ are defined by

$$
\begin{align*}
L_{\mu}(\phi) & =\mu\binom{A \phi_{1}(0)+B \phi_{2}(0)}{C \phi_{1}(-1)+D \phi_{2}(0)}  \tag{3.3}\\
F(\phi, \mu) & =\mu D \Delta \phi+L_{\mu}(\phi)+f(\phi, \mu) \tag{3.4}
\end{align*}
$$

with
$f(\phi, \mu)=(\tilde{\tau}+\mu)\left(F_{1}(\phi, \mu), F_{2}(\phi, \mu)\right)^{T}$,
$F_{1}(\phi, \mu)=\phi_{1}(0)+u_{0}-\left(\phi_{1}(0)+u_{0}\right)^{2}-\frac{b\left(\phi_{1}(0)+u_{0}\right)\left(\phi_{2}(0)+v_{0}\right)}{a+\left(\phi_{1}(0)+u_{0}\right)}-A \phi_{1}(0)-B \phi_{2}(0)$,
$F_{2}(\phi, \mu)=\delta\left(\phi_{2}(0)+v_{0}\right)-\left(\phi_{2}(0)+v_{0}\right)^{2}+\frac{c\left(\phi_{1}(-1)+u_{0}\right)\left(\phi_{2}(0)+v_{0}\right)}{a+\left(\phi_{1}(-1)+u_{0}\right)^{2}}-C \phi_{1}(-1)-D \phi_{2}(0)$.
respectively, for $\phi=\left(\phi_{1}, \phi_{2}\right)^{T} \in \mathscr{C}_{1}$.
Consider the linear equation

$$
\begin{equation*}
\frac{d U(t)}{d t}=\tilde{\tau} D \Delta U(t)+L_{\tilde{\tau}}\left(U_{t}\right) \tag{3.5}
\end{equation*}
$$

According to the results in Section 2, we know that $\Lambda_{n}:=\left\{i \omega_{n} \tilde{\tau},-i \omega_{n} \tilde{\tau}\right\}$ are characteristic values of system (3.5) and the liner functional differential equation

$$
\begin{equation*}
\frac{d z(t)}{d t}=-\tilde{\tau} D \frac{n^{2}}{l^{2}} z(t)+L_{\tilde{\tau}}\left(z_{t}\right) \tag{3.6}
\end{equation*}
$$

By Riesz representation theorem, there exists a $2 \times 2$ matrix function $\eta^{n}(\sigma, \tilde{\tau})-1 \leq$ $\sigma \leq 0$, whose elements are of bounded variation functions such that

$$
-\tilde{\tau} D \frac{n^{2}}{l^{2}} \phi(0)+L_{\tilde{\tau}}(\phi)=\int_{-1}^{0} d \eta^{n}(\sigma, \tau) \phi(\sigma)
$$

for $\phi \in C\left([-1,0], \mathbb{R}^{2}\right)$.
In fact, we can choose

$$
\eta^{n}(\sigma, \tau)= \begin{cases}\tau E & \sigma=0  \tag{3.7}\\ 0 & \sigma \in(-1,0) \\ -\tau F & \sigma=-1\end{cases}
$$

where

$$
E=\left(\begin{array}{ll}
A-d_{1} \frac{n^{2}}{l^{2}} & B  \tag{3.8}\\
0 & D-d_{2} \frac{n^{2}}{l^{2}}
\end{array}\right), \quad \quad F=\left(\begin{array}{ll}
0 & 0 \\
C & 0
\end{array}\right)
$$

Let $A(\tilde{\tau})$ denote the infinitesimal generators of semigroup included by the solutions of equation (3.6) and $A^{*}$ be the formal adjoint of $A(\tilde{\tau})$ under the bilinear paring

$$
\begin{align*}
(\psi, \phi) & =\psi(0) \phi(0)-\int_{-1}^{0} \int_{\xi=0}^{\sigma} \psi(\xi-\sigma) d \eta^{n}(\sigma, \tilde{\tau}) \phi(\xi) d \xi  \tag{3.9}\\
& =\psi(0) \phi(0)+\tilde{\tau} \int_{-1}^{0} \psi(\xi+1) F \phi(\xi) d \xi
\end{align*}
$$

for $\phi \in C\left([-1,0], \mathbb{R}^{2}\right), \psi \in C\left([-1,0], \mathbb{R}^{2}\right) . A(\tilde{\tau})$ has a pair of simple purely imaginary eigenvalues $\pm i \omega_{n} \tilde{\tau}$, and they are also eigenvalues of $A^{*}$. Let $P$ and $P^{*}$ be the center subspace, that is, the generalized eigenspace of $A(\tilde{\tau})$ and $A^{*}$ associated with $\Lambda_{n}$ respectively. Then, $P^{*}$ is the adjoint space of $P$ and $\operatorname{dim} P=\operatorname{dim} P^{*}=2$.

It can be verified that $p_{1}(\theta)=(1, \xi)^{T} e^{i \omega_{n} \tilde{\tau} \sigma} \quad(\sigma \in[-1,0]), \quad p_{2}(\sigma)=\overline{p_{1}(\sigma)}$ is a basis of $A(\tilde{\tau})$ with $\Lambda_{n}$ and $q_{1}(r)=(1, \eta) e^{-i \omega_{n} \tilde{\tau} r} \quad(r \in[0,1]), \quad q_{2}(r)=\overline{q_{1}(r)}$ is a basis of $A^{*}$ with $\Lambda_{n}$, where
$\xi=\frac{1}{B}\left(A-\frac{d_{1} n^{2}}{l^{2}}-i \omega_{n}\right)=\frac{c e^{-i \tilde{\tau} \omega_{n}}}{i \omega_{n}+\frac{d_{2} n^{2}}{l^{2}}-D}, \eta=\frac{B}{i \omega_{n}-d_{2} \frac{n^{2}}{l^{2}}+D}=\frac{-i \omega_{n}-A+\frac{d_{1} n^{2}}{l^{2}}}{c e^{i \tilde{\tau} \omega_{n}}}$.
Let $\Phi=\left(\Phi_{1}, \Phi_{2}\right)$ and $\Psi^{*}=\left(\Psi_{1}^{*}, \Psi_{2}^{*}\right)^{T}$ with
$\Phi_{1}(\sigma)=\frac{p_{1}(\sigma)+p_{2}(\sigma)}{2}=\binom{\operatorname{Re}\left(e^{i \omega_{n} \tilde{\tau} \sigma}\right)}{\operatorname{Re}\left(\xi \mathrm{e}^{i \omega_{n} \tilde{\tau} \sigma}\right)}=\binom{\cos \left(\omega_{n} \tilde{\tau} \sigma\right)}{\frac{1}{B}\left(A-d_{1} \frac{n^{2}}{l^{2}}\right) \cos \sigma \tilde{\tau} \omega_{n}+\frac{\omega_{n}}{B} \sin \sigma \tilde{\tau} \omega_{n}}$,
$\Phi_{2}(\sigma)=\frac{p_{1}(\sigma)-p_{2}(\sigma)}{2 i}=\binom{\operatorname{Im}\left(e^{i \omega_{n} \tilde{\tau} \sigma}\right)}{\operatorname{Im}\left(\xi \mathrm{e}^{i \omega_{n} \tilde{\tau} \sigma}\right)}=\binom{\sin \left(\omega_{n} \tilde{\tau} \sigma\right)}{-\frac{\omega_{n}}{B} \cos \sigma \tilde{\tau} \omega_{n}-\frac{1}{B}\left(d_{1} \frac{n^{2}}{l^{2}}-A\right) \sin \sigma \tilde{\tau} \omega_{n}}$,
for $\theta \in[-1,0]$, and
$\Psi_{1}^{*}(r)=\frac{q_{1}(r)+q_{2}(r)}{2}=\binom{\operatorname{Re}\left(e^{-i \omega_{n} \tilde{\tau} \mathrm{r}}\right)}{\operatorname{Re}\left(\eta \mathrm{e}^{-i \omega_{n} \tilde{\tau} \mathrm{r}}\right)}=\binom{\cos \left(\omega_{n} \tilde{\tau} r\right)}{\frac{1}{B} \cos \left(\omega_{n} \tilde{\tau} r\right)\left(A-d_{1} \frac{n^{2}}{l^{2}}\right)-\frac{1}{B} \omega_{n} \sin r \tilde{\tau} \omega_{n}}$,
$\Psi_{2}^{*}(r)=\frac{q_{1}(r)-q_{2}(r)}{2 i}=\binom{\operatorname{Im}\left(e^{-i \omega_{n} \tilde{r} r}\right)}{\operatorname{Im}\left(\eta \mathrm{e}^{-i \omega_{n} \tilde{\tau} \mathrm{r}}\right)}=\binom{-\sin \left(\omega_{n} \tilde{\tau} r\right)}{\frac{\omega_{n}}{B} \cos r \tilde{\tau} \omega_{n}+\frac{1}{B}\left(A-d_{1} \frac{n^{2}}{l^{2}}\right) \sin r \tilde{\tau} \omega_{n}}$,
for $r \in[0,1]$. Then, we can compute by (3.9)

$$
D_{1}^{*}:=\left(\Psi_{1}^{*}, \Phi_{1}\right), D_{2}^{*}:=\left(\Psi_{1}^{*}, \Phi_{2}\right), D_{3}^{*}:=\left(\Psi_{2}^{*}, \Phi_{1}\right), D_{4}^{*}:=\left(\Psi_{2}^{*}, \Phi_{2}\right)
$$

Define $\left(\Psi^{*}, \Phi\right)=\left(\Psi_{j}^{*}, \Phi_{k}\right)=\left(\begin{array}{cc}D_{1}^{*} & D_{2}^{*} \\ D_{3}^{*} & D_{4}^{*}\end{array}\right)$ and construct a new basis $\Psi$ for $P^{*}$ by

$$
\Psi=\left(\Psi_{1}, \Psi_{2}\right)^{T}=\left(\Psi^{*}, \Phi\right)^{-1} \Psi^{*}
$$

Then, $(\Psi, \Phi)=I_{2}$. In addition, define $f_{n}:=\left(\beta_{n}^{1}, \beta_{n}^{2}\right)$, where

$$
\beta_{n}^{1}=\binom{\cos \frac{n}{l} x}{0}, \quad \beta_{n}^{2}=\binom{0}{\cos \frac{n}{l} x}
$$

We also define

$$
c \cdot f_{n}=c_{1} \beta_{n}^{1}+c_{2} \beta_{n}^{2}, \text { for } c=\left(c_{1}, c_{2}\right)^{T} \in \mathscr{C}_{1} .
$$

Thus, the center subspace of linear equation (3.5) is given by $P_{C N} \mathscr{C}_{1} \oplus P_{S} \mathscr{C}_{1}$ and $P_{S} \mathscr{C}_{1}$ denotes the complement subspace of $P_{C N} \mathscr{C}_{1}$ in $\mathscr{C}_{1}$,

$$
<u, v>:=\frac{1}{l \pi} \int_{0}^{l \pi} u_{1} \overline{v_{1}} d x+\frac{1}{l \pi} \int_{0}^{l \pi} u_{2} \overline{v_{2}} d x
$$

for $u=\left(u_{1}, u_{2}\right), v=\left(v_{1}, v_{2}\right), u, v \in X$ and $<\phi, f_{0}>=\left(<\phi, f_{0}^{1}>,<\phi, f_{0}^{2}>\right)^{T}$. Let $A_{\tilde{\tau}}$ denote the infinitesimal generator of an analytic semigroup induced by the linear system (3.5), and equation (3.1) can be rewritten as the following abstract form

$$
\begin{equation*}
\frac{d U(t)}{d t}=A_{\tilde{\tau}} U_{t}+R\left(U_{t}, \mu\right) \tag{3.10}
\end{equation*}
$$

where

$$
R\left(U_{t}, \mu\right)= \begin{cases}0, & \theta \in[-1,0)  \tag{3.11}\\ F\left(U_{t}, \mu\right), & \theta=0\end{cases}
$$

By the decomposition of $\mathscr{C}_{1}$, the solution above can be written as

$$
\begin{equation*}
U_{t}=\Phi\binom{x_{1}}{x_{2}} f_{n}+h\left(x_{1}, x_{2}, \mu\right) \tag{3.12}
\end{equation*}
$$

where

$$
\binom{x_{1}}{x_{2}}=\left(\Psi,<U_{t}, f_{n}>\right)
$$

and

$$
h\left(x_{1}, x_{2}, \mu\right) \in P_{S} \mathscr{C}_{1}, \quad h(0,0,0)=0, \quad \operatorname{Dh}(0,0,0)=0
$$

In particular, the solution of (3.2) on the center manifold is given by

$$
\begin{equation*}
U_{t}=\Phi\binom{x_{1}(t)}{x_{2}(t)} f_{n}+h\left(x_{1}, x_{2}, 0\right) \tag{3.13}
\end{equation*}
$$

Let $z=x_{1}-i x_{2}$, and notice that $p_{1}=\Phi_{1}+i \Phi_{2}$. Then we have

$$
\Phi\binom{x_{1}}{x_{2}} f_{n}=\left(\Phi_{1}, \Phi_{2}\right)\binom{\frac{z+\bar{z}}{2}}{\frac{i(z-\bar{z})}{2}} f_{n}=\frac{1}{2}\left(p_{1} z+\overline{p_{1} z}\right) f_{n}
$$

and

$$
h\left(x_{1}, x_{2}, 0\right)=h\left(\frac{z+\bar{z}}{2}, \frac{i(z-\bar{z})}{2}, 0\right)
$$

Hence, equation (3.13) can be transformed into

$$
\begin{align*}
U_{t} & =\frac{1}{2}\left(p_{1} z+\overline{p_{1} z}\right) f_{n}+h\left(\frac{z+\bar{z}}{2}, \frac{i(z-\bar{z})}{2}, 0\right)  \tag{3.14}\\
& =\frac{1}{2}\left(p_{1} z+\overline{p_{1} z}\right) f_{n}+W(z, \bar{z})
\end{align*}
$$

where

$$
W(z, \bar{z})=h\left(\frac{z+\bar{z}}{2}, \frac{i(z-\bar{z})}{2}, 0\right)
$$

From [12], $z$ satisfies

$$
\begin{equation*}
\dot{z}=i \omega_{n} \tilde{\tau} z+g(z, \bar{z}) \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
g(z, \bar{z})=\left(\Psi_{1}(0)-i \Psi_{2}(0)\right)<F\left(U_{t}, 0\right), f_{n}> \tag{3.16}
\end{equation*}
$$

Let

$$
\begin{align*}
W(z, \bar{z}) & =W_{20} \frac{z^{2}}{2}+W_{11} z \bar{z}+W_{02} \frac{\bar{z}^{2}}{2}+\cdots  \tag{3.17}\\
g(z, \bar{z}) & =g_{20} \frac{z^{2}}{2}+g_{11} z \bar{z}+g_{02} \frac{\bar{z}^{2}}{2}+\cdots \tag{3.18}
\end{align*}
$$

from equation (3.14) and (3.17), we have

$$
\begin{gathered}
u_{t}(0)=\frac{1}{2}(z+\bar{z}) \cos \left(\frac{n x}{l}\right)+W_{20}^{(1)}(0) \frac{z^{2}}{2}+W_{11}^{(1)}(0) z \bar{z}+W_{02}^{(1)}(0) \frac{\bar{z}^{2}}{2}+\cdots, \\
v_{t}(0)=\frac{1}{2}(\xi+\bar{\xi} \bar{z}) \cos \left(\frac{n x}{l}\right)+W_{20}^{(2)}(0) \frac{z^{2}}{2}+W_{11}^{(2)}(0) z \bar{z}+W_{02}^{(2)}(0) \frac{\bar{z}^{2}}{2}+\cdots, \\
u_{t}(-1)=\frac{1}{2}\left(z e^{-i \omega_{n} \tilde{\tau}}+\bar{z} e^{i \omega_{n} \tilde{\tau}}\right) \cos \left(\frac{n x}{l}\right)+W_{20}^{(1)}(-1) \frac{z^{2}}{2}+W_{11}^{(1)}(-1) z \bar{z}+W_{02}^{(1)}(-1) \frac{\bar{z}^{2}}{2}+\cdots,
\end{gathered}
$$

and

$$
\begin{align*}
\bar{F}_{1}\left(U_{t}, 0\right) & =\frac{1}{\tilde{\tau}} F_{1}=\frac{1}{2} f_{u u} u_{t}^{2}(0)+f_{u v} u_{t}(0) v_{t}(0)+\frac{1}{2} f_{v v} v_{t}^{2}(0) \\
& +\frac{1}{6} f_{u u u} u_{t}^{3}(0)+\frac{1}{2} f_{u u v} u_{t}^{2}(0) v_{t}(0)+\frac{1}{2} f_{u v v} u_{t}(0) v_{t}^{2}(0)+\frac{1}{6} f_{v v v} v_{t}^{3}(0)+O(4) \tag{3.19}
\end{align*}
$$

$$
\begin{align*}
\bar{F}_{2}\left(U_{t}, 0\right) & =\frac{1}{\tilde{\tau}} F_{2}=\frac{1}{2} g_{u u} u_{t}^{2}(-1)+g_{u v} u_{t}(-1) v_{t}(0)+\frac{1}{2} g_{v v} v_{t}^{2}(0) \\
& +\frac{1}{6} g_{u u u} u_{t}^{3}(-1)+\frac{1}{6} g_{u u v} u_{t}^{2}(-1) v_{t}(0)+\frac{1}{6} g_{u v v} u_{t}(-1) v_{t}^{2}(0)+\frac{1}{6} g_{v v v} v_{t}^{3}(0) \tag{3.20}
\end{align*}
$$

$+O(4)$,
with

$$
\begin{aligned}
& f_{u u}=-2+\frac{2 a b v_{0}}{\left(a+u_{0}\right)^{3}}, \quad f_{u v}=-\frac{b a}{\left(a+u_{0}\right)^{3}}, \quad g_{u u}=\frac{2 c u_{0} v_{0}}{\left(a+u_{0}\right)^{3}}, \quad g_{u v}=-\frac{c u_{0}}{\left(a+u_{0}\right)^{2}}, \\
& f_{u u u}=-\frac{6 a b v_{0}}{\left(a+u_{0}\right)^{4}}, \quad f_{u u v}=\frac{2 b a}{\left(a+u_{0}\right)^{3}}, \quad g_{v v}=-2 \\
& f_{v v}=f_{u v v}=f_{v v v}=g_{u v v}=g_{v v v}=0 .
\end{aligned}
$$

Hence,

$$
\begin{align*}
& \bar{F}_{1}\left(U_{t}, 0\right)=\cos ^{2}\left(\frac{n x}{l}\right)\left(\frac{z^{2}}{2} \chi_{20}+z \bar{z} \chi_{11}+\frac{\bar{z}^{2}}{2} \bar{\chi}_{20}\right)+\frac{z^{2} \bar{z}}{2} \cos \frac{n x}{l} \varsigma_{11}+\frac{z^{2} \bar{z}}{2} \cos ^{3} \frac{n x}{l} \varsigma_{12} \\
&+\cdots,
\end{aligned} \begin{aligned}
& \bar{F}_{2}\left(U_{t}, 0\right)=\cos ^{2}\left(\frac{n x}{l}\right)\left(\frac{z^{2}}{2} \varrho_{20}+z \bar{z} \varrho_{11}+\frac{\bar{z}^{2}}{2} \bar{\varrho}_{20}\right)+\frac{z^{2} \bar{z}}{2} \cos \frac{n x}{l} \varsigma_{21}+\frac{z^{2} \bar{z}}{2} \cos ^{3} \frac{n x}{l} \varsigma_{22} \\
&+\cdots,  \tag{3.22}\\
&<F\left(U_{t}, 0\right), f_{n}>=\tilde{\tau}\left(\bar{F}_{1}\left(U_{t}, 0\right) f_{n}^{1}+\bar{F}_{2}\left(U_{t}, 0\right) f_{n}^{2}\right) \\
&=\frac{z^{2}}{2} \tilde{\tau}\binom{\chi_{20}}{\varsigma_{20}} \Gamma+z \bar{z} \tilde{\tau}\binom{\chi_{11}}{\varsigma_{11}} \Gamma+\frac{\bar{z}^{2}}{2} \tilde{\tau}\binom{\bar{\chi}_{20}}{\bar{\varsigma}_{20}} \Gamma+\frac{z^{2} \bar{z}}{2} \tilde{\tau}\binom{\kappa_{1}}{\kappa_{2}} \\
&+\cdots .
\end{align*}
$$

with

$$
\frac{1}{4} e^{i \tilde{\tau} \omega_{n}} \xi g_{u v}
$$

$$
\begin{align*}
& \Gamma=\frac{1}{l \pi} \int_{0}^{l \pi} \cos ^{3}\left(\frac{n x}{l}\right) d x \\
& \chi_{20}= \frac{1}{4}\left(f_{u u}+2 \xi f_{u v}\right), \quad \chi_{11}=\frac{1}{4}\left(f_{u u}+f_{u v}(\xi+\bar{\xi})\right) \\
& \varsigma_{11}= \frac{1}{2}\left(f_{u u}\left(2 W_{11}^{1}(0)+W_{20}^{1}(0)\right)+f_{u v}\left(2 \xi W_{11}^{1}(0)+2 W_{11}^{2}(0)+\bar{\xi} W_{20}^{1}(0)+W_{20}^{2}(0)\right)\right) \\
& \varsigma_{12}= \frac{1}{8}\left(f_{u u u}+f_{u u v}(\bar{\xi}+2 \xi)\right) \\
& \varrho_{20}= \frac{1}{4} e^{-2 i \tilde{\tau} \omega_{n}}\left(g_{u u}+e^{i \tilde{\tau} \omega_{n}} \xi 2 g_{u v}+g_{v v} \xi e^{i \tilde{\tau} \omega_{n}}\right), \quad \varrho_{11}=\frac{1}{4} g_{u u}+\frac{1}{4} e^{-i \tilde{\tau} \omega_{n}} \bar{\xi} g_{u v}+ \\
& \xi g_{u v} \\
& \varsigma_{21}= W_{11}^{1}(-1)\left(g_{u v} \xi+g_{u u} e^{-i \tilde{\tau} \omega_{n}}\right)+\frac{1}{2} W_{20}^{1}(-1)\left(\bar{\xi} g_{u v}+g_{u u} e^{i \tau \omega_{n}}\right) \\
&+W_{11}^{2}(0)\left(g_{v v} \xi+g_{u v} e^{-i \tilde{\tau} \omega_{n}}\right)+\frac{1}{2} W_{20}^{2}(0)\left(\bar{\xi} g_{v v}+g_{u v} e^{i \tilde{\tau} \omega_{n}}\right)  \tag{3.24}\\
& \varsigma_{22}= \frac{1}{8} e^{-2 i \tilde{\tau} \omega_{n}}\left(g_{u u u} e^{i \tilde{\tau} \omega_{n}}+\bar{\xi} g_{u u v}+2 g_{u u v} \xi e^{2 i \tilde{\tau} \omega_{n}}\right) .
\end{align*}
$$

$$
\kappa_{1}=\varsigma_{11} \frac{1}{l \pi} \int_{0}^{l \pi} \cos ^{2}\left(\frac{n x}{l}\right) d x+\varsigma_{12} \frac{1}{l \pi} \int_{0}^{l \pi} \cos ^{4}\left(\frac{n x}{l}\right) d x
$$

$$
\kappa_{2}=\varsigma_{21} \frac{1}{l \pi} \int_{0}^{l \pi} \cos ^{2}\left(\frac{n x}{l}\right) d x+\varsigma_{22} \frac{1}{l \pi} \int_{0}^{l \pi} \cos ^{4}\left(\frac{n x}{l}\right) d x
$$

Denote

$$
\Psi_{1}(0)-i \Psi_{2}(0):=\left(\begin{array}{ll}
\gamma_{1} & \gamma_{2}
\end{array}\right)
$$

Notice that

$$
\frac{1}{l \pi} \int_{0}^{l \pi} \cos ^{3}\left(\frac{n x}{l}\right) d x=0, \quad n=1,2,3, \cdots
$$

and we have

$$
\begin{align*}
& \left(\Psi_{1}(0)-i \Psi_{2}(0)\right)<F\left(U_{t}, 0\right), f_{n}>= \\
& \quad \frac{z^{2}}{2}\left(\gamma_{1} \chi_{20}+\gamma_{2} \varsigma_{20}\right) \Gamma \tilde{\tau}+z \bar{z}\left(\gamma_{1} \chi_{11}+\gamma_{2} \varsigma_{11}\right) \Gamma \tilde{\tau}+\frac{\bar{z}^{2}}{2}\left(\gamma_{1} \bar{\chi}_{20}+\gamma_{2} \bar{\varsigma}_{20}\right) \Gamma \tilde{\tau}  \tag{3.25}\\
& \quad+\frac{z^{2} \bar{z}}{2} \tilde{\tau}\left[\gamma_{1} \kappa_{1}+\gamma_{2} \kappa_{2}\right]+\cdots
\end{align*}
$$

Then, by (3.16), (3.18) and (3.25), we have $g_{20}=g_{11}=g_{02}=0$, for $n=1,2,3, \cdots$. If $n=0$, we have the following quantities:

$$
g_{20}=\gamma_{1} \tilde{\tau} \chi_{20}+\gamma_{2} \tilde{\tau} \varrho_{20}, \quad g_{11}=\gamma_{1} \tilde{\tau} \chi_{11}+\gamma_{2} \tilde{\tau} \varrho_{11}, \quad g_{02}=\gamma_{1} \tilde{\tau} \bar{\chi}_{20}+\gamma_{2} \tilde{\tau} \bar{\varrho}_{20}
$$

and for $n \in \mathbb{N}_{0}, g_{21}=\tilde{\tau}\left(\gamma_{1} \kappa_{1}+\gamma_{2} \kappa_{2}\right)$. Now, a complete description for $g_{21}$ depends on the algorithm for $W_{20}(\theta)$ and $W_{11}(\theta)$ for $\theta \in[-1,0]$ which we shall compute. From [12], we have

$$
\begin{gathered}
\dot{W}(z, \bar{z})=W_{20} z \dot{z}+W_{11} \dot{z} \bar{z}+W_{11} z \dot{\bar{z}}+W_{02} \bar{z} \dot{\bar{z}}+\cdots \\
A_{\tilde{\tau}} W(z, \bar{z})=A_{\tilde{\tau}} W_{20} \frac{z^{2}}{2}+A_{\tilde{\tau}} W_{11} z \bar{z}+A_{\tilde{\tau}} W_{02} \frac{\bar{z}^{2}}{2}+\cdots
\end{gathered}
$$

and $W(z, \bar{z})$ satisfies

$$
\dot{W}(z, \bar{z})=A_{\tilde{\tau}} W+H(z, \bar{z})
$$

where

$$
\begin{align*}
H(z, \bar{z}) & =H_{20} \frac{z^{2}}{2}+W_{11} z \bar{z}+H_{02} \frac{\bar{z}^{2}}{2}+\cdots  \tag{3.26}\\
& =X_{0} F\left(U_{t}, 0\right)-\Phi\left(\Psi,<X_{0} F\left(U_{t}, 0\right), f_{n}>\cdot f_{n}\right)
\end{align*}
$$

Hence, we have

$$
\begin{equation*}
\left(2 i \omega_{n} \tilde{\tau}-A_{\tilde{\tau}}\right) W_{20}=H_{20}, \quad-A_{\tilde{\tau}} W_{11}=H_{11}, \quad\left(-2 i \omega_{n} \tilde{\tau}-A_{\tilde{\tau}}\right) W_{02}=H_{02} \tag{3.27}
\end{equation*}
$$

that is

$$
\begin{equation*}
W_{20}=\left(2 i \omega_{n} \tilde{\tau}-A_{\tilde{\tau}}\right)^{-1} H_{20}, \quad W_{11}=-A_{\tilde{\tau}}^{-1} H_{11}, \quad W_{02}=\left(-2 i \omega_{n} \tilde{\tau}-A_{\tilde{\tau}}\right)^{-1} H_{02} \tag{3.28}
\end{equation*}
$$

By (3.25), we have that for $\theta \in[-1,0)$,

$$
\begin{aligned}
& H(z, \bar{z})=-\Phi(0) \Psi(0)<F\left(U_{t}, 0\right), f_{n}>\cdot f_{n} \\
& \quad=-\left(\frac{p_{1}(\theta)+p_{2}(\theta)}{2}, \frac{p_{1}(\theta)-p_{2}(\theta)}{2 i}\right)\binom{\Phi_{1}(0)}{\Phi_{2}(0)}<F\left(U_{t}, 0\right), f_{n}>\cdot f_{n} \\
& \quad=-\frac{1}{2}\left[p_{1}(\theta)\left(\Phi_{1}(0)-i \Phi_{2}(0)\right)+p_{2}(\theta)\left(\Phi_{1}(0)+i \Phi_{2}(0)\right)\right]<F\left(U_{t}, 0\right), f_{n}>\cdot f_{n} \\
& \quad=-\frac{1}{2}\left[\left(p_{1}(\theta) g_{20}+p_{2}(\theta) \bar{g}_{02}\right) \frac{z^{2}}{2}+\left(p_{1}(\theta) g_{11}+p_{2}(\theta) \bar{g}_{11}\right) z \bar{z}+\left(p_{1}(\theta) g_{02}+p_{2}(\theta) \bar{g}_{20}\right) \frac{\bar{z}^{2}}{2}\right] \\
& +\cdots
\end{aligned}
$$

Therefore, by (3.26), for $\theta \in[-1,0)$,

$$
\begin{aligned}
& H_{20}(\theta)=\left\{\begin{array}{lr}
0 & n \in \mathbb{N} \\
-\frac{1}{2}\left(p_{1}(\theta) g_{20}+p_{2}(\theta) \bar{g}_{02}\right) \cdot f_{0} & n=0
\end{array}\right. \\
& H_{11}(\theta)=\left\{\begin{array}{lr}
0 & n \in \mathbb{N} \\
-\frac{1}{2}\left(p_{1}(\theta) g_{11}+p_{2}(\theta) \bar{g}_{11}\right) \cdot f_{0} & n=0
\end{array}\right. \\
& H_{02}(\theta)= \begin{cases}0 & n \in \mathbb{N} \\
-\frac{1}{2}\left(p_{1}(\theta) g_{02}+p_{2}(\theta) \bar{g}_{20}\right) \cdot f_{0} & n=0\end{cases}
\end{aligned}
$$

and

$$
H(z, \bar{z})(0)=F\left(U_{t}, 0\right)-\Phi\left(\Psi,<F\left(U_{t}, 0\right), f_{n}>\right) \cdot f_{n}
$$

where

$$
\begin{align*}
& H_{20}(0)= \begin{cases}\tilde{\tau}\binom{\chi_{20}}{\varrho_{20}} \cos ^{2}\left(\frac{n x}{l}\right), & n \in \mathbb{N} \\
\tilde{\tau}\binom{\chi_{20}}{\varrho_{20}}-\frac{1}{2}\left(p_{1}(0) g_{20}+p_{2}(0) \bar{g}_{02}\right) \cdot f_{0}, & n=0\end{cases}  \tag{3.29}\\
& H_{11}(0)= \begin{cases}\tilde{\tau}\binom{\chi_{11}}{\varrho_{11}} \cos ^{2}\left(\frac{n x}{l}\right), & n \in \mathbb{N} \\
\tilde{\tau}\binom{\chi_{11}}{\varrho_{11}}-\frac{1}{2}\left(p_{1}(0) g_{11}+p_{2}(0) \bar{g}_{11}\right) \cdot f_{0}, n=0\end{cases} \tag{3.30}
\end{align*}
$$

By the definition of $A_{\tilde{\tau}}$ and (3.27), we have

$$
\dot{W}_{20}=A_{\tilde{\tau}} W_{20}=2 i \omega_{n} \tilde{\tau} W_{20}+\frac{1}{2}\left(p_{1}(\theta) g_{20}+p_{2}(\theta) \bar{g}_{02}\right) \cdot f_{n}, \quad-1 \leq \theta<0
$$

That is,

$$
W_{20}(\theta)=\frac{i}{2 i \omega_{n} \tilde{\tau}}\left(g_{20} p_{1}(\theta)+\frac{\bar{g}_{02}}{3} p_{2}(\theta)\right) \cdot f_{n}+E_{1} e^{2 i \omega_{n} \tilde{\tau} \theta}
$$

where

$$
E_{1}=\left\{\begin{array}{lr}
W_{20}(0) & n=1,2,3, \cdots \\
W_{20}(0)-\frac{i}{2 i \omega_{n} \tilde{\tau}}\left(g_{20} p_{1}(\theta)+\frac{\bar{g}_{02}}{3} p_{2}(\theta)\right) \cdot f_{0} n & =0
\end{array}\right.
$$

Using the definition of $A_{\tilde{\tau}}$ and (3.27), we have that for $-1 \leq \theta<0$

$$
\begin{aligned}
& -\left(g_{20} p_{1}(0)+\frac{\bar{g}_{02}}{3} p_{2}(0)\right) \cdot f_{0}+2 i \omega_{n} \tilde{\tau} E_{1}-A_{\tilde{\tau}}\left(\frac{i}{2 \omega_{n} \tilde{\tau}}\left(g_{20} p_{1}(0)+\frac{\bar{g}_{02}}{3} p_{2}(0)\right) \cdot f_{0}\right) \\
& -A_{\tilde{\tau}} E_{1}-L_{\tilde{\tau}}\left(\frac{i}{2 \omega_{n} \tilde{\tau}}\left(g_{20} p_{1}(0)+\frac{\bar{g}_{02}}{3} p_{2}(0)\right) \cdot f_{n}+E_{1} e^{2 i \omega_{n} \tilde{\tau} \theta}\right) \\
& =\tilde{\tau}\binom{\chi_{20}}{\varrho_{20}}-\frac{1}{2}\left(p_{1}(0) g_{20}+p_{2}(0) \bar{g}_{02}\right) \cdot f_{0} .
\end{aligned}
$$

As

$$
A_{\tilde{\tau}} p_{1}(0)+L_{\tilde{\tau}}\left(p_{1} \cdot f_{0}\right)=i \omega_{0} p_{1}(0) \cdot f_{0}
$$

and

$$
A_{\tilde{\tau}} p_{2}(0)+L_{\tilde{\tau}}\left(p_{2} \cdot f_{0}\right)=-i \omega_{0} p_{2}(0) \cdot f_{0}
$$

we have

$$
2 i \omega_{n} E_{1}-A_{\tilde{\tau}} E_{1}-L_{\tilde{\tau}} E_{1} e^{2 i \omega_{n}}=\tilde{\tau}\binom{\chi_{20}}{\varrho_{20}} \cos ^{2}\left(\frac{n x}{l}\right), \quad n=0,1,2, \cdots
$$

That is,

$$
E_{1}=\tilde{\tau} E\binom{\chi_{20}}{\varrho_{20}} \cos ^{2}\left(\frac{n x}{l}\right)
$$

where

$$
E=\left(\begin{array}{cc}
2 i \omega_{n} \tilde{\tau}+d_{1} \frac{n^{2}}{l^{2}}-A & -B \\
-C e^{-2 i \omega_{n} \tilde{\tau}} & -D+2 i \omega_{n} \tilde{\tau}+d_{2} \frac{n^{2}}{l^{2}}
\end{array}\right)^{-1}
$$

Similarly, from (3.28), we have

$$
-\dot{W}_{11}=\frac{i}{2 \omega_{n} \tilde{\tau}}\left(p_{1}(\theta) g_{11}+p_{2}(\theta) \bar{g}_{11}\right) \cdot f_{n}, \quad-1 \leq \theta<0
$$

That is,

$$
W_{11}(\theta)=\frac{i}{2 i \omega_{n} \tilde{\tau}}\left(p_{1}(\theta) \bar{g}_{11}-p_{1}(\theta) g_{11}\right)+E_{2}
$$

Similar to the procedure of computing $W_{20}$, we have

$$
E_{2}=\tilde{\tau} E^{*}\binom{\chi_{11}}{\varrho_{11}} \cos ^{2}\left(\frac{n x}{l}\right)
$$

where

$$
E^{*}=\left(\begin{array}{cc}
d_{1} \frac{n^{2}}{l^{2}}-A & -B \\
-C & -D+d_{2} \frac{n^{2}}{l^{2}}
\end{array}\right)^{-1}
$$

Thus, we can compute the following quantities which determine the direction and stability of bifurcating periodic orbits:

$$
\begin{cases}c_{1}(0)=\frac{i}{2 \omega_{n} \tilde{\tau}}\left(g_{20} g_{11}-2\left|g_{11}\right|^{2}-\frac{\left|g_{02}\right|^{2}}{3}\right)+\frac{1}{2} g_{21}, & \mu_{2}=-\frac{\operatorname{Re}\left(c_{1}(0)\right)}{\operatorname{Re}\left(\lambda^{\prime}\left(\tau_{n}^{j}\right)\right)}  \tag{3.31}\\ T_{2}=-\frac{1}{\omega_{n} \tilde{\tau}}\left[\operatorname{Im}\left(c_{1}(0)\right)+\mu_{2} \operatorname{Im}\left(\lambda^{\prime}\left(\tau_{n}^{j}\right)\right)\right], & \beta_{2}=2 \operatorname{Re}\left(c_{1}(0)\right) .\end{cases}
$$

Then, we have the following theorem.
Theorem 3.1. For any critical value $\tau_{n}^{j}$, we have
(i) $\mu_{2}$ determines the directions of the Hopf bifurcation: if $\mu_{2}>0$ (respectively $<0$ ), then the Hopf bifurcation is forward (respectively backward). That is, the bifurcating periodic solutions exists for $\tau>\tau_{n}^{j}$ (respectively $\tau<\tau_{n}^{j}$ ) ;
(ii) $\beta_{2}$ determines the stability of the bifurcating periodic solutions on the center manifold: if $\beta_{2}<0$ (respectively $>0$ ), then the bifurcating periodic solutions are orbitally asymptotically stable (respectively unstable).
(iii) $T_{2}$ determines the period of bifurcating periodic solutions: if $T_{2}>0$ (respectively $T_{2}<0$ ), then the period increases (respectively decreases).

## 4. Numerical simulations

In this section, to illustrate the results found in the previous sections, some examples and numerical results are presented. We use Matlab to simulate and plot numerical graphs. For the system (1.3), we choose parameters:

$$
\begin{equation*}
d_{1}=2, d_{2}=2, a=0.2, b=1.6, c=0.3, \delta=0.1 \tag{4.1}
\end{equation*}
$$

By direct computation, we have $u_{0} \approx 0.03, v_{0} \approx 0.14$. Hence, $(\mathbf{H})$ holds. From (2.11) and (2.12), we have $\tau_{*}=\tau_{0}^{0} \approx 1.2769$ and $\omega_{0} \approx 2.14$. By Theorem 2.1 (i), we know that if $\tau \in\left[0, \tau_{*}\right)$, then the equilibrium $P\left(u_{0}, v_{0}\right)$ is locally asymptotically stable. This is shown in Figure 2, where we choose $\tau=2$ and the initial condition at $(0.03,0.14)$. By Theorem 2.1 (iii), we conclude that the equilibrium $P\left(u_{0}, v_{0}\right)$ loses its stability and Hopf bifurcation occurs when $\tau$ crosses $\tau_{0}^{0}$. By Theorem 3.2,

$$
\mu_{2} \approx 0.0219829>0, \quad \beta_{2} \approx-137.48<0, \quad \text { and } \quad T_{2} \approx 47.0227>0
$$

Hence, the direction of the bifurcation is forward, and the bifurcating period solutions are locally asymptotically stable. In addition, the period of bifurcating periodic solutions increase. This is shown in Figure 3, where we choose $\tau=2$ and the initial condition at $(0.03,0.14)$.



Figure 2. The numerical simulations of system (1.3) with $\tau=1$, and the initial condition at ( $0.03-$ $0.01 \sin (x), 0.14-0.05 \cos (x))$. Left: component $u$ (Locally asymptotically stable). Right: component $v$ (Locally asymptotically stable).

## 5. Conclusion

In this paper, we study a host-generalist parasitoid model with diffusion term and time delay. We mainly analyze the diffusion induced Turing instability, and time delay induced Hopf bifurcation. Under the theory of center manifold and normal



Figure 3. The numerical simulations of system (1.3) with $\tau=2$, and the initial condition at ( $0.03-$ $0.001 \sin (x), 0.1-0.001 \cos (x))$. Left: component $u$ (Stable). Right: component $v$ (Stable).
form method, we give some parameters to determine the bifurcation direction and the stability of the bifurcating periodic solution. Our results suggest that diffusion and time delay are two important factors in the host-generalist parasitoid model. Diffusion may induce Turing instability and the non-homogeneous bifurcating periodic solutions. The hosts and generalist parasitoid will coexist in the form of periodic oscillations when time delay larger than the critical value.
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