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#### Abstract

In this paper, we study the local convergence of a three-step Newtontype method for solving nonlinear equations in Banach spaces under weaker hypothesis. More precisely, we derive the existence and uniqueness theorems, when the first-order derivative of nonlinear operator satisfies the $L$-average conditions instead of the usual Lipschitz condition, which have been discussed in the earlier study.
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## 1. Introduction

Let $T: \mathfrak{D} \subseteq M \rightarrow N$ be a nonlinear operator from a Banach space $M$ to another Banach space $N$, where $\mathfrak{D}$ is a non-empty open convex subset, and $T$ is Fréchet differentiable nonlinear operator. Nonlinear equations arise in many fields of science and engineering, and are defined by

$$
\begin{equation*}
T(\alpha)=0 . \tag{1.1}
\end{equation*}
$$

The well-known iterative method for finding the solution of above type equation is Newton's method, which is given by

$$
\begin{equation*}
\alpha_{n+1}=\alpha_{n}-\left[T^{\prime}\left(\alpha_{n}\right)\right]^{-1} T\left(\alpha_{n}\right), n \geq 0 \tag{1.2}
\end{equation*}
$$

Newton's method [8] is a well established iterative method, which converges quadratically. It was first discussed by Kantorovich [6], and then investigated by Rall [10]. Some higher-order methods that do not require the computation of second-order derivatives have been developed in $[4,5,7,9]$ and other literature. Due to high operational cost, the methods of higher $R$-order convergence are not normally used despite fast speed of convergence. However, the methods of higher $R$-order are useful in the problems of stiff system [6], where fast convergence is required.

[^0]Here, we discuss the local convergence of a three-step Newton-type method under the $L$-average conditions, which is expressed as

$$
\begin{align*}
\beta_{n} & =\alpha_{n}-\left[T^{\prime}\left(\alpha_{n}\right)\right]^{-1} T\left(\alpha_{n}\right), \\
\gamma_{n} & =\alpha_{n}-\left[T^{\prime}\left(\alpha_{n}\right)\right]^{-1}\left[T\left(\alpha_{n}\right)+T\left(\beta_{n}\right)\right], \\
\alpha_{n+1} & =\alpha_{n}-\left[T^{\prime}\left(\alpha_{n}\right)\right]^{-1}\left[T\left(\alpha_{n}\right)+T\left(\beta_{n}\right)+T\left(\gamma_{n}\right)\right], n \geq 0 . \tag{1.3}
\end{align*}
$$

Method (1.3) is characterized by the simplest fourth-order iterative method, which is not involved in the second derivative. The local convergence of this method has been studied by Argyros et al., [3] under Lipschitz and center Lipschitz conditions, which are given by

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}(\beta)\right)\right\| \leq L\|\alpha-\beta\|, \forall \alpha, \beta \in B\left(\alpha^{*}, r\right) \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\alpha^{*}\right)\right)\right\| \leq L_{0}\left\|\alpha-\alpha^{*}\right\|, \forall \alpha \in B\left(\alpha^{*}, r\right) \tag{1.5}
\end{equation*}
$$

For some kinds of domain with center such as $B\left(\alpha^{*}, r\right)$, sometimes it is not necessary for the inequality to hold for any $\alpha, \beta$ in the domain, and it is only required to hold for any $\alpha$ and for points lying on the connecting line $\alpha^{\tau}=\alpha^{*}+\tau\left(\alpha-\alpha^{*}\right)$ between $\alpha$ and $\alpha^{*}$, where $0 \leq \tau \leq 1$. Recently, in [11], Wang has introduced the Lipschitz condition and center Lipschitz condition with $L$-average, which are given by for $\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1} T^{\prime}(\alpha):$

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\alpha^{\tau}\right)\right)\right\| \leq \int_{\tau \kappa(\alpha)}^{\kappa(\alpha)} L(u) d u, \forall \alpha, \alpha^{\tau} \in B\left(\alpha^{*}, r\right), 0 \leq \tau \leq 1 \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\alpha^{*}\right)\right)\right\| \leq \int_{0}^{\kappa(\alpha)} L_{0}(u) d u, \forall \alpha \in B\left(\alpha^{*}, r\right) \tag{1.7}
\end{equation*}
$$

where $L$ and $L_{0}$ are positive integrable function instead of constant. If $L$ and $L_{0}$ are constants, then R. H. S. of the above two equations becomes $L\left\|\alpha-\alpha^{\tau}\right\|$ and $L_{0}\left\|\alpha-\alpha^{*}\right\|$.

Encouraged by the development discussed above, in this paper, we first mention the definitions of Lipschitz condition and center Lipschitz condition with $L$-average for algorithm (1.3), and some theorems are then derived. The first $L$-average conditions have been used to study the local convergence without additional hypotheses, along with an error estimate. In the second theorem, the domain of uniqueness of solution has been derived under center Lipschitz condition. Also, few corollaries are stated.

The rest parts of this paper are organized as follows. Section 2 includes the definitions related to $L$-average conditions. The local convergence and its domain of uniqueness are respectively mentioned in Section 3 and Section 4.

## 2. $L$-average conditions

Here, we denote by $B\left(\alpha^{*}, r\right)=\left\{\alpha:\left\|\alpha-\alpha^{*}\right\|<r\right\}$, a ball with radius $r$ and center $\alpha^{*}$. The condition imposed on the function $T$

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\beta^{\tau}\right)\right)\right\| \leq L(1-\tau)\left(\left\|\alpha-\alpha^{*}\right\|+\left\|\beta-\alpha^{*}\right\|\right), \forall \alpha, \beta \in B\left(\alpha^{*}, r\right), \tag{2.1}
\end{equation*}
$$

where $\beta^{\tau}=\alpha^{*}+\tau\left(\beta-\alpha^{*}\right), 0 \leq \tau \leq 1$, is usually called radius Lipschitz condition in the ball $B\left(\alpha^{*}, r\right)$ with constant $L$. Sometimes, if it is only required to satisfy

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\alpha^{*}\right)\right)\right\| \leq 2 L_{0}\left\|\alpha-\alpha^{*}\right\|, \forall \alpha \in B\left(\alpha^{*}, r\right) \tag{2.2}
\end{equation*}
$$

and we call it the center Lipschitz condition in the ball $B\left(\alpha^{*}, r\right)$ with the constant $L_{0}$, where $L_{0} \leq L$. Replacing $L$ by $L_{0}$ in the case $L_{0}<L$ leads to wider choice of initial guesses (larger radius of convergence than in traditional studies) and fewer iterates to achieve an error tolerance [1,2]. Furthermore, $L$ and $L_{0}$ in the Lipschitz conditions do not necessarily have to be constant, but can be a positive integrable function. In this case, conditions (2.1)-(2.2) are respectively replaced by

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\beta^{\tau}\right)\right)\right\| \leq \int_{\tau(\kappa(\alpha)+\kappa(\beta))}^{\kappa(\alpha)+\kappa(\beta)} L(u) d u, \forall \alpha, \beta \in B\left(\alpha^{*}, r\right), 0 \leq \tau \leq 1 \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\alpha^{*}\right)\right)\right\| \leq \int_{0}^{2 \kappa(\alpha)} L_{0}(u) d u, \forall \alpha \in B\left(\alpha^{*}, r\right) \tag{2.4}
\end{equation*}
$$

where $\kappa(\alpha)=\left\|\alpha-\alpha^{*}\right\|$, and we have $L_{0}(u) \leq L(u)$. At the same time, the corresponding Lipschitz conditions are referred to having the $L$-average or generalized Lipschitz conditions. Next, we start with the following lemmas, which will be used in the main theorems later.

Lemma 2.1. Suppose that $T$ has a continuous derivative in $B\left(\alpha^{*}, r\right)$, and $\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}$ exists.
(i) If $\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1} T^{\prime}$ satisfies the radius Lipschitz condition with the $L$-average:

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\beta^{\tau}\right)\right)\right\| \leq \int_{\tau(\kappa(\alpha)+\kappa(\beta))}^{\kappa(\alpha)+\kappa(\beta)} L(u) d u, \forall \alpha, \beta \in V\left(\alpha^{*}, r\right), 0 \leq \tau \leq 1 \tag{2.5}
\end{equation*}
$$

where $\beta^{\tau}=\alpha^{*}+\tau\left(\beta-\alpha^{*}\right), \kappa(\alpha)=\left\|\alpha-\alpha^{*}\right\|$ and $L$ is non-decreasing, then we have

$$
\begin{equation*}
\int_{0}^{1}\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\beta^{\tau}\right)\right)\right\| \kappa(\beta) d \tau \leq \int_{0}^{\kappa(\alpha)+\kappa(\beta)} L(u) \frac{u}{\kappa(\alpha)+\kappa(\beta)} \kappa(\beta) d u \tag{2.6}
\end{equation*}
$$

(ii) If $\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1} T^{\prime}$ satisfies the center Lipschitz condition with the $L_{0}$-average:

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}\left(\alpha^{\tau}\right)-T^{\prime}\left(\alpha^{*}\right)\right)\right\| \leq \int_{0}^{2 \tau \kappa(\alpha)} L_{0}(u) d u, \forall \alpha \in V\left(\alpha^{*}, r\right), 0 \leq \tau \leq 1 \tag{2.7}
\end{equation*}
$$

where $\kappa(\alpha)=\left\|\alpha-\alpha^{*}\right\|$ and $L_{0}$ is non-decreasing, then we have

$$
\begin{equation*}
\int_{0}^{1}\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}\left(\alpha^{\tau}\right)-T^{\prime}\left(\alpha^{*}\right)\right)\right\| \kappa(\alpha) d \tau \leq \int_{0}^{2 \kappa(\alpha)} L_{0}(u)\left(\kappa(\alpha)-\frac{u}{2}\right) d u \tag{2.8}
\end{equation*}
$$

Proof. The Lipschitz conditions (2.5) and (2.7) respectively imply

$$
\begin{aligned}
\int_{0}^{1}\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}(\alpha)-T^{\prime}\left(\beta^{\tau}\right)\right)\right\| \kappa(\beta) d \tau & \leq \int_{0}^{1} \int_{\tau(\kappa(\alpha)+\kappa(\beta))}^{\kappa(\alpha)+\kappa(\beta)} L(u) d u \kappa(\beta) d \tau \\
& =\int_{0}^{\kappa(\alpha)+\kappa(\beta)} L(u) \frac{u}{\kappa(\alpha)+\kappa(\beta)} \kappa(\beta) d u \\
\int_{0}^{1}\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left(T^{\prime}\left(\alpha^{\tau}\right)-T^{\prime}\left(\alpha^{*}\right)\right)\right\| \kappa(\alpha) d \tau & \leq \int_{0}^{1} \int_{0}^{2 \tau \kappa(\alpha)} L_{0}(u) d u \kappa(\alpha) d \tau \\
& =\int_{0}^{2 \kappa(\alpha)} L_{0}(u)\left(\kappa(\alpha)-\frac{u}{2}\right) d u
\end{aligned}
$$

where $\alpha^{\tau}=\alpha^{*}+\tau\left(\alpha-\alpha^{*}\right)$ and $\beta^{\tau}=\alpha^{*}+\tau\left(\beta-\alpha^{*}\right)$.
Lemma 2.2 ( [11]). Suppose that $L$ is positive integrable. Assume that the function $L$ is non-decreasing, and then $\frac{1}{t^{2}} \int_{0}^{t} L(u) u d u$ is also non-decreasing.

Lemma 2.3. Suppose that $L$ is positive integrable. Assume that the function $L$ is non-decreasing, and then $\frac{1}{t} \int_{0}^{t} L(u)(t-u) d u$ is also non-decreasing.
Proof. Similar to the previous lemma, the proof may be proceeded.

## 3. Local convergence of method (1.3)

Here, we prove the existence theorem for scheme (1.3) under radius Lipschitz condition first.

Theorem 3.1. Let us suppose that $T\left(\alpha^{*}\right)=0$, $T$ has a continuous derivative in $B\left(\alpha^{*}, r\right),\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}$ exists, $\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1} T^{\prime}$ fulfills hypothesis (2.3) and hypothesis (2.4), and $L$ is non-decreasing. Let $r$ satisfy the expression

$$
\begin{equation*}
\int_{0}^{2 r} L_{0}(u) d u \leq 1, \int_{0}^{2 r}\left\{L(u) u+2 r L_{0}(u)\right\} d u \leq 2 r \tag{3.1}
\end{equation*}
$$

Then, the three-step method (1.3) is convergent for all $\alpha_{0} \in B\left(\alpha^{*}, r\right)$ and

$$
\begin{equation*}
\left\|\alpha_{n+1}-\alpha^{*}\right\| \leq \frac{q_{1} q_{2} q_{3}}{\kappa\left(\alpha_{0}\right) \kappa\left(\beta_{0}\right) \kappa\left(\gamma_{0}\right)} \kappa\left(\alpha_{n}\right)^{4}, \tag{3.2}
\end{equation*}
$$

where

$$
\begin{align*}
q_{1} & =\frac{\int_{0}^{2 \kappa\left(\alpha_{0}\right)} L(u) u d u}{2 \kappa\left(\alpha_{0}\right)\left(1-\int_{0}^{2 \kappa\left(\alpha_{0}\right)} L_{0}(u) d u\right)}, q_{2}=\frac{\int_{0}^{\kappa\left(\alpha_{0}\right)+\kappa\left(\beta_{0}\right)} L(u) u d u}{\left(\kappa\left(\alpha_{0}\right)+\kappa\left(\beta_{0}\right)\right)\left(1-\int_{0}^{2 \kappa\left(\alpha_{0}\right)} L_{0}(u) d u\right)}, \\
q_{3} & =\frac{\int_{0}^{\kappa\left(\alpha_{0}\right)+\kappa\left(\gamma_{0}\right)} L(u) u d u}{\left(\kappa\left(\alpha_{0}\right)+\kappa\left(\gamma_{0}\right)\right)\left(1-\int_{0}^{2 \kappa\left(\alpha_{0}\right)} L_{0}(u) d u\right)} \tag{3.3}
\end{align*}
$$

are less than unity. Furthermore,

$$
\begin{equation*}
\left\|\alpha_{n}-\alpha^{*}\right\| \leq D^{4^{n}-1}\left\|\alpha_{0}-\alpha^{*}\right\|, n=1,2, \cdots, D=q_{1} q_{2} \frac{\kappa\left(\alpha_{0}\right)^{2}}{\kappa\left(\beta_{0}\right) \kappa\left(\gamma_{0}\right)} \tag{3.4}
\end{equation*}
$$

Proof. Let us choose $\alpha_{0} \in B\left(\alpha^{*}, r\right)$ and let $r$ fulfill inequality (3.1). Clearly, $q_{1}$, $q_{2}$ and $q_{3}$ mentioned above in expression (3.3) are less than unity, since

$$
\begin{aligned}
q_{1} & =\frac{\int_{0}^{2 \kappa\left(\alpha_{0}\right)} L(u) u d u}{2 \kappa\left(\alpha_{0}\right)^{2}\left(1-\int_{0}^{2 \kappa\left(\alpha_{0}\right)} L_{0}(u) d u\right)} \kappa\left(\alpha_{0}\right) \leq \frac{\int_{0}^{2 r} L(u) u d u}{2 r^{2}\left(1-\int_{0}^{2 r} L_{0}(u) d u\right)} \kappa\left(\alpha_{0}\right) \\
& \leq \frac{\left\|\alpha_{0}-\alpha^{*}\right\|}{r}<1 \\
q_{2} & =\frac{\int_{0}^{\kappa\left(\alpha_{0}\right)+\kappa\left(\beta_{0}\right)} L(u) u d u}{\left(\kappa\left(\alpha_{0}\right)+\kappa\left(\beta_{0}\right)\right)^{2}\left(1-\int_{0}^{2 \kappa\left(\alpha_{0}\right)} L_{0}(u) d u\right)}\left(\kappa\left(\alpha_{0}+\kappa\left(\beta_{0}\right)\right)\right. \\
& \leq \frac{\int_{0}^{2 r} L(u) u d u}{2 r^{2}\left(1-\int_{0}^{2 r} L_{0}(u) d u\right)}\left(\kappa\left(\alpha_{0}\right)+\kappa\left(\beta_{0}\right)\right) \leq \frac{\left\|\alpha_{0}-\alpha^{*}\right\|+\left\|\beta_{0}-\alpha^{*}\right\|}{2 r}<1,
\end{aligned}
$$

and the similar explanation for $q_{3}$. Now, if $\alpha_{n} \in B\left(\alpha^{*}, r\right)$, then by virtue of hypothesis (2.4), relation (3.1) and Banach Lemma, we can write

$$
\begin{equation*}
\left\|\left[T^{\prime}\left(\alpha_{n}\right)\right]^{-1} T^{\prime}\left(\alpha^{*}\right)\right\| \leq \frac{1}{1-\int_{0}^{2 \kappa\left(\alpha_{n}\right)} L_{0}(u) d u} \tag{3.5}
\end{equation*}
$$

By the Taylor's series expansion of $T\left(\alpha_{n}\right)$, for the first sub-step of scheme (1.3), we can write

$$
\begin{align*}
\left\|\beta_{n}-\alpha^{*}\right\| & \leq\left\|\left[T^{\prime}\left(\alpha_{n}\right)\right]^{-1} T^{\prime}\left(\alpha^{*}\right)\right\| \cdot\left\|\int_{0}^{1}\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left[T^{\prime}\left(\alpha_{n}\right)-T^{\prime}\left(\alpha_{n}^{\tau}\right)\right] d \tau\right\| \cdot\left\|\left(\alpha_{n}-\alpha^{*}\right)\right\| \\
& \leq \frac{1}{1-\int_{0}^{2 \kappa\left(\alpha_{n}\right)} L_{0}(u) d u} \int_{0}^{1} \int_{2 \tau \kappa\left(\alpha_{n}\right)}^{2 \kappa\left(\alpha_{n}\right)} L(u) d u \kappa\left(\alpha_{n}\right) d \tau . \tag{3.6}
\end{align*}
$$

By similar analogy for the the second and last sub-steps of scheme (1.3), we can write

$$
\begin{align*}
\left\|\gamma_{n}-\alpha^{*}\right\| & \leq\left\|\left[T^{\prime}\left(\alpha_{n}\right)\right]^{-1} T^{\prime}\left(\alpha^{*}\right)\right\| \cdot\left\|\int_{0}^{1}\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left[T^{\prime}\left(\alpha_{n}\right)-T^{\prime}\left(\beta_{n}^{\tau}\right)\right] d \tau\right\| \cdot\left\|\left(\beta_{n}-\alpha^{*}\right)\right\| \\
& \leq \frac{1}{1-\int_{0}^{2 \kappa\left(\alpha_{n}\right)} L_{0}(u) d u} \int_{0}^{1} \int_{\tau\left(\kappa\left(\alpha_{n}\right)+\kappa\left(\beta_{n}\right)\right)}^{\kappa\left(\alpha_{n}\right)+\kappa\left(\beta_{n}\right)} L(u) d u \kappa\left(\beta_{n}\right) d \tau \tag{3.7}
\end{align*}
$$

and

$$
\begin{align*}
\left\|\alpha_{n+1}-\alpha^{*}\right\| & \leq\left\|\left[T^{\prime}\left(\alpha_{n}\right)\right]^{-1} T^{\prime}\left(\alpha^{*}\right)\right\| \cdot\left\|\int_{0}^{1}\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left[T^{\prime}\left(\alpha_{n}\right)-T^{\prime}\left(\gamma_{n}^{\tau}\right)\right] d \tau\right\| \cdot\left\|\left(\gamma_{n}-\alpha^{*}\right)\right\| \\
& \leq \frac{1}{1-\int_{0}^{2 \kappa\left(\alpha_{n}\right)} L_{0}(u) d u} \int_{0}^{1} \int_{\tau\left(\kappa\left(\alpha_{n}\right)+\kappa\left(\gamma_{n}\right)\right)}^{\kappa\left(\alpha_{n}\right)+\kappa\left(\gamma_{n}\right)} L(u) d u \kappa\left(\gamma_{n}\right) d \tau \tag{3.8}
\end{align*}
$$

Since $\kappa\left(\alpha_{n}\right), \kappa\left(\beta_{n}\right)$ and $\kappa\left(\gamma_{n}\right)$ are monotonically decreasing, for all $n=0,1, \ldots$, we have

$$
\begin{aligned}
\left\|\beta_{n}-\alpha^{*}\right\| & \leq \frac{q_{1}}{\kappa\left(\alpha_{0}\right)} \kappa\left(\alpha_{n}\right)^{2} \\
\left\|\gamma_{n}-\alpha^{*}\right\| & \leq \frac{q_{1} q_{2}}{\kappa\left(\alpha_{0}\right) \kappa\left(\beta_{0}\right)} \kappa\left(\alpha_{n}\right)^{3}
\end{aligned}
$$

and

$$
\left\|\alpha_{n+1}-\alpha^{*}\right\| \leq \frac{q_{1} q_{2} q_{3}}{\kappa\left(\alpha_{0}\right) \kappa\left(\beta_{0}\right) \kappa\left(\gamma_{0}\right)} \kappa\left(\alpha_{n}\right)^{4},
$$

where $q_{1}, q_{2}$ and $q_{3}$ are defined in equation (3.3). Also, it can be seen that inequality (3.4) may be easily derived from expression (3.2).

## 4. Uniqueness of the solution

In this section, we discuss about the uniqueness of the solution for method (1.3).
Theorem 4.1. Let us suppose that $T\left(\alpha^{*}\right)=0, T$ has a continuous derivative in $B\left(\alpha^{*}, r\right),\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}$ exists, and $\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1} T^{\prime}$ fulfills hypothesis $(2.4)$. Let $r$ satisfy the expression

$$
\begin{equation*}
\int_{0}^{2 r} L_{0}(u)(2 r-u) d u \leq 2 r \tag{4.1}
\end{equation*}
$$

Then, the equation $T(\alpha)=0$ has a unique solution $\alpha^{*}$ in $B\left(\alpha^{*}, r\right)$.
Proof. Let us suppose if possible $\beta^{*} \in B\left(\alpha^{*}, r\right)$ is another solution such that $\beta^{*} \neq \alpha^{*}$. By using Taylor's series expansion, we can write

$$
\begin{align*}
\left\|\beta^{*}-\alpha^{*}\right\| & \leq\left\|\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1} T^{\prime}\left(\alpha^{*}\right)\right\| \cdot\left\|\int_{0}^{1}\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}\left[T^{\prime}\left(\beta^{* \tau}\right)-T^{\prime}\left(\alpha^{*}\right)\right] d \tau\right\| \cdot\left\|\left(\beta^{*}-\alpha^{*}\right)\right\| \\
& \leq \int_{0}^{1} \int_{0}^{2 \tau \kappa\left(\beta^{*}\right)} L_{0}(u) d u \kappa\left(\beta^{*}\right) d \tau \tag{4.2}
\end{align*}
$$

Using Lemma 2.1 in the above expression, it can be written as

$$
\begin{align*}
\left\|\beta^{*}-\alpha^{*}\right\| & \leq \frac{1}{2 \kappa\left(\beta^{*}\right)} \int_{0}^{2 \kappa\left(\beta^{*}\right)} L_{0}(u)\left[2 \kappa\left(\beta^{*}\right)-u\right] d u\left(\beta^{*}-\alpha^{*}\right) \\
& \leq \frac{\int_{0}^{2 r} L_{0}(u)(2 r-u) d u}{2 r} \kappa\left(\beta^{*}\right) \leq\left\|\beta^{*}-\alpha^{*}\right\| \tag{4.3}
\end{align*}
$$

which is contradictory. Thus, the result is obtained.
Now, if we assume that $L$ and $L_{0}$ are constants, then we obtain the following corollaries from the above mentioned theorems.

Corollary 4.1. Let us suppose that $\alpha^{*}$ fulfills $T\left(\alpha^{*}\right)=0$, $T$ has a continuous derivative in $B\left(\alpha^{*}, r\right)$, $\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}$ exists, and $\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1} T^{\prime}$ fulfills hypotheses (2.1) and (2.2). Let $r$ satisfy the expression

$$
\begin{equation*}
r\left(2 L_{0}+L\right)=1 \tag{4.4}
\end{equation*}
$$

Then, the three-step method (1.3) is convergent for all $\alpha_{0} \in B\left(\alpha^{*}, r\right)$, and inequalities (3.2) and (3.4) hold, where

$$
\begin{equation*}
q_{1}=\frac{L \kappa\left(\alpha_{0}\right)}{1-2 L_{0} \kappa\left(\alpha_{0}\right)}, q_{2}=\frac{L\left(\kappa\left(\alpha_{0}\right)+\kappa\left(\beta_{0}\right)\right)}{2\left(1-2 L_{0} \kappa\left(\alpha_{0}\right)\right)}, q_{3}=\frac{L\left(\kappa\left(\alpha_{0}\right)+\kappa\left(\gamma_{0}\right)\right)}{2\left(1-2 L_{0} \kappa\left(\alpha_{0}\right)\right)} \tag{4.5}
\end{equation*}
$$

are less than unity.
Corollary 4.2. Let us suppose that $\alpha^{*}$ fulfills $T\left(\alpha^{*}\right)=0$, $T$ has a continuous derivative in $B\left(\alpha^{*}, r\right),\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1}$ exists and $\left[T^{\prime}\left(\alpha^{*}\right)\right]^{-1} T^{\prime}$ fulfills hypothesis (2.2). Let $r$ satisfy the equation

$$
\begin{equation*}
r L_{0}=1 \tag{4.6}
\end{equation*}
$$

Then, the equation $T(\alpha)=0$ has a unique solution $\alpha^{*}$ in $B\left(\alpha^{*}, r\right)$. Moreover, the radius $r$ of ball depends only on $L_{0}$.

## 5. Numerical example

Example 5.1. Choose $X=Y=C[0,1], \Omega=\bar{V}(0,1)$ and $x^{*}=0$. Then, define $t$ on $\Omega$ as

$$
t(h)(x)=h(x)-\int_{0}^{1} x \tau h(\tau)^{3} d \tau
$$

Therefore,

$$
t^{\prime}(h(p))(x)=p(x)-3 \int_{0}^{1} x \tau h(\tau)^{2} p(\tau) d \tau \text { for all } p \in \Omega
$$

Then, we get

$$
L_{0}(u)=1.5 u<L(u)=3 u
$$

Using (3.1) and $t^{\prime}\left(x^{*}\right)=I$, we have the following cases.
The old case $L_{0}(u)=L(u)=3 u$ gives

$$
r_{0}=0.245253
$$

Cases $L_{0}(u)=\frac{3}{2} u$ and $L(u)=3 u$ give

$$
r_{1}=0.324947
$$

Notice that $r_{0}<r_{1}$.

## 6. Conclusions

In this study, the local convergence of a three-step Newton-type method of order four is applied under generalized Lipschitz conditions, in which instead of Lipschitz constants, some non-decreasing integrable functions are being used. It turns out that although the conditions are more general, they are also more flexible, leading to some advantages without any additional computational efforts.

## Acknowledgements

The author would like to extend his sincere gratitude to the reviewers and editors for their valuable suggestions that have helped improve this paper.

## References

[1] I. K. Argyros, Y. J. Cho and S. George, Local convergence for some third-order iterative methods under weak conditions, Journal of the Korean Mathematical Society, 2016, 53(4), 781-793.
[2] I. K. Argyros and D. Gonzalez, Local convergence for an improved Jarratt-type method in Banach space, International Journal of Interactive Multimedia and Artificial Intelligence, 2015, 3(4), 20-25.
[3] I. K. Argyros, P. Jidesh and S. George, Ball Convergence for Second Derivative Free Methods in Banach Space, International Journal of Applied and Computational Mathematics, 2017, 3, 713-720.
[4] I. K. Argyros and S. George, Local convergence of some high order iterative methods based on the decomposition technique, Surveys in Mathematics and its Applications, 2017, 12, 51-63.
[5] M. A. Hernandez-Veron and N. Romero, On the local convergence of a third order family of iterative processes, Algorithms, 2015, 8(4), 1121-1128.
[6] L. V. Kantorovich and G. P. Akilov, Functional Analysis, Pergamon Press, Oxford, 1982.
[7] P. Maroju, Á. A. Magrenán, Í. Sarría and A. Kumar, Local convergence of fourth and fifth order parametric family of iterative methods in Banach spaces, Journal of Mathematical Chemistry, 2020, 58, 686-705.
[8] J. M. Ortega and W. C. Rheinboldt, Iterative Solution of Nonlinear Equations in Several Variables, Society for Industrial and Applied Mathematics, New York, 2000.
[9] B. Panday and J. P. Jaiswal, On the local convergence of modified Homeier-like method in Banach spaces, Numerical Analysis and Applications, 2018, 11(4), 332-345.
[10] L. B. Rall, Computational Solution of Nonlinear Operator Equations, Mathematics of Computation, 1970, 34(109), 226-227.
[11] X. Wang, Convergence of Newton's method and uniqueness of the solution of equations in Banach space, IMA Journal of Numerical Analysis, 2000, 20(1), 123-134.


[^0]:    ${ }^{\dagger}$ the corresponding author.
    Email address: asstprofjpmanit@gmail.com (J. P. Jaiswal)
    ${ }^{1}$ Department of Mathematics, Guru Ghasidas Vishwavidyalaya (A Central University), Bilaspur, C.G., India-495009
    ${ }^{2}$ Faculty of Science, Barkatullah University, Bhopal, M.P.-462026, India
    ${ }^{3}$ Regional Institute of Education, Bhopal, M.P.-462013, India

