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The Longtime Behavior of an SIR Epidemic Model
with Free Boundaries∗

Meng Zhao1,†

Abstract In [6] , the authors studied an SIR epidemic model with free bound-
ary. They first proved the global existence and uniqueness of solution, and then
gave the criteria for spreading and vanishing. They also obtained the long-
time behavior for the case of vanishing. However, the longtime behavior when
spreading happens remains open. In this short paper, we aim to solve this
open problem.
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1. Introduction

The classical SIR model has been received great attention because it can describe the
development of an infectious disease. In such a model, the population is separated
into three categories: susceptible, infectious and recovered individuals, denoted
by S, I and R respectively. If we assume that the disease incubation period is
negligible so that each susceptible individual becomes infectious and later recovers
with a permanently acquired immunity, then the SIR model has the following form:

S′ = b− βSI − µ1S,

I ′ = βSI − γI − µ2I,

R′ = γI − µ3R,

(1.1)

where b is the constant recruitment rate, β stands for the constant effective contact
rate, γ represents the recovery rate of the infectious, and µi(i = 1, 2, 3) are the

death rates of S, I and R. It was shown in [5] that the number R̃0 = βb
(µ2+γ)µ1

is

a threshold value for the long-time dynamical behaviour of (1.1): the epidemic will

eventually die out if R̃0 < 1, and remain endemic if R̃0 > 1.
In (1.1), the spatial factor is ignored. Various types of the corresponding SIR

model with spatial diffusion was considered by many researchers. For example,
Wang and Wang [9] considered the traveling wave phenomena in a diffusive SIR
Model; Yang et al. [8] studied traveling waves in a nonlocal dispersal SIR epidemic
model; Enatsu et al. [4] investigated the traveling wave solution for a diffusive simple
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epidemic model with a free boundary; Djilali et al. [2] analysed the asymptotic
behavior of SIR epidemic model with nonlocal diffusion and generalized nonlinear
incidence functional, and so on. However, these works are not good enough to obtain
an accurate estimate of the spreading front in the spreading of an epidemic. In order
to better describe the spreading of the epidemic front, Kim et al. [6] followed the
approach of [3] and investigated this problem via the free boundary version. If we
further assume that µ1 = µ2 = µ3 = k, then the problem in [6] for one-dimensional
case becomes the following free boundary model:

St = dSxx + b− βSI − kS, t > 0, x ∈ R,
It = dIxx + βSI − γI − kI, t > 0, x ∈ (g(t), h(t)),

Rt = dRxx + γI − kR, t > 0, x ∈ (g(t), h(t)),

I(t, x) = R(t, x) = 0, t > 0, x ≤ g(t) or x ≥ h(t),

g′(t) = −µIx(t, g(t)), h′(t) = −µIx(t, h(t)), t > 0,

S(0, x) = S0(x), x ∈ R,
−g(0) = h(0) = h0,

I(0, x) = I0(x), R(0, x) = R0(x), x ∈ [−h0, h0],

(1.2)

where S0(x), I0(x) and R0(x) satisfy

S0(x) ∈ C2(R), I0(x), R0(x) ∈ C2([−h0, h0]),

I0(x) = R0(x) = 0, x ∈ R\(−h0, h0),

S0(x) > 0, x ∈ R, I0(x) > 0, R0(x) > 0, x ∈ (−h0, h0).

(1.3)

Denote

R0 =
βb

(k + γ)k
.

It follows from [6] that the solution of (1.2) exists and is unique for all t > 0, and
the following criteria hold:

(i) if R0 < 1, then the disease will vanish;

(ii) if R0 > 1, then the disease will vanish for sufficiently small h0 and µ;

(iii) if R0 > 1, then the disease will spread for suitably large h0.

Furthermore, the results in [6] show that if h∞ − g∞ <∞, then

lim
t→∞

S(t, x) = b/k locally uniformly in R;

lim
t→∞

‖I(t, x)‖C([g(t),h(t)]) = lim
t→∞

‖R(t, x)‖C([g(t),h(t)]) = 0.

Just as pointed out by Kim et al. [6], the study of the asymptotic spreading
speed when spreading happens is an interesting question. To answer this question,
we should firstly show the longtime behavior of (1.2) when spreading happens.
Motivated by [6], Ding et al. [1] considered the effect of relapse, while we [11]
considered the nonlocal version of (1.2) in 2020, but both of these two works do not
give the longtime behavior when spreading happens. In this short paper, we aim to
solve this problem for the cases of local diffusion. We believe this method can be
used to deal with the longtime behavior in [1,11]. It is worth mentioning that Li et
al. [7] proposed a new SIR epidemic model recently, and considered the dynamical
properties. They obtained the longtime behavior of this model when the diseases
spread.
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2. Some auxiliary lemmas

We first consider
u′′ +A−Bu = 0, x ∈ R, (2.1)

where A and B are positive constants. We can obtain the following lemma:

Lemma 2.1. Let u be a non-negative and bounded solution of (2.1). Then u(x) ≡
A/B.

Proof. By solving (2.1), we have

u(x) = c1e
√
Bx + c2e

−
√
Bx +

A

B
.

If u(x) is bounded, then c1 = c2 = 0. Thus u(x) ≡ A/B.
In the following, we study the problem{

u′′ +A−Bu = 0, x ∈ (−l, l),
u(−l) = u(l) = K,

(2.2)

where K is a nonnegative constant.

Lemma 2.2. The problem (2.2) has a unique positive solution ul(x), and

lim
l→∞

ul(x) = A/B locally uniformly in R.

Proof. By solving (2.2), we have

u(x) =
K −A/B

e
√
Bl + e−

√
Bl

(e
√
Bx + e−

√
Bx) +A/B,

then
lim
l→∞

ul(x) = A/B locally uniformly in R.

For some T > 0 and l > 0, we next consider
vt = vxx +A−Bv, t > T, x ∈ (−l, l),
v(t,−l) = K, v(t, l) = K, t > T,

v(T, x) = v0(x), x ∈ [−l, l].
(2.3)

We first give the comparison principle.

Lemma 2.3. If u and v satisfy{
u′′ +A−Bu ≤ 0 ≤ v′′ +A−Bv, x ∈ (−l, l),
u(−l) ≥ v(−l), u(l) ≥ v(l),

then u(x) ≥ v(x) for x ∈ [−l, l].

Lemma 2.4. If u and v satisfy
ut − uxx −A+Bu ≥ 0 ≥ vt − vxx −A+Bv, t > T, x ∈ (−l, l),
u(t,−l) ≥ v(t,−l), u(t, l) ≥ v(t, l), t > T,

u(T, x) ≥ v(T, x), x ∈ [−l, l],

then u(t, x) ≥ v(t, x) for t ≥ T and x ∈ [−l, l].
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Lemma 2.5. For some l > 0, let v0(x) ∈ C([−l, l]) and v be the solution of (2.3).
Then we have

lim
t→∞

v(t, x) = vl(x),

where vl(x) is the unique positive solution of{
v′′ +A−Bv = 0, x ∈ (−l, l),
v(−l) = K, v(l) = K.

Moreover,

lim
l→∞

vl(x) = A/B locally uniformly in R.

Proof. Since the comparison principle of (2.3) is true, we can use Lemma 2.1 and
2.2 to prove this lemma by the same arguments in [10, Proposition 8.1]. We omit
the proof here.

Lemma 2.6. Let w(t, x), g(t) and h(t) be the continuous functions. Suppose that
u satisfies

ut = uxx + w(t, x)− bu, t > 0, x ∈ (g(t), h(t)),

u(t, g(t)) ≥ 0, u(t, h(t)) ≥ 0, t > 0,

u(0, x) = u0(x), −g(0) = h(0) = h0, x ∈ [−h0, h0],

and there exists some constant C > 0 such that u(t, x) ≤ C for t > 0 and x ∈
[g(t), h(t)]. If lim

t→∞
h(t) = − lim

t→∞
g(t) =∞, then the following statements hold:

(i) if lim inf
t→∞

w(t, x) ≥ m locally uniformly in R for some m > 0, then

lim inf
t→∞

u(t, x) ≥ m

b
locally uniformly in R;

(ii) if lim sup
t→∞

w(t, x) ≤M locally uniformly in R for some M > 0, then

lim sup
t→∞

u(t, x) ≤ M

b
locally uniformly in R;

(iii) if w(t, x) ≡ a for some constant a > 0, then

lim
t→∞

u(t, x) =
a

b
locally uniformly in R.

Proof. (i) For any given ε > 0 and L > 0, there exists T depending on ε and L
such that

w(t, x) ≥ m− ε, g(t) < −L, h(t) > L for t > T and x ∈ (−L,L).

Then u satisfies 
ut ≥ uxx +m− ε− bu, t > T, x ∈ (−L,L),

u(t,−L) ≥ 0, u(t, L) ≥ 0, t > T,

u(T, x) ≥ 0, x ∈ [−L,L].
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Let v(t, x) be the solution of
vt = vxx +m− ε− bv, t > T, x ∈ (−L,L),

v(t,−L) = 0, v(t, L) = 0, t > T,

v(T, x) = vT (x), x ∈ [−L,L],

where vT (−L) = vT (L) = 0 and vT (x) ≤ u(T, x) for x ∈ [−L,L]. By the comparison
principle, we have

u(t, x) ≥ v(t, x) for t > T and x ∈ [−L,L].

Let vL(x) be the solution of{
v′′ +m− ε− bv = 0, x ∈ (−L,L),

v(−L) = 0, v(L) = 0.

It follows from Lemma 2.5 that

lim
t→∞

v(t, x) = vL(x) uniformly in [−L,L],

and

lim
L→∞

vL(x) =
m− ε
b

locally uniformly in R.

By the arbitrariness of ε, we have

lim inf
t→∞

u(t, x) ≥ m

b
locally uniformly in R.

(ii) For any given ε > 0 and L > 0, there exists T depending on ε and L such
that

w(t, x) ≤M + ε, g(t) < −L, h(t) > L for t > T and x ∈ (−L,L).

Then u satisfies 
ut ≤ uxx +M + ε− bu, t > T, x ∈ (−L,L),

u(t,−L) ≤ C, u(t, L) ≤ C, t > T,

u(T, x) ≤ C, x ∈ [−L,L].

Applying the comparison principle, we have u(t, x) ≤ v(t, x) for t > T and x ∈
(−L,L), where v(t, x) is the solution of

vt = vxx +M + ε− bv, t > T, x ∈ (−L,L),

v(t,−L) = C, v(t, L) = C, t > T,

v(T, x) = C, x ∈ [−L,L].

By the similar arguments in (i), we have

lim sup
t→∞

u(t, x) ≤ M

b
locally uniformly in R.

(iii) This result can be obtained from (i) and (ii) directly.
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3. Longtime behavior

Theorem 3.1. Assume that R0 > 1 and γ < k. If h∞ = −g∞ =∞, then

lim
t→∞

(S, I,R)(t, x) = (S∗, I∗, R∗) uniformly in any bounded subset of R,

where S∗ = k+γ
β , I∗ = b

k+γ (1− 1
R0

) = b
k+γ −

k
β and R∗ = γI∗

k .

Proof. The theorem can be proved by the similar methods in [7, Theorem 3.9]
and [10, Theorem 4.3]. We give the details as follows.

Claim 1. We first show that

lim
t→∞

(I,R)(t, x) = (I∗, R∗) locally uniformly in R.

Let N = S + I +R, then N satisfies
Nt = dNxx + b− kN, t > 0, x ∈ (g(t), h(t)),

N(t, g(t)) ≥ 0, N(t, h(t)) ≥ 0, t > 0,

N(0, x) = S0(x) + I0(x) +R0(x), −g(0) = h(0) = h0, x ∈ [−h0, h0].

It follows from Lemma 2.6 (iii) that

lim
t→∞

N(t, x) =
k

b
=: N∗ locally uniformly in R.

We will prove Claim 1 by using the following iteration method.
Step 1. For any small ε > 0 and large L1, there exists T1 such that

N(t, x) ≤ N∗ + ε for t > T1 and x ∈ [−L1, L1]

and g(t) < −L1 and h(t) > L1 for t > T1 by h∞ = −g∞ = ∞. By the second
equation of (1.2), we have, for t > T1 and x ∈ [−L1, L1],

It = dIxx + β(N − I −R)I − γI − kI
≤ dIxx + β(N∗ + ε− I)I − γI − kI
= dIxx + [β(N∗ + ε)− γ − k − βI]I.

It follows from [10, Proposition 8.1] that

lim sup
t→∞

I(t, x) ≤ β(N∗ + ε)− γ − k
β

for x ∈ [−L1, L1].

By the arbitrariness of ε and L1, we have

lim sup
t→∞

I(t, x) ≤ βN∗ − γ − k
β

=
b

k
− γ + k

β
=

(
b

γ + k
− k

β

)
γ + k

k
= I∗

γ + k

k
= I1

locally uniformly in R.
Step 2. By the third equation of (1.2), it follows from Lemma 2.6 (ii) that

lim sup
t→∞

R(t, x) ≤ γI1
k

=
γ

k
I∗
γ + k

k
= R1 locally uniformly in R. (3.1)
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Step 3. For any small ε > 0 and large L2, there exists T2 such that

N(t, x) ≥ N∗ − ε for t > T2 and x ∈ [−L2, L2]

and g(t) < −L2 and h(t) > L2 for t > T2 by h∞ = −g∞ =∞. Thanks to (3.1), for
any ε1, there exists T3 > T2 such that

R(t, x) ≤ R1 + ε1 for t > T3 and x ∈ [−L2, L2].

By the second equation of (1.2), we have, for t > T3 and x ∈ [−L2, L2],

It ≥ dIxx + [β(N∗ − ε)− β(R1 + ε1)− γ − k − βI]I.

It follows from [10, Proposition 8.1] that

lim inf
t→∞

I(t, x) ≥ β(N∗ − ε)− β(R1 + ε1)− γ − k
β

for x ∈ [−L2, L2].

By the arbitrariness of ε, ε1 and L2, we have

lim inf
t→∞

I(t, x) ≥ βN∗ − βR1 − γ − k
β

= I1 −R1 = I∗
γ + k

k
(1− γ

k
) = I1

locally uniformly in R.
Step 4. By the third equation of (1.2), it follows from Lemma 2.6 (i) that

lim inf
t→∞

R(t, x) ≥ γI1
k

=
γ

k
I∗
γ + k

k
(1− γ

k
) = R1 locally uniformly in R.

Step 5. By the similar arguments in Step 3, we have

lim sup
t→∞

I(t, x) ≤ βN∗ − γ − k − βR1

β
= I1 −R1 = I∗

γ + k

k
[1− γ

k
+ (

γ

k
)2] = I2

locally uniformly in R.
Step 6. By the third equation of (1.2), it follows from Lemma 2.6 (ii) that

lim sup
t→∞

R(t, x) ≤ γI2
k

=
γ

k
I∗
γ + k

k
[1− γ

k
+ (

γ

k
)2] = R2

locally uniformly in R.
Step 7. By the similar arguments in Step 3, we have

lim inf
t→∞

I(t, x) ≥ βN∗ − γ − k − βR2

β
= I1−R2 = I∗

γ + k

k
[1− γ

k
+(

γ

k
)2−(

γ

k
)3] = I2

locally uniformly in R.
Step 8. By the third equation of (1.2), it follows from Lemma 2.6 (i) that

lim inf
t→∞

R(t, x) ≥ γI2
k

=
γ

k
I∗
γ + k

k
[1− γ

k
+ (

γ

k
)2 − (

γ

k
)3] = R2

locally uniformly in R.
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Repeating the above arguments, we have

Ii = I∗
γ + k

k
· 1− (−γ/k)2i

1− (−γ/k)
, Ii = I∗

γ + k

k
· 1− (−γ/k)2i−1

1− (−γ/k)
,

Ri =
γ

k
I∗
γ + k

k
· 1− (−γ/k)2i

1− (−γ/k)
, Ri =

γ

k
I∗
γ + k

k
· 1− (−γ/k)2i−1

1− (−γ/k)
,

and

I1 ≤ I2 ≤ · · · ≤ I ≤ · · · ≤ I2 ≤ I1,

R1 ≤ R2 ≤ · · · ≤ R ≤ · · · ≤ R2 ≤ R1.

If γ < k, then

lim
i→∞

Ii = lim
i→∞

Ii = I∗, lim
i→∞

Ri = lim
i→∞

Ri = R∗.

Therefore,

lim
t→∞

(I,R)(t, x) = (I∗, R∗).

Claim 2. Then we show that

lim
t→∞

S(t, x) = S∗ locally uniformly in R.

By Claim 1, we have

I∗ − ε ≤ lim inf
t→∞

I(t, x) ≤ lim inf
t→∞

I(t, x) ≤ I∗ + ε locally uniformly in R.

Applying the similar arguments in Lemma 2.6, we can prove Claim 2. Here we omit
it.

4. Discussion

In this paper, we give the longtime behavior of (1.2). We will obtain the asymptotic
spreading speed when spreading happens in another paper. Particularly, we assume
that µi = k(i = 1, 2, 3) in this paper. If this condition is not true, the argument in
this paper will not be suitable.
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