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On Nonlocal Neutral Stochastic Integro
Differential Equations with Impulsive Random
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Abstract In this work, we discuss the existence and continuous dependence
on initial data of solutions for non-local random impulsive neutral stochastic
integrodifferential delayed equations. First, we prove the existence of mild
solutions to the equations by using Krasnoselskii’s-Schaefer type fixed point
theorem. Next, we prove the continuous dependence on initial data results
under the Lipschitz condition on a bounded and closed interval. Finally, we
propose an example to validate the obtained results.
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1. Introduction

The theory of neutral differential equations (NDES) in Banach spaces has been stud-
ied by several authors [7], [9], [10], [12]. A neutral functional differential equation is
one that includes both the current state of the system and the implied derivatives of
the past history or functionals of the past history. When dealing with problems in-
volving electric networks with lossless transmission lines, NDEs are required. Such
networks first appeared, for instance, in high-speed computers where switching cir-
cuits were connected by lossless transmission lines. The problem’s importance stems
from the fact that it differs from the traditional initial condition in that it is more
general and has a finer influence. The presence of solutions for neutral functional
integrodifferential equations (IDEs) in Banach spaces was investigated by the au-
thors [11], [13], [30]. The authors [5], [14], [29] proved that several classes of IDEs
in abstract spaces exist as well as controllability results.

The impulses are either deterministic or random in that they occur at prede-
termined times or at random periods. There are numerous articles that examine
the qualitative characteristics of fixed-type impulses [3], [4], [8], [15], [21], [24], [25],
[26], [31]. but few that examine random-type impulses. The first random impul-
sive ordinary differential equations (ODEs) were presented by Wu and Meng [16],
who also investigated the boundedness of these models’ solutions using Liapunov’s
direct function. Some qualitative characteristics of differential equations (DEs)
with random impulses have been researched by Wu et al. [17], [18], [22]. Anguraj
et al. [2] established the stability of random impulsive stochastic functional DEs
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driven by Poisson jumps with finite delays by using Banach fixed point theorem. Li
et al. [19] investigated the existence and Hyers-Ulam (HU) stability of mild solutions
for random impulsive stochastic functional ODEs using Krasnoselskii’s fixed point
theorem. In Baleanu et al. [6] the existence, uniqueness, and HU (Hyers-Ulam)
stability of random impulsive stochastic IDEs with nonlocal conditions have been
investigated. By using Banach fixed point theorem,

d(z(t)) =
[
Az(t) + f(t, zt) +

∫ t

0

k(t− s)z(s)ds
]
dt+ g(t, zt)dW (t), t ≥ t0, t ̸= σq,

z(σq) = bq(δq)z(σ
−
q ), q = 1, 2, ...,

z0 = zt0 + r(z).

Motivated by the above works, this paper aims to fill this gap by investigating the
existence and continuous dependence on initial data of solutions of non-local random
impulsive neutral stochastic integrodifferential equations (NRINSIDEs) with finite
delays. By using Krasnoselskii’s-Schaefer type fixed point theorem.

We consider the following NRINSIDEs with finite delays of the type

d[z(t) + h(t, zt)] =
[
f(t, zt) +

∫ t

0

k(t, s, zs)ds
]
dt+ g(t, zt)dW (t), (1.1)

z(σq) = bq(δq)z(σ
−
q ), q = 1, 2, ..., (1.2)

zt0 + r(z) = z0 = σ = {σ(θ) : −δ ≤ θ ≤ 0}, (1.3)

where δq is random variable defined from Ω to Dq
def
= (0, dq) for q = 1, 2, ..., 0 <

dq <∞. Moreover, suppose that δı and δȷ are independent of each other as ı ̸= ȷ for
ı, ȷ = 1,2.... Here f : [t0, T ]×C → Rd, h : [t0, T ]×C → Rd, g : [t0, T ]×C× → Rd×m,
k : [t0, T ] × [t0, T ] × C → Rd, r : C → C and bq : Dq → Rd×d are Borel measurable
functions, and zt is Rd-valued stochastic process such that

zt = {z(t+ θ) : −δ ≤ θ ≤ 0}, zt ∈ Rd.

We assume that σ0 = t0 and σq = σq−1 + τq for q = 1, 2, .... Obviously, {σq} is a
process with independent increments. The impulsive moments σq from a strictly
increasing sequence, i.e σ = σ0 < σ1 < σ2 < ... < lim

q→∞
σq = ∞, and z(σ−

q ) =

lim
t→σq−0

z(t). Denote by {G(t), t ≥ 0} the simple counting process generated by

{σq}, let {K(t), t ≥ 0} be a given m-dimensional Wiener process, and denote F
(1)
t

the σ-algebra generated by {G(t), t ≥ 0}. Denote F
(2)
t the σ-algebra generated by

{K(s), s ≤ t}.
For considering the main Eq. (1.1), we have

d(x(0)) = 0.

Here, extra conditions have to be imposed to guarantee the existence of a solution,
so we refer to Lemmas 3.1, 3.2 and 4.1 in [27], and also, see Lemma 3.4 in [28].
Highlights:
1. This work extends the work of A. Vinodkumar. [6].
2. Time delay of NRINSIDEs is taken care of by the prescribed phase space B.

The structure of this article is as follows. In section 2, we mention some concepts
and principles. Section 3 discusses the existence of solutions for NRINSIDEs with
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finite delays. Section 4 studies continuous dependence on initial data of NRINSIDEs
with finite delays. An example to illustrate the obtained results is given in section
5. Finally, section 6 gives the conclusion with acknowledgements of the study.

2. Preliminaries and notations

Suppose that (Ω,Ft,P) is a probability space with filtration {Ft}, t ≥ 0 fulfilling

Ft = F
(1)
t ∪ F

(2)
t . Let £p = (Ω,Rd) be the collection of all strongly measurable,

pth integrable, Ft measurable, Rd-random variables in z with the norm ∥z∥£p
=

(E∥z∥pt )1/p, where the expectation E is denoted by Ez =
∫
Ω
zdP. Suppose that

δ > 0 and denote the Banach space of all piecewise continuous Rd-valued stochastic
process {σ(t), t ∈ [−δ, 0]} by C([−δ, 0],£(Ω,Rd)) random variables equipped with
the norm

∥ψ∥C =

(
sup

−δ≤θ≤0
E∥ψ(θ)∥pt

)1/p

.

The initial data

zt0 + r(z) = z0 = σ = {σ(θ) : −δ ≤ θ ≤ 0} (2.1)

is an Ft0 - measurable, Rd-valued random variable such that E∥σ∥p ≤ ∞.

Definition 2.1. For a given T ∈ (t0,∞), an Rd-valued stochastic process z(t) on
t0 − δ ≤ t ≤ T is called the solution to equations (1.1)-(1.3) with the initial data
(2.1), if for each t0 ≤ t ≤ T , zt0 = σ, {zt0}t0≤t≤T is Ft-adapted and

z(t) =

∞∑
q=0

[ q∏
ı=1

bı(δı)σ(0)− r(z) + h(0, σ)−
q∏

ı=1

bı(δı)h(t, zt)

+

q∑
ı=1

q∏
ȷ=ı

bȷ(δȷ)

∫ σı

σı−1

f(s, zs)ds+

∫ t

σq

f(s, zs)ds

+

q∑
ı=1

q∏
ȷ=ı

bȷ(δȷ)

∫ σı

σı−1

∫ s

0

k(s, ς, zς)dςds+

∫ t

σq

∫ s

0

k(s, ς, zς)dςds

+

q∑
ı=1

q∏
ȷ=ı

bȷ(δȷ)

∫ σı

σı−1

g(s, zs)dW (s) +

∫ t

σq

g(s, zs)dW (s)

]
I[σq,σq+1)(t),

where
q∏

ȷ=ı
bȷ(δȷ) = bq(δq)bq−1(δq−1), ...bı(δı), and IL(.) is the index function, i.e.,

IL(t) =

{
1 if t ∈ L,
0 if t /∈ L.

Lemma 2.1. [23] For any p ≥ 1 and for any predictable process z ∈ £p
d×m[0, T ],

the inequality holds,

sup
s∈[0,t]

E∥z(t)dw(t)∥p ≤ (p/2(p− 1))p/2
( ∫ t

0

(E∥z(s)∥p)2/pds
)p/2

, t ∈ [0, T ].
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Lemma 2.2. [20] (Krasnoselskiis-Schaefer type Fixed Point Theorem): Let X be
a Banach space and Let P and Q be two operator satisfying:
(1) P is a contraction mapping, and
(2) Q is completely continuous.
Then, either
(a) the operator Pz +Qz = z has a solution, or
(b) the set Ω = {v ∈ X : λp( vλ ) + λQv = v, 0 < λ < 1} is unbounded.

3. Main results

We may take into consideration the following hypotheses:

(A1): The functions h : [t0, T ] × C → Rd and f : [t0, T ] × C → Rd. There ex-
ist positive constants Lh > 0, Lf > 0 and Lg > 0 such that,

E∥h(t, ψ1)− h(t, ψ2)∥p ≤ LhE∥ψ1 − ψ2∥pC,

E∥h(t, ψ)∥p ≤ LhE∥ψ∥pC.

E∥f(t, ψ1)− f(t, ψ2)∥p ≤ LfE∥ψ1 − ψ2∥pC,

E∥f(t, ψ)∥p ≤ LfE∥ψ∥pC.

(A2): The function g : [t0, T ]× C → Rd×m fulfills:
(I) For each t ∈ [t0, T ], the function g(t, .) : C → Rd×m is continuous, and for each
ψ ∈ C, the function g(., ψ) : [t0, T ] → Rd×m is measurable.

(II)There exists a continuous function m(t) : [t0, T ] → [0,+∞), and a Lq inte-
grable, continuous, increasing function Θ : [0,+∞) → [0,+∞) such that

E∥g(t, ψ)∥p ≤ m(t)Θ(∥ψ∥pC),

for arbitrary (t, ψ) ∈ [t0, T ]× C,m∗ = supt∈[t0,T ]m(t), and the function Θ satisfies

lim
τ→∞

inf
Θ(τ)

τ
= γ <∞.

(A3): The function k : [t0, T ] × [t0, T ] × C → Rd, there exists a positive constant
Lk > 0 such that,∫ t

0

E∥k(t, s, ψ1)− k(t, s, ψ2)∥p ≤ LkE∥ψ1 − ψ2∥pC,

∫ t

0

E∥k(t, s, ψ)∥p ≤ LkE∥ψ∥pC,

for all t ∈ [t0, T ] and ψ1, ψ2 and ψ ∈ C.

(A4): The condition max
ı,q

{
q∏

ȷ=ı
∥bȷ(τȷ)∥

}
<∞. That is to say, there exists a constant

C > 0 such that

E
(
max
ı,q

{
q∏

ȷ=ı

∥bı(τȷ)∥
})p

≤ C.
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(A5): The function r : C → C is continuous and there exists some constant Lr > 0
such that,

E∥r(t, ψ1)− r(t, ψ2)∥p ≤ LrE∥ψ1 − ψ2∥pC,

E∥r(t, ψ)∥p ≤ LrE∥ψ∥pC,

for all t ∈ [t0, T ] and ψ1, ψ2 and ψ ∈ C.

Theorem 3.1. Assume that the assumptions (A1)–(A5) are satisfied. Then there
exists at least one mild solution to systems (1.1)-(1.3) provided that

4p−1C(Lr + Lh) + 4p−1 max{1, C}(t− t0)
p(Lf + Lk) < 1.

Proof. Let B be the phase space B = C([t0 − δ, T ],£p(Ω,Rd)) endowed with the
norm

∥z∥pB = sup
t∈[t0,T ]

∥zt∥pC,

where ∥zt∥C = sup−δ≤s≤t E∥zt∥p. Denote Bm = {z ∈ B, ∥z∥pB ≤ m}, which is the
closed ball with Center z and radius m > 0. For any initial value (t0, z0, ) with
t0 ≥ 0 and z0 ∈ Bm, we define the operator S : B → B by
(Sz)(t) =

σ(t)− r(t), t ∈ (−∞, t0]
∞∑
q=0

[
q∏

ı=1
bı(δı)σ(0)− r(t) + h(0, σ)

−
q∏

ı=1
bı[(δı)h(t, zt) +

q∑
ı=1

q∏
ȷ=ı

bȷ(τȷ)
∫ σı

σı−1
f(s, zs)ds

+
∫ t

σq
f(s, zs)ds+

q∑
ı=1

q∏
ȷ=ı

bȷ(δȷ)
∫ σı

σı−1

∫ s

0
k(s, ς, zς)dςds+

∫ t

σq

∫ s

0
k(s, ς, zς)dς

+
q∑

ı=1

q∏
ȷ=ı

bȷ(δȷ)
∫ σı

σı−1
g(s, zs)dW (s) +

∫ t

σq
g(s, zs)dW (s)

]
I[σq,σq+1)(t), t ∈ [t0, T ].

Then the problem of finding mild solutions for problems (1.1)-(1.3) is reduced to
finding the fixed point of S. Decomposing the operator S, we obtain

(Pz)(t) =

∞∑
q=0

[ q∏
i=1

hi(τi)σ(0)− r(t) + h(0, σ)

+

∫ t

σq

f(s, zs)ds−
q∏

ı=1

bı[(δı)h(t, zt) +

q∑
i=1

q∏
j=ı

hj(τj)

∫ σi

σi−1

f(s, zs)ds

+

q∑
i=1

q∏
j=i

hj(τj)

∫ σi

σi−1

∫ s

0

k(s, ς, zς)dςds+

∫ t

σq

∫ s

0

k(s, ς, zς)dςds

]
I[σq,σq+1)(t).

(Qz)(t) =

∞∑
q=0

[ q∑
i=1

q∏
j=i

hj(τj)

∫ σi

σi−1

g(s, zs)dW (s)+

∫ t

σq

g(s, zs)dW (s)

]
I[σq,σq+1)(t).

We divide the proof into the following steps:
Step 1. We prove that P is a contraction mapping.
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Let z, w ∈ Br and t ∈ [t0 − τ, T ]. Then

E∥(Pz)(t)− (Pw)(t)∥p

≤ 4p−1E
[
max
ı,q

{ q∏
ı=ȷ

∥bȷ(δȷ)∥
}]p[

∥r(z)− r(w)∥I[σq,σq+1)(t)

]p

+4p−1E
[
max
ı,q

{ q∏
ı=ȷ

∥bȷ(δȷ)∥
}]p[

∥h(t, zt)− h(t, wt)∥I[σq,σq+1)(t)

]p

+4p−1E
[
max
ı,q

{
1,

q∏
ı=ȷ

∥bȷ(δȷ)∥
}]p[ ∫ t

t0

∥f(s, zs)−f(s, ws)∥dsI[σq,σq+1)(t)

]p

+4p−1E
[
max
ı,q

{
1,

q∏
ı=ȷ

∥bȷ(δȷ)∥
}]p[ ∫ t

t0

∫ s

0

∥k(s, ς, zς)−k(s, ς, zς)∥dςdsI[σq,σq+1)(t)

]p
≤ 4p−1CLrE∥z − w∥pC + 4p−1CLhE∥z − w∥pC
+2p−1 max{1, C}(t−t0)pLfE∥zs−ws∥pCds+4p−1 max{1, C}(t−t0)pLkE∥zs−ws∥pCds

≤ 4p−1C(Lr + Lh) + 4p−1 max{1, C}(t− t0)
p(Lf + Lk)∥zt − wt∥pC,

where

∥zt − wt∥pC = sup
t∈[−τ,0]

E∥z(t+ θ)− w(t+ θ)∥p = sup
t∈[t0−τ,t]

E∥z(s)− w(s)∥p. (3.1)

Taking the supremum over z, by (6), we obtain

∥(Pz)(t) + (Pz)(t)∥pB ≤ G∥z − w∥pB,

where G = 4p−1C(Lr + Lh) + 4p−1 max{1, C}(t− t0)
p(Lf + Lk).

Since 0 < G < 1. P is a contraction on Br.

Step 2. Next, we prove that Q is completely continuous.

Step 2.1. We first prove that Q is continuous on Br.

Let {zn} ⊂ Br with zn → z (as n → ∞). For t ∈ [t0, T ], and by the continu-
ity of g in (A2)(I), we have

E∥(Qzn)(t) + (Qw)(t)∥p ≤ E
∥∥∥∥ ∞∑

q=0

[
q∑

i=1

q∏
j=i

hj(τj)
∫ σi

σi−1

[
g(s, zns )− g(s, zs)

]
dW (s)

+

∫ t

σq

[
g(s, zns )− g(s, zs)

]
dW (s)

]
I[σq,σq+1)(t)

∥∥∥∥p

≤ max{1, C}(t− t0)
pLp

∫ t

t0

∥g(s, zns )− g(s, zs)∥pds

−→ 0 as n→ ∞.

Thus
E∥(Qzn)(t) + (Qz)(t)∥pB → 0 (n→ ∞),
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and Q is continuous on Br.

Step 2.2. We prove that Q maps bounded sets Br into equicontinuous sets of
Br.
Since B is a piecewise space, we assume that σq < t1 < t2 < σq+1, q = 1, 2, 3, ....
and z ∈ Br. Then for any fixed z ∈ Br, by using hypotheses (A2)–(A4) and lemma
2.2, we have

E∥(Qz)(t1)+(Qw)(t2)∥p = 2p−1E
∥∥∥∥ ∞∑

q=0

∫ t2

t1

[
g(s, zs)dW (s)I[σq,σq+1)(t2)

∥∥∥∥p

≤ 2p−1(t2 − t1)
p/2−1Lp

∫ t2

t1

m(t)Θ(∥zs∥)pds

−→ 0 as (t2 → t1).

Thus, Q maps bounded sets Br into equicontinuous sets of Br.

Step 2.3. We prove that Q(Br) is uniformly bounded. It follows from

sup
t∈[t0,T ]

E∥(Qz)(t)∥p = sup
t∈[t0,T ]

E
∥∥∥∥ ∞∑

q=0

[ q∑
i=1

q∏
j=i

hj(τj)

∫ σi

σi−1

[
g(s, zs)dW (s)

+

∫ t

σq

[
g(s, zs)dW (s)I[σq,σq+1)(t)

∥∥∥∥p
≤ sup

t∈[t0,T ]

max{1, C}E
∥∥∥∥ ∫ t

t0

[
g(s, zs)dW (s)I[σq,σq+1)(t)

∥∥∥∥p
≤ max{1, C}(T − t0)

p/2Lp∥m∗∥LqΘ(r).

Then {Q(Br)} is uniformly bounded.

Step 2.4. We show that Q maps Br into a precompact set for every t ∈ [t0, T ].
Let t0 < t < T be fixed and let ϵ be a positive real number such that 0 < ϵ < t− t0.
For z ∈ Br, we consider that

(Qϵz)(t) =

∞∑
q=0

[ q∑
i=1

q∏
j=i

hj(τj)

∫ σi

σi−1

[
g(s, zs)dW (s)

+

∫ t−ϵ

σq

[
g(s, zs)dW (s)

]
I[σq,σq+1)(t), t ∈ (t0, t− ϵ). (3.2)

The set Uϵ(t) = (Qϵz)(t) : z ∈ Br is relatively compact in B for every ϵ ∈ (0, t− t0).
We then have

E∥(Qz)(t) +Qϵz(t)∥p ≤ E
∥∥∥∥ ∞∑

q=0

∫ t

t−ϵ

[
g(s, zs)dW (s)I[σq,σq+1)(t)

∥∥∥∥p

≤ (ϵ)p/2−1Lp

∫ t

t−ϵ

m∗Θ(r)ds. (3.3)
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As ϵ → 0, the right hand side of the inequality (8) tends to zero. Thus, there are
precompact sets arbitrarily close to the set U(t) = {(Qz)(t) : z ∈ Br}, and U(t) is
relatively compact in B. Thus, by the Arzela-Ascoli theorem, we deuce that Q is
compact, and Q is completely continuous.
Let

M1 = 6p−1C[E∥σ(0)∥p + LhE∥σ∥p],

M2 = 6p−1C(Lr + Lh),

M3 = 6p−1 max{1, C}(t− t0)
p.

To apply the Krasnoselskii-Schaefer theorem, it remains to show that the set

Ω(S) = {z(.) : λP ( z
λ
) + λQz = z}

is bounded for λ ∈ (0, 1). To this end, let z(.) ∈ Ω(S). Then λP ( zλ ) + λQz = z for
some λ ∈ (0, 1) and

E∥z(t)∥p ≤ |λ|E
∥∥(P ( z

λ
)
)
(t) + (Qz)(t)∥p

≤ E
∥∥(P ( z

λ
)
)
(t) + (Qz)(t)∥p.

For every t ∈ [t0, T ], we have

E∥z(t)∥p ≤ 5p−1E
∥∥∥∥ ∞∑

q=0

[
q∏

ν=1
hi(τi)σ(0)− r(t) + h(0, σ)

−
q∏

ı=1

bı[(δı)h(t,
zt
λ
)

∥∥∥∥p + 5p−1E
∥∥∥∥ ∞∑

q=0

[ q∑
i=1

q∏
j=i

hj(τj)

∫ σi

σi−1

f(s,
zs
λ
)ds

+

∫ t

σq

f(s,
zs
λ
)ds

]
I[σq,σq+1)(t)

∥∥∥∥p + 5p−1E
∥∥∥∥ ∞∑

q=0

[ q∑
i=1

q∏
j=i

hj(τj)

×
∫ σi

σi−1

∫ s

0

k(s, ς,
zς
λ
)dςds+

∫ t

σq

∫ s

0

k(s, ς,
zς
λ
)dςds

]
I[σq,σq+1)(t)

∥∥∥∥p

+5p−1E
∥∥∥∥ ∞∑

q=0

[ q∑
i=1

q∏
j=i

hj(τj)

∫ σi

σi−1

g(s, zs)dW (s)

+

∫ t

σq

g(s, zs)dW (s)

]
I[σq,σq+1)(t).

∥∥∥∥p

= 5p−1
6∑

i=1

Ri,

where

R1 = E
[
max
ı,q

{ q∏
ı=ȷ

∥bȷ(δȷ)∥
}]p

[∥σ(0)− r(z)+h(0, σ)∥p]

≤ C[E∥σ(0)∥p + LrE∥z∥p] + CLhE∥σ∥p,
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R2 = E
[
max
ı,q

{ q∏
ı=ȷ

∥bȷ(δȷ)∥
}]p

∥h(t, zt)∥p ≤ CLhE∥zt∥pC,

R3 = E
[
max
i,q

{
1,

q∏
i=j

∥bȷ(δȷ)∥
}]p[ ∫ t

t0

E∥f(s, zs)∥dsI[σq,σq+1)(t)

]p
≤ max{1, C}(t− t0)

pLf∥zs∥pC,

R4 = E
[
max
i,q

{
1,

q∏
i=j

∥bȷ(δȷ)∥
}]p[ ∫ t

t0

∫ s

0

E∥k(s, ς, zς)∥dςdsI[σq,σq+1)(t)

]p
≤ max{1, C}(t− t0)

pLk∥zs∥pC,

R5 = E
[
max
i,q

{
1,

q∏
i=j

∥bȷ(δȷ)∥
}]p[ ∫ t

t0

E∥g(s, zs)∥dW (s)I[σq,σq+1)(t)

]p

≤ max{1, C}(t− t0)
p/2−1Lp

∫ t

t0

m(t)Θ(∥zs∥pC)ds,

E∥z(t)∥p ≤ 5p−1C[E∥σ(0)∥p+LrE∥z∥p]+5p−1CLhE∥σ∥p+5p−1CLhE∥zt∥pC
+5p−1 max{1, C}(t− t0)

pLfE∥zs∥pCds+ 5p−1 max{1, C}(t− t0)
p

×LkE∥zs∥pC + 5p−1 max{1, C}(t− t0)
p/2Lp

∫ t

t0

m(t)Θ(∥zs∥pC)ds.

Thus

sup
s∈[t−τ,t]

E∥z(t)∥p ≤ 5p−1C[E∥σ(0)∥p+LhE∥σ∥p]+5p−1C(Lr+Lh)E∥zs∥pB

+ 5p−1 max{1, C}(t− t0)
p
(
Lf + Lk

)
sup

s∈[t−δ,t]

E∥zs∥pC

+ 5p−1 max{1, C}(T − t0)
p/2−1Lp

∫ t

t0

sup
t∈[t0,T ]

m(t)Θ(∥zs∥pC)ds.

∥z(t)∥pB ≤ 5p−1C[E∥σ(0)∥p +LhE∥σ∥p] + 6p−1C(Lr +Lh)E∥zs∥pB +5p−1 max{1, C}

×(t− t0)
p
[
Lf + Lk + (t− t0)

p/2−2Lp

∫ t

t0

m∗

∥zs∥pC
Θ(∥zs∥pC)ds

]
E∥zs∥pB,

where Lp = (p(p− 1)/2)p/2. Notice that supt∈[t0,T ] E∥zt∥
p
C = supt∈[t0−τ,T ] ∥z(t)∥p

≤ ∥z(t)∥pB, and by (A4)(II), we get

∥z(t)∥pB ≤ M1 +M2E∥zs∥pB +M3

[
Lf + Lk + (t− t0)

p/2−2Lpm
∗γ

]
E∥zs∥pB,

∥z∥pB ≤ M1

1−
[
M2 +M3

(
Lf + Lk + (t− t0)p/2−2Lpm∗γ

)] = A.

This, implies that the set Ω(S) = {z(.) : λP ( zλ )+λQz = z} is bounded for λ ∈ (0, 1).
Hence, by Krasnoselskii-Schaefer fixed point theorem, S has a fixed point, which is
the required mild solution of equations (1.1)-(1.3).
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Next, we use the Banach contraction principle to give another proof of existence
for the solution of equations (1.1)-(1.3). We make the following assumption:

(A′4) For the continuous g ∈ £p([t0, T ] × C → Rd×m) , there exists a positive
constant Lg > 0 such that

E∥g(t, ψ1)− g(ζ, ψ2)∥p ≤ LgE∥ψ1 − ψ2∥pC,

for all t ∈ [t0, T ] and ψ1, ψ2 ∈ C. Under the assumptions (A1), (A3) and (A′4). We
have the following theorem.

Theorem 3.2. If the hypotheses (A1), (A3) and (A′4) hold, then there exists a
unique mild solution to equations (1.1)-(1.3).

Proof. For any initial value (t0, z0) t0 ≤ 0 z0 ∈ Br, we define the operator
S : B → B as follows: (Sz)(t+ t0) = σ(ϕ) ∈ £p(Ω, C), t ∈ [t0, T ].

(Sz)(t) =

∞∑
q=0

[ q∏
i=1

hi(τi)σ(0)− r(t) + h(0, σ)−
q∏

ı=1

bı[(δı)h(t, zt)

+

q∑
i=1

q∏
j=i

bȷ(δȷ)

∫ σi

σi−1

f(s, zs)ds+

∫ t

σq

f(s, zs)ds+

q∑
i=1

q∏
j=i

bȷ(δȷ)

×
∫ σi

σi−1

∫ s

0

k(s, ς, zς)dςds+

∫ t

σq

∫ s

0

k(s, ς, zς)dςds+

q∑
i=1

q∏
j=i

bȷ(δȷ)

×
∫ σi

σi−1

g(s, zs)dW (s) +

∫ t

σq

g(s, zs)dW (s)

]
I[σq,σq+1)(t), t ∈ [t0, T ],

E∥(Sz)(t)− (Sw)(t)∥p

≤ 5p−1E
[
max
ı,q

{ q∏
ı=ȷ

∥bȷ(δȷ)∥
}]p[

∥r(z)−r(w)∥I[σq,σq+1)(t)

]p

+5p−1E
[
max
ı,q

{ q∏
ı=ȷ

∥bȷ(δȷ)∥
}]p[

∥h(t, zt)−h(t, wt)∥I[σq,σq+1)(t)

]p

≤ 5p−1E
[
max
i,q

{
1,

q∏
i=j

∥hj(τj)∥
}]p[ ∫ t

t0

E∥f(s, zs)−f(s, ws)∥ds
]p

+5p−1E
[
max
i,q

{
1,

q∏
i=j

∥hj(τj)∥
}]p[ ∫ t

t0

∫ s

0

E∥k(s, ς, zς)−k(s, ς, wς)∥dςds
]p

+5p−1E
[
max
i,q

{
1,

q∏
i=j

∥hj(τj)∥
}]p[ ∫ t

t0

E∥g(s, zs)−g(s, ws)∥dW (s)

]p

≤ 5p−1CLrE∥z − w∥pC + 5p−1CLhE∥z − w∥pC + 5p−1 max{1, C}
× (t− t0)

pLfE∥zs − ws∥pCds+ 5p−1 max{1, C}(t− t0)
pLkE∥zs
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− ws∥pCds+ 5p−1 max{1, C}(t− t0)
p/2LpLgE∥zs − ws∥pCds

≤
{
5p−1C(Lr + Lh) + 5p−1 max{1, C}[

(
t− t0)

pLf + (t− t0)
pLk

+ (t− t0)
p/2LpLg

]}
sup

θ∈[−δ,0]

E∥z(t+ θ)− w(t+ θ)∥pC

≤
[
5p−1C(Lr + Lh) + 5p−1 max{1, C}[

(
t− t0)

pLf + (t− t0)
pLk

+ (t− t0)
p/2LpLg

]]
sup

s∈[t−δ,t]

E∥z(s)− w(s)∥pC.

Taking the supremum over t, we get

∥(Sz)(t)− (Sw)(t)∥pB ≤ A(T )E∥z(s)− w(s)∥pB,

with

A(T ) = 6p−1C(Lr+Lh)+6p−1 max{1, C}[
(
t−t0)pLf+(t−t0)pLk+(t−t0)p/2LpLg

]
.

By taking a suitable 0 < T1 < T sufficiently small where A(T ) < 1, hence S is a
contraction on BT1

. Sz = z is a unique solution of equations (1.1)-(1.3) by Banach
fixed point theorem.

4. Continuous dependence on initial data

Theorem 4.1. If the assumptions of Theorem 3.2 are satisfied and

2p−1 max{1, C}
[
(L1 + L2)(t− t0)

p + LpL3(t− t0)
p/2

]
< 1,

then ∀σ, σ̄ ∈ B and for the corresponding mild solutions z, z̄ of equations (1.1)-(1.3)
the following inequality holds

∥z − w∥pB ≤ L1

1−
(
L2 +M

[
(T − t0)p(Lf + Lk) + (T − t0)p/2LpLg

])E∥σ1 − σ2∥p,

where L1 = 5p−1C(1 + Lh),L2 = 5p−1C(Lr + Lh) and M = 5p−1 max{1, C}.

Proof. Let σ, σ̄ ∈ B be arbitrary functions and let z, z̄ be the mild solutions of
equations (1.1)-(1.3). Then we have

z(t)− w(t) =

∞∑
q=0

[ q∏
ı=1

bı(δı)[σ1 − σ2] + [r(z)− r(w)]

+ [h(0, σ1)− h(0, σ2)] +

q∏
ı=1

bı(δı)[h(t, zt)− h(t, wt)]

+

[ q∑
ı=1

q∏
ȷ=ı

bȷ(δȷ)

∫ σı

σı−1

[f(s, zs)− f(s, ws)]ds+

∫ t

σq

[f(s, zs)− f(s, ws)]ds

]

+

[ q∑
ı=1

q∏
ȷ=ı

bȷ(δȷ)

∫ σı

σı−1

∫ s

0

[k(s, ς, zς)− k(s, ς, wς)]dςds
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+

∫ t

σq

∫ s

0

[k(s, ς, zς)− k(s, ς, wς)]dς

]
+

[ q∑
ı=1

q∏
ȷ=ı

bȷ(δȷ)

∫ σı

σı−1

[g(s, zs)

− g(s, ws)]dW (s) +

∫ t

σq

[g(s, zs)− g(s, ws)]dW (s)

]]
I[σq,σq+1)(t)

∥∥∥∥p.
Then,

E∥z(t)− w(t)∥p ≤ 5p−1C(1 + Lh)E∥σ1 − σ2∥p

+ 5p−1CLrE∥z − w∥p + 5p−1CpLhE∥z(t)− w(t)∥p

+ 5p−1 max{1, C}(t− t0)
p−1Lf

∫ t

t0

E∥z(s)− w(s)∥pds

+ 5p−1 max{1, C}(t− t0)
p−1Lk

∫ t

t0

E∥z(s)− w(s)∥pds

+ 5p−1 max{1, C}(t− t0)
p/2−1LgLp

∫ t

t0

E∥z(s)− w(s)∥pds.

Furthermore,
sup

s∈[t−τ,t]

E∥z(t)− w(t)∥p

≤ 5p−1C(1 + Lh)E∥σ1 − σ2∥p + 5p−1C(Lr + Lh) sup
t∈[t−τ,t]

E∥z(t)− w(t)∥p

+ 5p−1 max{1, C}(t− t0)
p−1Lf

∫ t

t0

sup
s∈[t−τ,t]

E∥z(s)− w(s)∥pds

+ 5p−1 max{1, C}(t− t0)
p−1Lk

∫ t

t0

sup
s∈[t−τ,t]

E∥z(s)− w(s)∥pds

+ 5p−1 max{1, C}(t− t0)
p/2−1LgLp

∫ t

t0

sup
s∈[t−τ,t]

E∥z(s)− w(s)∥pds.

Define the function y : [−τ, T ] → R by

y(t) =
{
supE∥zt − wt∥p : −τ ≤ s ≤ t

}
, t ∈ [0, T ].

Let t∗ ∈ [−τ, t] be such that

y(t) = E∥zt∗ − wt∗∥p.

If t∗ ∈ [0, t], then from the above, we have

y(t) = E∥zt∗ − wt∗∥p ≤ LE∥σ1 − σ2∥p

+ 5p−1C(Lr + Lh)E∥z − w∥p +M(T − t0)
p−1(Lf + Lk)

×
∫ t∗

t∗0

E∥zs − ws∥pCds+M(T − t0)
p/2−1LpLg

∫ t∗

t∗0

E∥zs − ws∥pCds,

y(t) ≤ L1E∥σ1−σ2∥p+L2y(t)+M(T−t0)p(Lf+Lk)y(t)+M(T−t0)p/2LpLgy(t),

y(t) ≤ L1E∥σ1−σ2∥p+
[
L2+M(T −t0)p(Lf +Lk)+M(T −t0)p/2LpLg

]
∥z−w∥pB.
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Hence, we get,

∥z − w∥pB ≤ L1

1−
(
L2 +M

[
(T − t0)p(Lf + Lk + (T − t0)p/2LpL3

])E∥σ1 − σ2∥p.

5. An example

The considered NRINSIDEs with finite delays is of the form

d

[
(z(ζ) +

∫ 0

−α

u1(θ)z(ζ + θ)

]
=

[ ∫ 0

−α

u2(θ)z(ζ + θ) +

∫ 0

−α

∫ ζ

0

u3(θ)z(ζ + θ)

]
dζ

+

[ ∫ 0

−α

u4(θ)z(ζ + θ)

]
dW (ζ), t ≥ t0, t ̸= ζq,

z(σq) = bq(δq)z(σ
−
q ), q = 1, 2, ...,

z(0) +

m∑
ı

cı(rı,z) = z0, 0 ≤ r1 ≤ r1... ≤ rp ≤ T . (5.1)

Let α > 0, z be R-valued stochastic process, and σ ∈ C([−δ, 0],£2(Ω,R)). δq is

defined from Ω to Dq
def
= (0, dq) for q = 1, 2, .... Suppose that τq follows Erlang

distribution and let δı and δȷ be independent of each other as ı ̸= ȷ for ı, ȷ = 1,2....
ζ0 = σ0 < σ1 < σ2 < ... and σq = σq−1 + τq for q = 1, 2, .... Let W (t) ∈ R be a one-
dimensional Brownian motions, where b is a function of q. u1, u2, u3 : [−δ, 0] → R
are continuous functions. Define h : [ζ0, T ] × C → Rd, f : [ζ0, T ] × C → Rd,
g : [ζ0, T ] × C → Rd×m, r : C → C, k : [ζ0, T ] × [ζ0, T ] × C → Rdand P : [ζ0, T ] ×
C× U → Rd, and bq : Dq → Rd×d by

h(ζ, z(ζ))(.) =

∫ 0

−α

u1(θ)z(ζ + θ)dθ(.), f(ζ, z(ζ))(.) =

∫ 0

−α

u2(θ)z(ζ + θ)dθ(.),

k(ζ, z(ζ))(.) =

∫ 0

−α

u3(θ)z(ζ + θ)dθ(.), g(ζ, z(ζ))(.) =

∫ 0

−α

u4(θ)z(ζ + θ)dθ(.).

For z(t+ θ) ∈ C, we suppose that the following conditions hold:

(1) max
ı,q

{
q∏

ȷ=ı
E∥aı(δı)∥2

}
<∞,

(2)
∫ 0

−α
u1(θ)

2dθ,
∫ 0

−α
u2(θ)

2dθ,
∫ 0

−α
u3(θ)

2dθ <
∫ 0

−α
u4(θ)

2dθ <
∫ 0

−α
u5(θ)

2dθ <∞.

Suppose that the states (1) and (2) are obtained from which we can prove that
the assumptions (A1)-(A5) hold. As a result, the systems (1.1)-(1.3) have a unique
mild solution z.

6. Conclusion

This article is devoted to discussing the existence and continuous dependence on
initial data. First, we use Krasnoselskii’s-Schaefer type fixed point theorem to
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demonstrate the existence of mild solutions to equations (1.1)-(1.3). Next, we ex-
amine the continuous dependence of solutions on the initial data. In addition, this
result could be extended to investigate the controllability of random impulsive neu-
tral stochastic differential equations with finite/infinite state-dependent delay in
the future. The fractional order of NRINSDEs with Poisson jumps would be quite
interesting. This will be the focus of future research.
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