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Abstract. Two-dimensional three-temperature (2-D 3-T) radiation diffusion equations are widely used to approximately describe the evolution of radiation energy within a multimaterial system and explain the exchange of energy among electrons, ions and photons. In this paper, we suggest a new positivity-preserving finite volume scheme for 2-D 3-T radiation diffusion equations on general polygonal meshes. The vertex unknowns are treated as primary ones for which the finite volume equations are constructed. The edge-midpoint and cell-centered unknowns are used as auxiliary ones and interpolated by the primary unknowns, which makes the final scheme a pure vertex-centered one. By comparison, most existing positivity-preserving finite volume schemes are cell-centered and based on the convex decomposition of the co-normal. Here, the co-normal decomposition is not convex in general, leading to a fixed stencil of the flux approximation and avoiding a certain search algorithm on complex grids. Moreover, the new scheme effectively alleviates the numerical heat-barrier issue suffered by most existing cell-centered or hybrid schemes in solving strongly nonlinear radiation diffusion equations. Numerical experiments demonstrate the second-order accuracy and the positivity of the solution on various distorted grids. For the problem without analytic solution, the contours of the numerical solutions obtained by our scheme on distorted meshes accord with those on smooth quadrilateral meshes.
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1. Introduction

Radiation diffusion equations arise in a wide range of applications such as radiation hydrodynamics and astrophysical plasmas. If the radiation field is not in thermodynamic equilibrium with the material, a system of coupled time-dependent diffusion equations, which is called non-equilibrium radiation diffusion equations, is used to describe the energy transport. Due to its strong nonlinear phenomena, strong discontinuous interfaces and tight coupling, the numerical simulation of such equations is very challenging and has drawn many researchers’ attention.

In recent years, some efficient numerical methods were suggested for solving the non-equilibrium two dimensional two-temperature (2-D 2-T) radiation diffusion equations [5, 15–17, 28–30, 32, 46, 48]. Most of them focused on high-order time integrations and the nonlinear iteration technique on rectangular meshes. Meanwhile, some monotone schemes were also studied. In [51], the authors designed two finite volume element schemes and proved that one of them is monotonic under some geometric conditions and another is monotonic under some repairing techniques. In [12], a monotone tailored finite point method was suggested for solving the non-equilibrium radiation diffusion equations. Recently, a moving mesh finite difference method was proposed in [44].

In the simulation of laser-driven implosion of a fuel capsule in inertial confinement fusion experiments, a finer and more complicated model, involving the two-dimensional three-temperature (2-D 3-T) radiation diffusion equations, is widely used to describe the evolution and exchange of energy among electrons, ions and photons [6, 11, 14, 18, 27]. Since 2000s, some numerical methods have been developed for 2-D 3-T radiation equations, such as finite volume method and finite element method. In [27], a fully implicit finite volume scheme combined with parallel adaptive multigrid method was suggested in the framework of UG. In [14], the authors designed a symmetric finite volume element (SFVE) method with a preconditioning technique, a mesh adaptation algorithm and a two-grid procedure. A two-level iterative method was proposed in [43] for the numerical simulation of 2-D 3-T radiation diffusion equations, based on the Jacobian-free Newton-Krylov (JFNK) framework for preconditioning. In [47], two substructuring nonoverlapping domain decomposition preconditioners were employed to solve the SFVE discretization of 2-D 3-T radiation diffusion equations with strongly discontinuous coefficients. In [7], two finite volume element schemes were constructed on triangular meshes. The authors in [31] adopted the freezing coefficient method to linearize the nonlinear equations and then solved the resulting equations by Raviart-Thomas mixed finite element method.

Unfortunately, numerical methods mentioned above for 2-D 3-T radiation diffusion equations were discussed only on triangular or quadrilateral meshes. In many applications such as radiation hydrodynamics (RHD), the meshes are typically distorted, concave or have hanging nodes due to the complex fluid flow. Hence, solving 3-T radiation diffusion equations on distorted polygonal meshes is very interesting and important. In [45], a Lions domain decomposition algorithm based on a cell functional
minimization scheme was studied on non-matching multi-block grids for nonlinear radiation diffusion equations. In [4], interface reconstruction was implemented within any cell that has more than one material and a new numerical scheme was developed for the 3-T radiation diffusion equations on polygonal or polyhedral meshes. The authors in [37] used a monotone cell-centered scheme for diffusion equation to discrete the 3-T radiation diffusion equations on convex polygons and adopted the interpolation algorithms suggested in [8] to evaluate the vertex unknowns. To design a discrete scheme for 2-D 3-T diffusion equations on arbitrary polygonal meshes is one of the main motivations here.

In many situations, another significant requirement of the numerical schemes for 2-D 3-T radiation diffusion equations is that the discrete solution should be nonnegative. However, numerical schemes mentioned in the previous paragraph do not possess the positivity-preserving property unconditionally. The first scheme in [7] can preserve the positivity of the solutions if and only if the maximal interior angle of the primary partition is not greater than $\pi/2$, while the second scheme adopted two post-processing techniques, i.e., global repair technique [22, 41] and cutoff method [21], to keep the positivity-preserving property, which may possibly destroy the accuracy and the energy conservation. Hence, for 2-D 3-T equations on general polygonal meshes, it is interesting to design a strictly positivity-preserving finite volume scheme that can keep both the energy conservation and the second-order accuracy.

The authors in [19] pointed out that any FV scheme based on the harmonic averaging of cell-centered diffusion coefficients will break down when some of these coefficients go to zero or their ratio grows, which results in totally wrong numerical solution profiles in some strongly nonlinear parabolic problems. This phenomenon is referred to as the numerical heat-barrier issue [42]. To solve this problem, a new mimetic scheme with a staggered discretization of diffusion coefficients was then suggested in [19] and analyzed in [26]. The authors in [23, 24] presented the discrete schemes with harmonic averaging by adding a correction term for both continuous and discontinuous generalized porous medium equations. In three-temperature RHD, radiation diffusion equations are coupled with hydrodynamics that are usually simulated by Lagrange or ALE algorithms. In this case, the strong nonlinear diffusion coefficients are closely related to some cell-centered quantities such as density. Since the density may be discontinuous across the grid edges in Lagrange hydrodynamics, it's very complicated to define certain diffusion coefficients associated with the edges or vertices. To our best knowledge, there exists no cell-centered or hybrid scheme based on cell-centered diffusion coefficients that can preserve the solution positivity and overcome the numerical heat-barrier issue simultaneously. For cell-centered or hybrid FV schemes, the technique to design a positivity-preserving scheme is quite different from the one that handles the numerical heat-barrier issue.

In this paper, we propose a vertex-centered and positivity-preserving scheme for solving 2-D 3-T equations on arbitrary polygonal meshes. The primary unknowns are defined at the vertices, while the auxiliary unknowns are defined at the cell centers and edge midpoints of the primary mesh. A simple interpolation method is used to
evaluate the auxiliary unknowns and a procedure is suggested to handle the integrals of the possibly discontinuous parameters. The final nonlinear system is solved by the Anderson acceleration of the Picard method. The kernel of a positivity-preserving FV scheme is the decomposition of the co-normal and the construction of the flux approximation. To our knowledge, most existing positivity-preserving FV schemes use the convex decomposition of the co-normal, which leads to a dynamic stencil for the flux approximation and requires a certain search algorithm (see [20, 35–37] and the references therein). Here we adopt a different approach to design a flux approximation with a fixed stencil, avoiding the search algorithm for complex grids. The original idea to build a positivity-preserving FV scheme with a fixed stencil was suggested in [9, 50] for single diffusion equation. Moreover, as pointed out in [42], vertex-centered FV schemes with cell-centered diffusion coefficients are generally free of the numerical heat-barrier issue, thus no special treatment is required here.

To summarize, the proposed scheme has the following characteristics:

1. It is a pure vertex-centered scheme and the cell-centered and edge-midpoint unknowns are interpolated by simple algorithms;
2. The co-normal decomposition is fixed, which leads to a fixed stencil of the flux approximation;
3. It is positivity-preserving for the primary unknowns. Accordingly, the auxiliary unknowns in the edge midpoints and the cell centers are positivity-preserving;
4. It works on general polygonal meshes with star-shaped cells for both discontinuous and strong nonlinear radiation diffusion problems;
5. It effectively alleviates the so-called numerical heat-barrier issue in radiation diffusion problems without any special treatment.

The first and fifth features are the main differences from the ones in [9], while the rest ones make it most attractive than those in [7, 31, 51].

The rest of this paper is organized as follows. In Section 2, a short description of 2-D 3-T radiation diffusion equations is presented. The vertex-centered and positivity-preserving scheme is constructed in Section 3 and in Section 4, the monotonicity of the present scheme is analyzed and the nonlinear iteration method is discussed. Finally, numerical experiments are presented in Section 5 and some concluding remarks are given in the last section.

2. 2-D 3-T radiation diffusion equations

Consider the 2-D 3-T radiation diffusion equations [7, 14]
\[ \rho c_{ve} \frac{\partial T_e}{\partial t} - \nabla \cdot (\kappa_e \nabla T_e) = \rho \omega_{ei} (T_i - T_e) + \rho \omega_{er} (T_r - T_e), \] (2.1a)

\[ \rho c_{vi} \frac{\partial T_i}{\partial t} - \nabla \cdot (\kappa_i \nabla T_i) = \rho \omega_{ei} (T_e - T_i), \] (2.1b)

\[ c_{vr} \frac{\partial T_r^4}{\partial t} - \nabla \cdot (\kappa_r \nabla T_r) = \rho \omega_{er} (T_r - T_e), \] (2.1c)

where

- \( T_\alpha = e, i, r \) are the temperature functions of electron, ion and photon, respectively;
- \( \rho \) denotes the density of the material, which is a constant within each subdomain and discontinuous across interfaces of subdomains;
- \( \omega_{ei} = A_{ei} \rho T_e^{-2/3} \) and \( \omega_{er} = A_{er} \rho T_e^{-1/2} \) are the energy exchange coefficients between electron and ion and between electron and photon, respectively;
- \( \kappa_\alpha = A_\alpha T_\alpha^{5/2}, \alpha = e, i, \kappa_r = A_r T_r^{3+\beta} \) are the diffusion coefficients of electron, ion and photon, respectively;
- \( c_{v\alpha}, \alpha = e, i, r \) are the thermal capacities of electron, ion and photon, respectively;
- Parameters \( A_\alpha, \alpha = e, i, r, \beta, A_{ei}, A_{er} \) are different constants in different subdomains.

The boundary and initial conditions are

- boundary conditions:
  \[
  \begin{cases}
  \kappa_\alpha \frac{\partial T_\alpha}{\partial n} = 0, & \alpha = e, i; \quad T_r = g_D(x, t), & \text{on free surfaces,} \\
  \kappa_\alpha \frac{\partial T_\alpha}{\partial n} = 0, & \alpha = e, i, r, \quad \text{on rigid walls,}
  \end{cases}
  \] (2.2)

  where \( n \) is the unit outer normal vector along boundary and \( g_D(x, t) \) is a given function.

- initial conditions:
  \[ T_\alpha = g_\alpha(x), \quad \alpha = e, i, r, \] (2.3)

  where \( g_\alpha(x) \) is a given function.

As a result, (2.1a)-(2.3) becomes a closed and well-posed system [31, 33]. This system approximately describes the process of radiant energy spreading in the quiescent medium and energy exchange of electrons with photons and ions. The total energy of unit mass can be defined by

\[ E = E_e + E_i + E_r, \] (2.4)

where \( E_e = c_{ve} T_e, E_i = c_{vi} T_i, E_r = c_{vr} T_r^4/\rho \).
3. Construction of the positivity-preserving scheme

3.1. Mesh notations

The domain $\Omega$ is decomposed into a number of non-overlapped polygonal cells that form the so-called primary mesh, see the mesh with solid line segments in Fig. 1. The cell center is defined as the geometric center whose coordinates are the simple averages of the cell vertices. Other definitions for cell centers are also allowed, which may result in more complicated interpolation algorithms. Assume that all primary cells are star-shaped with respect to their cell centers, i.e., any ray emanating from the cell center intersects the cell boundary at exactly one point. Then, each primary cell can be further partitioned into several quadrilateral subcells by connecting the cell center with the edge midpoints, see the dashed lined segments in Fig. 1. All subcells sharing the same vertex in the primary mesh form a polygonal cell of the dual mesh. All dual cells are also star-shaped with respect to the corresponding primary vertices.

Here we introduce two categories of unknowns on the primary mesh and its dual counterpart, respectively. The primary unknowns are defined at the vertices of the primary mesh in $\Omega$ or on $\partial \Omega \setminus \Gamma_D$ and are shown by solid circles in Fig. 1 where $\Gamma_D$ is the Dirichlet boundary. The auxiliary unknowns are defined at the cell centers and edge midpoints of the primary mesh, which are shown by hollow circles and squares in Fig. 1, respectively. Each primary unknown has a FV equation associated with it, while the auxiliary unknowns are evaluated by primary unknowns, or Dirichlet boundary data if necessary, which will be discussed in details later.

To facilitate the exposition, we introduce some notations, some of which are shown in Fig. 2.

- $K$, a generic primary cell, its cell center, measure, diameter, set of edges, number of edges and the constant restriction of $\kappa_\alpha$ are denoted as $x_K$, $|K|$, $h_K$, $E_K$, $n_K$ and $\kappa_{\alpha,K}$, respectively.
- $\mathcal{M}$, the set of primary cells in $\bar{\Omega}$ and $h = \max_{K \in \mathcal{M}} h_K$ the mesh size.
- $\mathcal{M}_\nu$, the set of primary cells sharing the vertex $x_\nu$.

![Figure 1: The primary mesh (solid line) and dual mesh (dashed line).](image-url)
• $\mathcal{E}_\nu$, the set of primary cell edges sharing $x_\nu$.

• $\sigma$, a generic primary edge of $K$ with endpoints $x_\nu$ and $x_{\nu'}$. Its midpoint is denoted as $x_\sigma$.

• $K^*_\nu$, the dual cell corresponding to vertex $x_\nu$.

• $n_{K_\sigma,\nu}$ (resp. $n_{K_\sigma,\nu'}$), the normal vector to a dual edge $x_\sigma x_K$ outward to the dual cell associated with $x_\nu$ (resp. $x_{\nu'}$) and $\|n_{K_\sigma,\nu}\| = \|n_{K_\sigma,\nu'}\| = |x_\sigma x_K|$. Obviously, $n_{K_\sigma,\nu} = -n_{K_\sigma,\nu'}$.

### 3.2. One-sided flux formulation

Integrating (2.1a)-(2.1c) over the dual cell $K^*_\nu$ with respect to $x_\nu$, respectively, we obtain

\[
\int_{K^*_\nu} \rho_c v_e \frac{\partial T_e}{\partial t} \, dx \, dy + \sum_{x_\sigma x_K \in \partial K^*_\nu} F_e^{x_\sigma,\nu} = \int_{K^*_\nu} \rho_c v_i \frac{\partial T_i}{\partial t} \, dx \, dy + \sum_{x_\sigma x_K \in \partial K^*_\nu} F_i^{x_\sigma,\nu} = \int_{K^*_\nu} \rho_c v_r \frac{\partial T_r}{\partial t} \, dx \, dy + \sum_{x_\sigma x_K \in \partial K^*_\nu} F_r^{x_\sigma,\nu},
\]

where the continuous fluxes on the dual edge $x_\sigma x_K$ are

\[
F_e^{x_\sigma,\nu} = -\int_{x_\sigma x_K} \kappa_\alpha \nabla T_\alpha \cdot n_{K_\sigma,\nu'} \, ds, \quad \alpha = e, i, r. \tag{3.1}
\]
Next, we will give the discrete approximations of $F_{K_{\alpha},\nu}^{\alpha}$.

As shown in Fig. 2, for the normal $n_{K_{\alpha},\nu}$, we have the following fixed decomposition

$$n_{K_{\alpha},\nu} = \beta_{K_{\alpha},\nu}(x_{K} - x_{\nu}) + \gamma_{K_{\alpha},\nu}(x_{\alpha} - x_{\nu}),$$  \tag{3.2}$$

where

$$\beta_{K_{\alpha},\nu} = \frac{n_{K_{\alpha},\nu}^{T}R(x_{\alpha} - x_{\nu})}{(x_{K} - x_{\nu})^{T}R(x_{\alpha} - x_{\nu})}, \quad \gamma_{K_{\alpha},\nu} = \frac{n_{K_{\alpha},\nu}^{T}R(x_{K} - x_{\nu})}{(x_{\alpha} - x_{\nu})^{T}R(x_{K} - x_{\nu})},$$  \tag{3.3}$$

and $R$ denotes an operator that rotates a vector clockwise to its normal direction. Here we remark that the co-normal $\kappa_{\alpha,K}n_{K_{\alpha},\nu}$ is collinear with the normal $n_{K_{\alpha},\nu}$ since $\kappa_{\alpha,K}$ is scalar and one of the coefficients in (3.2) may be negative so that it is in general not a convex decomposition. It follows from (3.2) that

$$F_{K_{\alpha},\nu}^{\alpha} \simeq \kappa_{\alpha,K}(\beta_{K_{\alpha},\nu}(T_{\alpha}(x_{\nu}) - T_{\alpha}(x_{K})) + \gamma_{K_{\alpha},\nu}(T_{\alpha}(x_{\nu}) - T_{\alpha}(x_{\sigma}))), \quad \alpha = e, i, r, \tag{3.4}$$

here and hereafter $\simeq$ indicates that the formula holds in the linearity-preserving sense, i.e., the corresponding formula holds exactly when the solution is piecewise linear and the diffusion coefficient is piecewise constant with respect to the primary mesh. Then we obtain the following one-sided flux approximation with respect to the dual edge $x_{\alpha}x_{K}$

$$F_{K_{\alpha},\nu}^{\alpha} = \kappa_{\alpha,K}(\beta_{K_{\alpha},\nu}(T_{\alpha}(x_{\nu} - T_{\alpha}(x_{K})) + \gamma_{K_{\alpha},\nu}(T_{\alpha}(x_{\nu} - T_{\alpha}(x_{\sigma}))), \quad \alpha = e, i, r, \tag{3.5}$$

where $T_{\alpha,K}$, $T_{\alpha,\nu}$ and $T_{\alpha,\sigma}$ denote the approximations of $T_{\alpha}$ at $x_{K}$, $x_{\nu}$ and $x_{\sigma}$, respectively.

Analogously, by the vector splitting

$$n_{K_{\alpha},\nu}' = \beta_{K_{\alpha},\nu'}(x_{K} - x_{\nu'}) + \gamma_{K_{\alpha},\nu'}(x_{\alpha} - x_{\nu'}),$$  \tag{3.6}$$

we obtain another one-sided flux approximation

$$F_{K_{\alpha},\nu'}^{\alpha} = \kappa_{\alpha,K}(\beta_{K_{\alpha},\nu'}(T_{\alpha}(x_{\nu'} - T_{\alpha}(x_{K})) + \gamma_{K_{\alpha},\nu'}(T_{\alpha}(x_{\nu'} - T_{\alpha}(x_{\sigma}))), \quad \alpha = e, i, r, \tag{3.7}$$

where $T_{\alpha,\nu'}$ denotes the approximation of $T_{\alpha}$ at $x_{\nu'}$ and the coefficients in (3.6) are computed by

$$\beta_{K_{\alpha},\nu'} = \frac{n_{K_{\alpha},\nu'}^{T}R(x_{\sigma} - x_{\nu'})}{(x_{K} - x_{\nu'})^{T}R(x_{\sigma} - x_{\nu'})}, \quad \gamma_{K_{\alpha},\nu'} = \frac{n_{K_{\alpha},\nu'}^{T}R(x_{K} - x_{\nu'})}{(x_{\sigma} - x_{\nu'})^{T}R(x_{K} - x_{\nu'})}.$$

**Lemma 3.1.** Assume that each primary cell is star-shaped with respect to its center. Then for the coefficients in the one-sided fluxes (3.4) and (3.6), we have

$$\beta_{K_{\alpha},\nu} + \gamma_{K_{\alpha},\nu} = \frac{|x_{\sigma}x_{K}|}{d_{K_{\alpha},\nu}}, \tag{3.7}$$

and

$$\beta_{K_{\alpha},\nu} + \beta_{K_{\alpha},\nu'} = 0, \tag{3.8}$$

where $d_{K_{\alpha},\nu}$ denotes the distance from the vertex $x_{\nu}$ to the dual edge $x_{\sigma}x_{K}$.
Proof. Rewriting (3.2) and (3.5), we have
\[ n_{K,\nu} = \beta_{K,\nu}(x_K - x_\sigma) + (\beta_{K,\nu} + \gamma_{K,\nu})(x_\sigma - x_\nu) \]
and
\[ n_{K,\nu'} = \beta_{K,\nu'}(x_K - x_\sigma) + (\beta_{K,\nu'} + \gamma_{K,\nu'})(x_\sigma - x_{\nu'}). \]
Note that \( n_{K,\nu} = -n_{K,\nu'} = R(x_K - x_\sigma) \) and \( x_\sigma - x_\nu' = -(x_\sigma - x_\nu) \). We deduce that
\[ 0 = (\beta_{K,\nu} + \beta_{K,\nu'})(x_K - x_\sigma) + (\beta_{K,\nu} + \gamma_{K,\nu} - \beta_{K,\nu'} - \gamma_{K,\nu'})(x_\sigma - x_\nu) \]
and
\[ \beta_{K,\nu} + \gamma_{K,\nu} = \frac{n_{K,\nu}^T R(x_K - x_\sigma)}{(x_\sigma - x_\nu)^T R(x_K - x_\sigma)} = \frac{|x_\sigma x_K|^2}{(P x_\nu - x_\nu)^T R(x_K - x_\sigma)} = \frac{|x_\sigma x_K|}{d_{K,\nu}}, \]
where \( P x_\nu \) denotes the orthogonal projection point of \( x_\nu \) onto the line connecting \( x_\sigma \) and \( x_K \). Since \( x_K - x_\sigma \) and \( x_\sigma - x_\nu \) are not collinear, we reach (3.7) and (3.8), which completes the proof. \( \square \)

3.3. The unique flux approximation

For the interior dual edge \( x_\sigma x_K \), we define a new and unique flux as a linear combination of the one-sided fluxes (3.4) and (3.6), i.e.,
\[ \bar{F}_{K,\nu}^\alpha = \mu_{\alpha,1} F_{K,\nu}^\alpha - \mu_{\alpha,2} F_{K,\nu'}^\alpha, \quad \bar{F}_{K,\nu'}^\alpha = \mu_{\alpha,2} F_{K,\nu'}^\alpha - \mu_{\alpha,1} F_{K,\nu}^\alpha, \]  
(3.9)
where \( \mu_{\alpha,1} \) and \( \mu_{\alpha,2} \) are two nonnegative parameters, satisfying
\[ \mu_{\alpha,1} + \mu_{\alpha,2} = 1. \]  
(3.10)
Obviously, (3.9) satisfies the local conservation condition. Substituting (3.4) and (3.6) into the first equation of (3.9) and rearranging the terms, we have
\[ \bar{F}_{K,\nu}^\alpha = \kappa_{\alpha,K}(\mu_{\alpha,1}(\beta_{K,\nu} + \gamma_{K,\nu})T_{\alpha,\nu} - \mu_{\alpha,2}(\beta_{K,\nu'} + \gamma_{K,\nu'})T_{\alpha,\nu'} + B_{\alpha,K}), \]  
(3.11)
where
\[ B_{\alpha,K} = \mu_{\alpha,2}\xi_{\alpha,2} - \mu_{\alpha,1}\xi_{\alpha,1} \]  
(3.12)
and
\[ \xi_{\alpha,1} = \beta_{K,\nu} T_{\alpha,K} + \gamma_{K,\nu} T_{\alpha,\sigma}, \quad \xi_{\alpha,2} = \beta_{K,\nu'} T_{\alpha,K} + \gamma_{K,\nu'} T_{\alpha,\sigma}. \]
We choose
\[ \mu_{\alpha,1} = \begin{cases} 0.5, & \text{if } |\xi_{\alpha,1}| = |\xi_{\alpha,2}| = 0, \\ \frac{|\xi_{\alpha,1}|}{|\xi_{\alpha,1}| + |\xi_{\alpha,2}|}, & \text{otherwise}, \end{cases} \]  
(3.13)
and $\mu_{\alpha,2} = 1 - \mu_{\alpha,1}$. A direct consequence of the choice of (3.13) is $B_{\alpha,K} = 0$ if $\xi_{\alpha,1} \xi_{\alpha,2} \geq 0$. Denote
\[ B_{\alpha,K}^+ = \frac{|B_{\alpha,K}| + B_{\alpha,K}}{2}, \quad B_{\alpha,K}^- = \frac{|B_{\alpha,K}| - B_{\alpha,K}}{2}, \]
and $\epsilon$ a positive number which is up to machine precision. Then, $B_{\alpha,K}$ can be rewritten as
\[ B_{\alpha,K} = \frac{T_{\alpha,\nu}}{T_{\alpha,\nu} + \epsilon} B_{\alpha,K}^+ - \frac{T_{\alpha,\nu'}}{T_{\alpha,\nu'} + \epsilon} B_{\alpha,K}^-, \]
where
\[ B_{\alpha,K}^\epsilon = \frac{\epsilon}{T_{\alpha,\nu} + \epsilon} B_{\alpha,K}^+ - \frac{\epsilon}{T_{\alpha,\nu'} + \epsilon} B_{\alpha,K}^- \].
It follows from (3.11) that
\[ \tilde{F}_{K_{\sigma},\nu}^\alpha = A_{\alpha,K_{\sigma}} T_{\alpha,\nu} - A_{\alpha,K_{\sigma}} T_{\alpha,\nu'} + \kappa_{\alpha,K} B_{\alpha,K_{\sigma}}^\epsilon, \quad \tilde{F}_{K_{\sigma},\nu'}^\alpha = A_{\alpha,K_{\sigma}}' T_{\alpha,\nu'} - A_{\alpha,K_{\sigma}} T_{\alpha,\nu'} , \]
where
\[ A_{\alpha,K_{\sigma}} = \kappa_{\alpha,K} \left( \mu_{\alpha,1} (\beta_{K_{\sigma},\nu} + \gamma_{K_{\sigma},\nu}) + \frac{B_{\alpha,K_{\sigma}}^+}{T_{\alpha,\nu} + \epsilon} \right), \]
\[ A_{\alpha,K_{\sigma}}' = \kappa_{\alpha,K} \left( \mu_{\alpha,2} (\beta_{K_{\sigma},\nu'} + \gamma_{K_{\sigma},\nu'}) + \frac{B_{\alpha,K_{\sigma}}^-}{T_{\alpha,\nu'} + \epsilon} \right). \]
$B_{\alpha,K_{\sigma}}^\epsilon$ is a second-order term under some assumptions, which can be proved in a way similar to that of (29) in [50] and it is omitted here. Thus, by truncating $\kappa_{\alpha,K} B_{\alpha,K_{\sigma}}^\epsilon$ in (3.14) and by (3.9), we reach a new definition of the unique edge flux, given by
\[ \tilde{F}_{K_{\sigma},\nu}^\alpha = A_{\alpha,K_{\sigma}} T_{\alpha,\nu} - A_{\alpha,K_{\sigma}} T_{\alpha,\nu'} + \kappa_{\alpha,K} B_{\alpha,K_{\sigma}}', \]
Obviously, the local conservation condition is still maintained. Moreover, if $T_{\alpha} \geq 0$, $A_{\alpha,K_{\sigma}}$ and $A_{\alpha,K_{\sigma}}'$ are apparently nonnegative by (3.7), which is the basis of the entire formulation to maintain the positivity-preserving property.

In the case of the dual edge $\sigma$ located in the Neumann boundary, it deduced from (2.2) that
\[ \tilde{F}_{K_{\sigma},\nu}^\alpha = - \int_{\sigma} \kappa_{\alpha} \frac{\partial T_{\alpha}}{\partial n} dl = 0. \]

3.4. The expression of auxiliary unknowns

In the present scheme, the auxiliary unknowns are defined at centers and edge midpoints of the primary cells, which can be easily interpolated by the vertex unknowns. Let $x_{\sigma}$ be the midpoint of $\sigma$ whose endpoints are $x_{\nu}$ and $x_{\nu'}$, $x_K$ is the geometric center of $K$. Then, for the auxiliary unknowns defined at $x_{\sigma}$ and $x_K$, we have
\[ T_{\alpha,\sigma} = \frac{1}{2} (T_{\alpha,\nu} + T_{\alpha,\nu'}), \quad T_{\alpha,K} = \frac{1}{n_K} \sum_{x_{\nu} \in V_K} T_{\alpha,\nu}, \quad \alpha = e, i, r, \]

where $V_K$ denotes the set of vertices in $K$. If $x_K$ is not the geometric center of $K$, we adopt the second-order and positivity-preserving interpolation algorithm for the cell-centered unknowns suggested in Subsection 3.5 of [42].

3.5. The final nonlinear scheme

Since the parameters $\rho, c_v \alpha (\alpha = e, i, r)$, $\omega_{e\alpha} (\alpha = i, r)$ are possibly discontinuous across the interfaces of different material areas, the approximate values of these parameters inside the dual cells need to be considered specially. Here we suggest the strategy in [7] to deal with these parameters. Let $\eta$ be a possibly discontinuous parameter, then the restriction of $\eta$ on the dual cell $K^*_\nu$ is given by

$$\eta_{K^*_\nu} := \frac{1}{|K^*_\nu|} \int_{K^*_\nu} \eta(x,y) dxdy \approx \frac{1}{|K^*_\nu|} \sum_{K \in \mathcal{M}_\nu} \eta(x_K) |K^*_\nu \cap K|.$$ (3.19)

If $\eta$ is nonlinear with respect to $T_\alpha$, (3.19) is updated by

$$\eta_{K^*_\nu} \approx \frac{1}{|K^*_\nu|} \sum_{K \in \mathcal{M}_\nu} \eta(x_K, T_\alpha, K^*_\nu) |K^*_\nu \cap K|, \quad (3.20)$$

where $T_{\alpha, K}$ is the value of $T_\alpha$ at the cell center of $K$. In the following, the parameter $\eta_{K^*_\nu}$ is abbreviated as $\eta$ whenever there is no confusion.

For the temporal discretization, we use the backward Euler method to ensure the property of numerical stability. With the definition of $\tilde{F}_{e\nu}^n$ in (3.16) and (3.17), the finite volume equations with respect to a vertex $x_\nu \in \overline{\Omega} \setminus \Gamma_D$ are constructed as follows:

$$\overline{\rho c_v e} |K^*_\nu| \frac{T_{e,\nu}^{n+1} - T_{e,\nu}^n}{\tau} + \sum_{K \in \mathcal{M}_\nu} \sum_{\sigma \subset E_K \cap E_\nu} \tilde{F}_{e,K,\nu}^n = \overline{\rho} |K^*_\nu| \omega_{e\alpha}^{n+1} (T_{e,\nu}^{n+1} - T_{e,\nu}^n), \quad (3.21a)$$

$$\overline{\rho c_v i} |K^*_\nu| \frac{T_{i,\nu}^{n+1} - T_{i,\nu}^n}{\tau} + \sum_{K \in \mathcal{M}_\nu} \sum_{\sigma \subset E_K \cap E_\nu} \tilde{F}_{i,K,\nu}^n = \overline{\rho} |K^*_\nu| \omega_{e\alpha}^{n+1} (T_{e,\nu}^{n+1} - T_{i,\nu}^n), \quad (3.21b)$$

$$\overline{4c_v r} |K^*_\nu| (T_{r,\nu}^{n+1} - T_{r,\nu}^n) \frac{T_{r,\nu}^{n+1} - T_{r,\nu}^n}{\tau} + \sum_{K \in \mathcal{M}_\nu} \sum_{\sigma \subset E_K \cap E_\nu} \tilde{F}_{r,K,\nu}^n = \overline{\rho} |K^*_\nu| \omega_{e\alpha}^{n+1} (T_{e,\nu}^{n+1} - T_{r,\nu}^n), \quad (3.21c)$$

where $\tau$ is the time step. Here $\overline{\rho}$, $\overline{c_v \alpha}$ and $\overline{\omega_{e\alpha}^{n+1}} (\alpha = i, r)$ are computed by (3.19) or (3.20).
4. Monotonicity and nonlinear iteration method

Substituting the expression of flux (3.16) and (3.17) into (3.21a)-(3.21c), we have

$$\frac{\partial c_{ei}}{\partial t}[K^e_\nu]\frac{T_{e,\nu}^{n+1} - T_{e,\nu}^n}{\tau} + \sum_{K \in M_e} \sum_{\sigma \in E_K \cap E_\nu} \left( A_{i,K_\sigma}^{n+1} T^{n+1}_{e,\nu} - A_{i,K_\sigma}^{n+1} T^{n+1}_{e,\nu} \right)$$

$$= \bar{p} K^e_\nu \left( \frac{\omega_{ei}^{n+1}}{\omega_{ei}^{n+1}} (T_{i,\nu}^{n+1} - T_{e,\nu}^{n+1}) + \frac{\omega_{er}^{n+1}}{\omega_{er}^{n+1}} (T_{r,\nu}^{n+1} - T_{e,\nu}^{n+1}) \right),$$

$$\frac{\partial c_{ei}}{\partial t}[K^e_\nu]\frac{T_{e,\nu}^{n+1} - T_{e,\nu}^n}{\tau} + \sum_{K \in M_e} \sum_{\sigma \in E_K \cap E_\nu} \left( A_{i,K_\sigma}^{n+1} T^{n+1}_{i,\nu} - A_{i,K_\sigma}^{n+1} T^{n+1}_{i,\nu} \right)$$

$$= \bar{p} K^e_\nu \left( \frac{\omega_{ei}^{n+1}}{\omega_{ei}^{n+1}} (T_{i,\nu}^{n+1} - T_{i,\nu}^{n+1}) \right),$$

$$4\bar{c}_{er}[K^e_\nu](T_{e,\nu}^{n+1})^3 = \sum_{K \in M_e} \sum_{\sigma \in E_K \cap E_\nu} \left( A_{i,K_\sigma}^{n+1} T^{n+1}_{i,\nu} - A_{i,K_\sigma}^{n+1} T^{n+1}_{i,\nu} \right)$$

$$= \bar{p} K^e_\nu \left( \frac{\omega_{er}^{n+1}}{\omega_{er}^{n+1}} (T_{e,\nu}^{n+1} - T_{r,\nu}^{n+1}) \right).$$

We use the Picard iteration method to solve the nonlinear system of equations, which is required in maintaining the M-matrix structure of the resulting coefficient matrix. Specifically, we set

$$T_{i,\nu}^{n+1} = (T_{i,\nu}^{n+1})^3,$$

$$A_{i,K_\sigma}^{n+1} = A_{i,K_\sigma}^{n+1,k}, \quad A_{i,K_{\sigma'}}^{n+1} = A_{i,K_{\sigma'}}^{n+1,k},$$

$$\omega_{ei}^{n+1} = \omega_{ei}^{n+1,k}, \quad \omega_{er}^{n+1} = \omega_{er}^{n+1,k},$$

where $k$ is the nonlinear iteration index. As a result, we have

$$\frac{\partial c_{ei}}{\partial t}[K^e_\nu]\frac{T_{e,\nu}^{n+1,k+1} - T_{e,\nu}^n}{\tau} + \sum_{K \in M_e} \sum_{\sigma \in E_K \cap E_\nu} \left( A_{i,K_\sigma}^{n+1,k} T^{n+1,k+1}_{e,\nu} - A_{i,K_\sigma}^{n+1,k} T^{n+1,k+1}_{e,\nu} \right)$$

$$= \bar{p} K^e_\nu \left( \frac{\omega_{ei}^{n+1,k}}{\omega_{ei}^{n+1,k}} (T_{i,\nu}^{n+1,k+1} - T_{e,\nu}^{n+1,k+1}) + \frac{\omega_{er}^{n+1,k}}{\omega_{er}^{n+1,k}} (T_{r,\nu}^{n+1,k+1} - T_{e,\nu}^{n+1,k+1}) \right),$$

$$\frac{\partial c_{ei}}{\partial t}[K^e_\nu]\frac{T_{e,\nu}^{n+1,k+1} - T_{e,\nu}^n}{\tau} + \sum_{K \in M_e} \sum_{\sigma \in E_K \cap E_\nu} \left( A_{i,K_\sigma}^{n+1,k} T^{n+1,k+1}_{i,\nu} - A_{i,K_{\sigma'}}^{n+1,k} T^{n+1,k+1}_{i,\nu} \right)$$

$$= \bar{p} K^e_\nu \left( \frac{\omega_{ei}^{n+1,k}}{\omega_{ei}^{n+1,k}} (T_{e,\nu}^{n+1,k+1} - T_{i,\nu}^{n+1,k+1}) \right),$$

$$4\bar{c}_{er}[K^e_\nu](T_{r,\nu}^{n+1,k+1})^3 = \sum_{K \in M_e} \sum_{\sigma \in E_K \cap E_\nu} \left( A_{i,K_\sigma}^{n+1,k} T^{n+1,k+1}_{i,\nu} - A_{i,K_{\sigma'}}^{n+1,k} T^{n+1,k+1}_{i,\nu} \right)$$

$$= \bar{p} K^e_\nu \left( \frac{\omega_{er}^{n+1,k}}{\omega_{er}^{n+1,k}} (T_{e,\nu}^{n+1,k+1} - T_{r,\nu}^{n+1,k+1}) \right).$$
The above equations can be rewritten as

\[
\begin{align*}
\bar{\rho}(\bar{c}_w + \tau \bar{\omega}_{i1}^{n+1,k} + \tau \bar{\omega}_{e}^{n+1,k})|K^*_\nu|T_{i,\nu}^{n+1,k+1} & - \tau \bar{\rho}\bar{\omega}_{e}^{n+1,k}|K^*_\nu|T_{e,\nu}^{n+1,k+1} \\
+ \tau \sum_{K \in M_\nu} \sum_{\omega \in E_k \cap E_e} \left(A^{n+1,k}_iK^*_\nu T_{i,\nu}^{n+1,k+1} - A^{n+1,k}_iK^*_\nu T_{e,\nu}^{n+1,k+1}ight) & = \bar{\rho}\bar{\omega}_{e}^{n+1,k}|K^*_\nu|T_{e,\nu}^{n+1,k+1},
\end{align*}
\]

(4.1a)

\[
\begin{align*}
\bar{\rho}(\bar{c}_w + \tau \bar{\omega}_{i2}^{n+1,k})|K^*_\nu|T_{i,\nu}^{n+1,k+1} & - \tau \bar{\rho}\bar{\omega}_{e}^{n+1,k}|K^*_\nu|T_{e,\nu}^{n+1,k+1} \\
+ \tau \sum_{K \in M_\nu} \sum_{\omega \in E_k \cap E_e} \left(A^{n+1,k}_iK^*_\nu T_{i,\nu}^{n+1,k+1} - A^{n+1,k}_iK^*_\nu T_{e,\nu}^{n+1,k+1}ight) & = \bar{\rho}\bar{\omega}_{e}^{n+1,k}|K^*_\nu|T_{e,\nu}^{n+1,k+1},
\end{align*}
\]

(4.1b)

\[
\begin{align*}
(4\bar{c}_{e}\rho|T_{e,\nu}^{n+1,k}|^3 & + \tau \bar{\rho}\bar{\omega}_{e}^{n+1,k}|K^*_\nu|T_{e,\nu}^{n+1,k+1} & - \tau \bar{\rho}\bar{\omega}_{e}^{n+1,k}|K^*_\nu|T_{e,\nu}^{n+1,k+1} \\
+ \tau \sum_{K \in M_\nu} \sum_{\omega \in E_k \cap E_e} \left(A^{n+1,k}_iK^*_\nu T_{i,\nu}^{n+1,k+1} - A^{n+1,k}_iK^*_\nu T_{e,\nu}^{n+1,k+1}ight) & = 4\bar{c}_{e}\rho|K^*_\nu|T_{e,\nu}^{n+1,k}T_{e,\nu}^{n+1,k+1}.
\end{align*}
\]

(4.1c)

Denote by \(N\) the number of vertices that belong to \(\overline{\Omega} \setminus \Gamma_D\). Let

\[
\begin{align*}
U^n & = \left(T_{e,1}^n, T_{i,1}^n, T_{r,1}^n, T_{e,2}^n, \cdots, T_{r,N}^n\right)^T, \\
U^{n+1,k} & = \left(T_{e,1}^{n+1,k}, T_{i,1}^{n+1,k}, T_{r,1}^{n+1,k}, T_{e,2}^{n+1,k}, \cdots, T_{r,N}^{n+1,k}\right)^T,
\end{align*}
\]

be the discrete unknown vectors with length \(3N\). If \(U^n\) and \(U^{n+1,k}\) are known, (4.1a)-(4.1c) form a linear algebraic system with coefficient matrix \(P(U^{n+1,k})\), given by

\[
P(U^{n+1,k})U^{n+1,k+1} = G(U^n, U^{n+1,k}).
\]

(4.2)

Obviously, \(G(U^n, U^{n+1,k})\) is a nonnegative vector. The matrix \(P(U^{n+1,k})\) is nonsymmetric and has the following properties:

1. All diagonal entries of matrix \(P(U^{n+1,k})\) are positive.
2. All off-diagonal entries of \(P(U^{n+1,k})\) are non-positive.
3. Each column sum in \(P(U^{n+1,k})\) is positive.
4. The matrix \(P(U^{n+1,k})\) is irreducible.

Hence, the transpose of \(P(U^{n+1,k})\) is an M-matrix so that \(P^{-1}(U^{n+1,k}) > 0\) (see Corollary 3.20 in [40]), which implies \(U^{n+1,k+1} \geq 0\) for all \(n \geq 0\) and \(k \geq 0\). Therefore, we have proved the following theorem of monotonicity.

**Theorem 4.1.** Let \(U^0 \geq 0\) and linear systems in Picard iterations be solved exactly. Then all \(U^{n+1,k}\) are nonnegative vectors, i.e.,

\[
U^{n+1,k} \geq 0, \quad \forall n \geq 0, \quad k \geq 0.
\]
For the large-scale calculation of the nonlinear systems, the efficiency of nonlinear solver is another important issue. In [13], an extremum-preserving iterative procedure based on domain decomposition method was suggested for the imperfect interface problem. The Newton-Krylov method was employed to solve the discrete equations for 2-D 3-T radiation equations in [2, 10]. However, this method does not keep the $M$-matrix structure so that the positivity-preserving property may be destroyed. At the present, only the Picard method or fixed-point iteration method can be used because it preserves the $M$-matrix structure of the coefficient matrix. In some extreme cases such as largely distorted meshes, Picard method converges very slow, which motivates us to seek an efficient nonlinear solver that does not spoil the $M$-matrix structure of the coefficient matrix. Anderson acceleration is a method to accelerate the fixed-point iteration which stores several prior evaluations of the fixed-point map and computes the new iteration as a linear combination of those evaluations. The method was first proposed by Anderson in [3] and has been applied successfully in many problems. In [1], Anderson acceleration was employed to solve the finite difference scheme of three-temperature energy equations and two strategies were used to improve the robustness of the Anderson-accelerated Picard method. To improve the computational efficiency, Anderson acceleration of the Picard method are used in the following tests.

5. Numerical experiments

Define the discrete $L^2$-norm and $H^1$-norm to evaluate discretization errors, i.e.,

$$
\| \epsilon_M \|_0 = \left( \sum_{x_\nu \in \Omega} |K_\nu^*| \left( \sum_{\alpha = e, i, r} (T_\alpha(x_\nu) - T_\alpha,x_\nu) \right)^2 \right)^{1/2},
$$

and

$$
\| \epsilon_M \|_1 = \left( \sum_{K \in M} \sum_{\sigma \in \partial K} \sum_{\alpha = e, i, r} \left( (T_\alpha(x_\nu) - T_\alpha(x_\nu')) - (T_{\alpha,x_\nu} - T_{\alpha,x_\nu'}) \right)^2 \right)^{1/2}.
$$

The rate of convergence $R_\alpha$ ($\alpha = u$ for $L^2$-norm, $q$ for $H^1$-norm) is obtained by a least squares fit on the ones computed on each two successive meshes by the following formula

$$
R_\alpha = \frac{\log[E_\alpha(h_2)/E_\alpha(h_1)]}{\log(h_2/h_1)},
$$

where $h_1, h_2$ denote the mesh sizes of the two successive meshes and $E_\alpha(h_1), E_\alpha(h_2)$ the corresponding discrete errors. All tests are performed in double precision, Biconjugate gradient stabilized method (Bi-CGSTAB) suggested in [39] is used for solving linear systems with stopping tolerance $10^{-15}$, while the nonlinear iteration is carried out by the Picard method or its Anderson acceleration with stopping tolerance $10^{-6}$. In addition, we choose $\epsilon = 10^{-10}$ in (3.15).

Throughout this section, the notations below will be used in the numerical tests.
- **nunkw**: number of primary unknowns;
- **ms**: maximal stencil that equals to the maximal number of non-zero row entries of the linear system of equations;
- **as**: averaging stencil that equals to the ratio between the total number of non-zero entries in the linear system of equations and nunkw;
- **umin**: minimal value of the approximate solution at mesh level \(i\);
- **umax**: maximal value of the approximate solution at mesh level \(i\);
- **\(\bar{\text{iter}}\)**: the average value of number of iterations by the Picard method at mesh level \(i\);
- **\(\bar{\text{iter}}^A\)**: the average value of number of iterations by Anderson acceleration at mesh level \(i\).

### 5.1. Convergence verification

In this part, we verify the convergence of the present scheme by two radiation diffusion problems having non-zero source terms and the analytic solutions.

#### 5.1.1. Smooth diffusion coefficients

Here we consider a smooth radiation diffusion problem on \(\Omega = [0, 1]^2\) with full Dirichlet boundary condition. Let parameters in the three temperatures diffusion model of (2.1a)-(2.1c) be specified by

\[
\begin{cases}
\rho = 1, \\
\omega_{ei} = T^3_e, \quad \omega_{er} = T_e, \\
c_{\alpha} = 2T_\alpha^2 + 26T_\alpha + 2, \quad \alpha = i, e, r, \\
\kappa_\alpha = 1 + T_\alpha^2, \quad \alpha = i, e, r.
\end{cases}
\]

The associated analytical solutions are

\[T_\alpha = t + x^2 + 3y + 1, \quad \alpha = e, i, r.\]

Here we remark that the source terms can be computed correspondingly. We choose the final time \(t = 0.1\) and the time interval \(\tau = 0.4 \times h^2\). Four mesh types are used in this test, see Fig. 3.

Numerical results are presented in Tables 1-4. One can see that the \(L^2\) error is approximately second order while the \(H^1\) error achieves about first order. In addition, the present scheme has a local stencil, an eleven-point one on structured quadrilateral meshes.
5.1.2. Discontinuous diffusion tensors

A radiation diffusion system with discontinuous diffusion tensors on $\Omega = [0, 1]^2$ is investigated in this test. Let the diffusion tensors be

$$
\kappa_\alpha = \begin{cases}
\begin{pmatrix}
T_\alpha & 0 \\
0 & T_\alpha
\end{pmatrix}, & x \leq 0.5, \\
\begin{pmatrix}
10T_\alpha & 3T_\alpha \\
3T_\alpha & T_\alpha
\end{pmatrix}, & x > 0.5,
\end{cases} \quad \alpha = e, i, r.
$$
Table 2: Numerical results of $T_e$ on random quadrilateral meshes at $t = 0.1$.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>numkw</th>
<th>ms</th>
<th>as</th>
<th>$E_u$</th>
<th>$R_u$</th>
<th>$E_q$</th>
<th>$R_q$</th>
<th>iter</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 \times 8</td>
<td>147</td>
<td>11</td>
<td>9.37</td>
<td>1.29e-3</td>
<td>–</td>
<td>2.85e-2</td>
<td>–</td>
<td>6.75</td>
</tr>
<tr>
<td>16 \times 16</td>
<td>675</td>
<td>11</td>
<td>10.22</td>
<td>4.07e-4</td>
<td>1.83</td>
<td>1.77e-2</td>
<td>0.75</td>
<td>7.92</td>
</tr>
<tr>
<td>32 \times 32</td>
<td>2883</td>
<td>11</td>
<td>10.62</td>
<td>1.17e-4</td>
<td>1.83</td>
<td>1.04e-2</td>
<td>0.79</td>
<td>7.95</td>
</tr>
<tr>
<td>64 \times 64</td>
<td>11907</td>
<td>11</td>
<td>10.81</td>
<td>3.22e-5</td>
<td>1.95</td>
<td>5.32e-3</td>
<td>1.01</td>
<td>8.00</td>
</tr>
<tr>
<td>128 \times 128</td>
<td>48387</td>
<td>11</td>
<td>10.91</td>
<td>8.63e-6</td>
<td>1.93</td>
<td>2.75e-3</td>
<td>0.97</td>
<td>8.00</td>
</tr>
</tbody>
</table>

Table 3: Numerical results of $T_e$ on Kershaw meshes at $t = 0.1$.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>numkw</th>
<th>ms</th>
<th>as</th>
<th>$E_u$</th>
<th>$R_u$</th>
<th>$E_q$</th>
<th>$R_q$</th>
<th>iter</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 \times 8</td>
<td>147</td>
<td>11</td>
<td>9.37</td>
<td>2.34e-3</td>
<td>–</td>
<td>4.87e-2</td>
<td>–</td>
<td>10.00</td>
</tr>
<tr>
<td>16 \times 16</td>
<td>675</td>
<td>11</td>
<td>10.22</td>
<td>8.65e-4</td>
<td>1.70</td>
<td>2.65e-2</td>
<td>1.03</td>
<td>17.00</td>
</tr>
<tr>
<td>32 \times 32</td>
<td>2883</td>
<td>11</td>
<td>10.62</td>
<td>2.88e-4</td>
<td>1.70</td>
<td>1.02e-2</td>
<td>1.48</td>
<td>14.71</td>
</tr>
<tr>
<td>64 \times 64</td>
<td>11907</td>
<td>11</td>
<td>10.81</td>
<td>8.44e-5</td>
<td>1.83</td>
<td>3.19e-3</td>
<td>1.74</td>
<td>12.88</td>
</tr>
<tr>
<td>128 \times 128</td>
<td>48387</td>
<td>11</td>
<td>10.91</td>
<td>2.41e-5</td>
<td>1.84</td>
<td>1.46e-3</td>
<td>1.15</td>
<td>10.00</td>
</tr>
</tbody>
</table>

Table 4: Numerical results of $T_e$ on polygonal meshes at $t = 0.1$.

<table>
<thead>
<tr>
<th>Mesh level</th>
<th>numkw</th>
<th>ms</th>
<th>as</th>
<th>$E_u$</th>
<th>$R_u$</th>
<th>$E_q$</th>
<th>$R_q$</th>
<th>iter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>384</td>
<td>17</td>
<td>13.39</td>
<td>1.70e-3</td>
<td>–</td>
<td>3.71e-2</td>
<td>–</td>
<td>6.00</td>
</tr>
<tr>
<td>2</td>
<td>1536</td>
<td>17</td>
<td>14.07</td>
<td>5.78e-4</td>
<td>1.64</td>
<td>1.62e-2</td>
<td>1.25</td>
<td>6.94</td>
</tr>
<tr>
<td>3</td>
<td>6144</td>
<td>17</td>
<td>14.54</td>
<td>1.58e-4</td>
<td>1.90</td>
<td>5.78e-3</td>
<td>1.51</td>
<td>6.99</td>
</tr>
<tr>
<td>4</td>
<td>24576</td>
<td>17</td>
<td>14.77</td>
<td>4.28e-5</td>
<td>1.89</td>
<td>2.27e-3</td>
<td>1.35</td>
<td>6.00</td>
</tr>
<tr>
<td>5</td>
<td>98304</td>
<td>17</td>
<td>14.89</td>
<td>1.11e-5</td>
<td>1.95</td>
<td>8.50e-4</td>
<td>1.42</td>
<td>6.70</td>
</tr>
</tbody>
</table>

The exact solution is

$$T_\alpha(x,y,t) = \begin{cases} 1 - 2y^2 + 4xy + 6x + 2y + t, & x \leq 0.5, \\ -2y^2 + 1.6xy - 0.6x + 3.2y + 4.3 + t, & x > 0.5, \end{cases} \quad \alpha = e, i, r.$$  

Other parameters are chosen as follows:

$$\begin{align*}
\rho &= 1, \\
\omega_{eo} &= T_e, \quad \alpha = e, i, \\
c_{eo} &= 100, \quad \alpha = e, i, \quad c_{vr} = 25/T_r^3.
\end{align*}$$

This problem is the extension of the steady test inspired in [20]. Here we investigate the convergence on two mesh types, that is Mesh1 and Mesh2 where all the mesh nodes located on the line $x = 0.5$ are distorted only in the y-direction. The final time and the time interval are the same as that in the previous example.

Numerical errors of the test are graphically depicted in Fig. 4 as log-log plots of the discrete errors versus the characteristic mesh size $h$. It implies that the scheme achieves second-order (resp. first-order) for the $L^2$ (resp. $H^1$) error for the discontinuous problem.
5.2. Numerical simulation

In this subsection, we simulate some radiation diffusion problems which are not very far from the problems encountered in the context of the numerical simulation of Inertial Confinement Fusion. Denote the vertex-centered and positivity-preserving scheme in this paper as VPPS. The first scheme suggested in [51] (resp. [7]) for two-dimensional two-temperature (resp. two-dimensional three-temperature) radiation diffusion problems is denoted as FVEM-2T (resp. FVEM-3T). In this subsection, FVEM-2T and FVEM-3T are also implemented and the corresponding results are presented whenever there is a need for comparison.

5.2.1. A nonlinear thermal wave

Consider a nonlinear thermal wave investigated in [25] which is the solution of the following nonlinear diffusion equation

$$\rho C \frac{dT}{dt} - \nabla \cdot (D(T) \nabla T) = 0,$$

where the mass density and the heat capacity are given by $\rho = 1$ and $C = 1$. The nonlinear diffusion coefficient is given by $D(T) = T^{5/2}$. This type of nonlinearity corresponds to the so-called Spitzer–Härm conductivity which is frequently encountered in plasma physics for electron energy transport, see [49]. The problem is solved on a cylindrical domain $\Omega$ characterized by $r \in [0, 1]$ and $\theta \in [0, \pi/2]$ knowing that $r = \sqrt{x^2 + y^2}$ and $\theta = \arctan \frac{y}{x}$, where $(x, y)$ denotes the Cartesian coordinates of a generic point inside the domain. The initial condition is given by $T(x, 0) = 1$. There are homogeneous flux boundary conditions along axis $x = 0$ and $y = 0$ and the normal flux is 1000 at the outer radius $r = 1$. The unsteady solution is computed until time $t = 0.003$. At this time a nonlinear heat wave has propagated into the cold medium. This wave is characterized by a sharp transition zone displaying a strong temperature gradient. Due to the boundary conditions and the geometry of the domain, the solution of the diffusion equation exhibits a cylindrical symmetry, namely $T(x) = T(r)$. 

![Figure 4: $L^2$ and $H^1$ errors of $T_e$ on Mesh1-Mesh2 at $t = 0.1$.](image)
As shown in Fig. 5, here we construct $50 \times 40$ regular and distorted polar meshes designed in [25]. Since this problem does not admit exact analytic solution, we compute the reference numerical solution using a $100 \times 90$ regular polar mesh. Then the numerical temperatures computed by the scheme on the meshes in Fig. 5 in all vertices as function of the vertex radius versus the reference solution are displayed in Fig. 6, which is similar to the results in [25]. The scheme bring us quite good results since they match very well to the reference solution and almost preserve the cylindrical symmetry of the solution.

5.2.2. Two-temperature radiation diffusion problem

Consider the nonlinear system of equations for non-equilibrium diffusion coupled to material conduction
A Vertex-Centered Positivity-Preserving Scheme for 2-D 3-T Equations

\[ \frac{\partial E}{\partial t} - \nabla \cdot (D \nabla E) = \sigma_a (T^4 - E), \]  
(5.1a)

\[ \frac{\partial T}{\partial t} - \nabla \cdot (\kappa \nabla T) = \sigma_a (E - T^4), \]  
(5.1b)

where \( E \) is the radiation energy density, \( D \) is the radiation diffusion coefficient, \( \sigma_a \) is the photon absorption cross section, \( T \) is the material temperature and \( \kappa \) is the material conduction coefficient, respectively.

The energy exchange is controlled by the photon absorption cross section \( \sigma_a \), which is modeled by

\[ \sigma_a = \frac{z^3}{T^3}, \]

where the atomic number \( z = z(x, y) \) is a material coefficient, a function of position \((x, y)\). The radiation diffusion coefficient without flux limiter is

\[ D = \frac{1}{3\sigma_a}. \]  
(5.2)

The radiation diffusion coefficient with flux limiter is

\[ D = \frac{1}{3\sigma_a + \left| \nabla E \right|}. \]  
(5.3)

The material conduction coefficient \( \kappa \) has the following form

\[ \kappa = c_0 T^{\frac{5}{2}}, \]

where \( c_0 = 0.01 \).

In this test, we solve the problem (5.1a)-(5.1b) on \( \Omega = [0, 1]^2 \). The value of \( z \) is

\[ z = \begin{cases} 
10, & \left( \frac{3}{16}, \frac{7}{16} \right) \times \left( \frac{9}{16}, \frac{13}{16} \right) \cup \left( \frac{9}{16}, \frac{13}{16} \right) \times \left( \frac{3}{16}, \frac{7}{16} \right), \\
1, & \text{otherwise.} 
\end{cases} \]

All four walls are insulated with respect to radiation diffusion and material conduction, i.e.,

\[ \left. \frac{\partial E}{\partial x} \right|_{x=0} = \left. \frac{\partial E}{\partial x} \right|_{x=1} = \left. \frac{\partial E}{\partial y} \right|_{y=0} = \left. \frac{\partial E}{\partial y} \right|_{y=0} = 0, \]

and

\[ \left. \frac{\partial T}{\partial x} \right|_{x=0} = \left. \frac{\partial T}{\partial x} \right|_{x=1} = \left. \frac{\partial T}{\partial y} \right|_{y=0} = \left. \frac{\partial T}{\partial y} \right|_{y=0} = 0. \]

The initial condition is presented by

\[ E(r) = 0.001 + 100e^{-100r^2}, \quad T(r) = E(r)^{1/4}, \]

where \( r = \sqrt{x^2 + y^2} \) is the distance from the lower left corner. The initial values of \( T \) is shown in Fig. 7. Uniformly rectangular, randomly quadrilateral and triangular
meshes are used in this test, which are shown in Fig. 8. Since the edges of these obstacles correspond exactly to the edges of primary meshes, there is no mixed material primary mesh. Here we emphasize that the present scheme can be used to solve two dimensional two-temperature radiation diffusion equations correspondingly.

In the following computations, we will use uniformly rectangular and randomly quadrilateral meshes with $96 \times 96$ cells and randomly triangular mesh with $96 \times 96 \times 2$ cells. In addition, we take the time interval $\tau = 5 \times 10^{-4}$ throughout this test. Define the energy conservative error at the $n$-th time step by

$$\text{Error} = |E^n - E^0|,$$

where

$$E^0 = \sum_{x \in \Omega} (E^0_x + T^0_x) |K_x|$$
is the total energy at the initial time and
\[ E^0 = \sum_{x_\nu \in \Omega} (E^0_{x_\nu} + T^0_{x_\nu})|K^*_{x_\nu}| \]

is the total energy at the time \( t^n \).

**Results without flux limiter.** In this part, let the final state be \( t = 1.5 \). The radiation diffusion coefficient is defined in (5.2).

The contours of the radiation temperature on uniformly rectangular mesh, randomly quadrilateral and triangular meshes at the final state \( t = 1.5 \) are shown in Fig. 9. Comparing these three figures, it is hard to find any visible difference. Moreover, numerical results for the problem without flux limiter are presented in Table 5. We find that the numerical solution is positive on the domain in three mesh types. The \( L^2 \)-norm of the solution on randomly quadrilateral and triangular meshes closely approximates that on rectangular mesh. These results show that our positivity-preserving scheme obtains the correct numerical solution on random quadrilateral and triangular meshes. The energy error for the problem without flux limiter on these three mesh types are shown in Fig. 10, which implies the scheme is conservative.

In addition, numerical results of FVEM-2T for the problem without flux limiter are shown in Table 6. We find that the \( L^2 \)-norm of the numerical solution by FVEM-2T is a bit larger than that of VPPS on uniformly rectangular and randomly quadrilateral meshes. Comparing the values of \( \overline{iter} \) and \( \overline{iter}^A \) in Table 5 and Table 6, we find that Anderson Acceleration method reduces the number of iterations by nearly thrice.

**Results with flux limiter.** For the radiation diffusion coefficient with flux limiter in
(5.3), we choose
\[ D_K = \frac{1}{3z_K^3 + \frac{\|\nabla E_K\|}{E_K}}, \]
where \( \nabla E_K \) is a discrete approximation to the gradient of \( E \) on cell \( K \). Here we present a computational formula to obtain \( \nabla E_K \). By the Green formula and trapezoidal rule, we have
\[
\int_K \nabla E = \sum_{e \in \partial K} \int_e E n_e ds \approx \sum_{e \in \partial K} \frac{1}{2} |e| (E_{n} + E_{n}') n_e,
\]
where \( E_{n} \) and \( E_{n}' \) are two discrete approximations at the endpoints of \( e \), \( n_e \) is the unit outward normal to \( e \). Hence, we have
\[
\nabla E_K = \sum_{e \in \partial K} \frac{|e|}{2|K|} (E_{n} + E_{n}') n_e. \tag{5.4}
\]
In addition, we take the time interval \( \tau = 5 \times 10^{-4} \) and let the final state be \( t = 3.0 \).

Fig. 11 presents the contours of the radiation temperature on various meshes at the final state \( t = 3.0 \). One can see that the contours of the radiation temperature on randomly quadrilateral and triangular meshes accord with that on uniformly rectangular mesh. Table 7 lists the \( L^2 \)-norms of the solution and number of iterations. From this table, we find that the \( L^2 \)-norms of the solution on different meshes are similar, which implies the robustness of the scheme on distorted meshes. Moreover, the \( L^2 \)-norms have small differences between VPPS and FVEM-2T. The values of \( \overline{\text{iter}} \) and \( \overline{\text{iter}}^{-1} \) show the efficiency of Anderson acceleration algorithm. Energy errors on these three mesh
Figure 11: The radiation temperature at $t = 3.0$ for the problem with flux limiter on uniformly rectangular, randomly quadrilateral and triangular meshes.

Figure 12: Energy error for the problem with flux limiter.

Table 7: Numerical results for the problem with flux limiter.

<table>
<thead>
<tr>
<th>Meshes</th>
<th>VPPS</th>
<th>FVEM-2T [51]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L^2$-norm</td>
<td>$iter$</td>
</tr>
<tr>
<td>Uniformly rectangular</td>
<td>1.23852</td>
<td>24.73</td>
</tr>
<tr>
<td>Randomly quadrilateral</td>
<td>1.23850</td>
<td>26.12</td>
</tr>
<tr>
<td>Randomly triangular</td>
<td>1.23953</td>
<td>25.26</td>
</tr>
</tbody>
</table>

Table 7: Numerical results for the problem with flux limiter.

5.2.3. Three-temperature radiation diffusion problem

The typical model of laser-driven implosion of Inertial Confinement Fusion in [27] was taken as a benchmark. As shown in Fig. 13, the computation region $\Omega$ with boundary $\partial \Omega = \Gamma_1 \cup \Gamma_2$ is a half circle with radius $R$ on the 2-D Cartesian coordinate plane. The circle center is at the coordinate origin and the diameter is overlapped with the $x$-axis. It is divided into three subregions. The innermost, middle and outside subdomains cover with $0 < r < R_1$, $R_1 < r < R_2$ and $R_2 < r < R_3$ and are denoted as $\Omega_i$, $i = 1, 2, 3$, respectively.
The three subregions in Fig. 13 are filled with deuterium gas (DT), glass (SiO$_2$) and plastic foam (CH), respectively. The values of all parameters are shown as follows:

\[
\begin{align*}
R_1 &= 90, & \rho &= \begin{cases} 0.09 \text{ in } \Omega_1, \\ 2.50 \text{ in } \Omega_2, \\ 1.10 \text{ in } \Omega_3, \end{cases} & c_{ve} &= 1.5\Gamma_e, \\
R_2 &= 95, & c_{vi} &= 1.5\Gamma_i, \\
R_3 &= 132, & c_{vr} &= \Gamma_r, \\
\Gamma_e &= \begin{cases} 35 \text{ in } \Omega_1, \\ 40 \text{ in } \Omega_2, \\ 45 \text{ in } \Omega_3, \end{cases} & \Gamma_i &= \begin{cases} 35 \text{ in } \Omega_1, \\ 40 \text{ in } \Omega_2, \\ 70 \text{ in } \Omega_3, \end{cases} & \Gamma_r &= 0.007568, \\
A_e &= \begin{cases} 200 \text{ in } \Omega_1, \\ 60 \text{ in } \Omega_2, \\ 81 \text{ in } \Omega_3, \end{cases} & A_i &= \begin{cases} 5 \text{ in } \Omega_1, \\ 1.7 \times 10^{-7} \text{ in } \Omega_2, \\ 2.0 \times 10^{-2} \text{ in } \Omega_3, \end{cases} & A_r &= \begin{cases} 1.8 \times 10^7/\rho \text{ in } \Omega_1, \\ 9.0 \times 10^2/\rho^{1.5} \text{ in } \Omega_2, \\ 2.1 \times 10^3/\rho^2 \text{ in } \Omega_3, \end{cases} \\
\beta &= \begin{cases} 1.0 \text{ in } \Omega_1, \\ 2.4 \text{ in } \Omega_2, \\ 3.0 \text{ in } \Omega_3, \end{cases} & A_{ei} &= \begin{cases} 2000 \text{ in } \Omega_1, \\ 4000 \text{ in } \Omega_2, \\ 7000 \text{ in } \Omega_3, \end{cases} & A_{er} &= \begin{cases} 10 \text{ in } \Omega_1, \\ 140 \text{ in } \Omega_2, \\ 79 \text{ in } \Omega_3, \end{cases} \\
\end{align*}
\]

In this test, let $\Gamma_1$ and $\Gamma_2$ be the free surfaces and rigid walls. The boundary and initial-value conditions are introduced in (2.2) and (2.3), respectively. Meanwhile, the boundary value and the initial value are

\[
g_D(x,t) = 2
\]

and

\[
g_\alpha(x) = 3 \times 10^{-4}, \quad \alpha = e, i, r,
\]

respectively. Obviously, this radiation diffusion problem is a nonlinear heat wave problem.

The time interval is taken as $\tau = 5 \times 10^{-4}$. Fig. 14 presents four mesh types, to be used in this tests. They are unstructured triangular mesh, quadrilateral mesh, polygonal mesh and non-matching mesh. Here we remark that the scheme FVEM-3T can only work on unstructured triangular mesh.

In the numerical simulation, we use the following formula to compute the relative energy conservative error

\[
ERROR = \frac{E^n_{\text{enter}} - (E^n_{\text{own}} - E^0_{\text{own}})}{E^n_{\text{enter}} + E^0_{\text{own}}},
\]
A Vertex-Centered Positivity-Preserving Scheme for 2-D 3-T Equations

Figure 14: Four mesh types.

where $E_{\text{enter}}^n$ denotes the total radiation energy importing from Dirichlet boundary, $E_{\text{own}}^n$ and $E_{\text{own}}^0$ computed by the formula (2.4) denote the system energy at time $t_n$ and $t_0 = 0$, respectively. Note that the computation of $E_{\text{enter}}^n$ should define the discrete flux across the Dirichlet boundary. Here we first reconstruct the value of $\nabla T_\alpha$ by (5.4). Assume that $\sigma \in \partial K \cap \Gamma_D$, Then we results in the discrete flux across $\sigma$ by

$$
- \int_\sigma \kappa_{\alpha,K} \nabla T_\alpha \cdot n_\sigma \approx -|\sigma| \kappa_{\alpha,K} \nabla T_\alpha \cdot n_{K,\sigma},
$$

where $n_{K,\sigma}$ denotes the outward unit vector normal to the boundary.

The temperature distributions of electron, ion and photon are presented from Figs. 15 to 18 at the specified time, $t = 0.5, 5.0$ and 50 respectively on four mesh types. Unlike the schemes based on the harmonic averaging of cell-centered diffusion coefficients, such as the cell-centered schemes in [9], the evolution of radiation energy and the exchange of energy among electrons, ions and photons are appropriate and comparable. Hence, we believe the present scheme effectively alleviates the numerical heat-barrier issue in this test. The temperatures of electron, ion and photon are positive and not exceeding 2 at each specified time. Moreover, the temperature of photon is higher than those of electron and ion at each specified time and the temperature distributions are all symmetric about the origin. It verifies the validity of the vertex-centered positivity-preserving scheme for the 2-D 3-T radiation diffusion problem.

Energy conservative error of schemes VPPS and FVEM-3T at various specified times are presented in Table 8. We find that those two schemes possess the similar results.

Since the 2-D 3-T radiation diffusion problem is relatively complex, it is extremely difficult to theoretically analyze the convergent accuracy of the scheme. Therefore, we
can only discuss the approximation accuracy from the view of numerical test. Numerical results on energy conservative errors are shown in Table 9. One can see that the energy conservative error becomes nearly half as mesh grid is uniformly refined and that it is convergent of order one. This also confirms the correctness and robustness of the new scheme.

Table 8: Energy conservative error (%) on unstructured triangular mesh.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Physical time</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPPS</td>
<td>0.1 1.0 5.0 10.0 25.0 50.0</td>
</tr>
<tr>
<td>FVEM-3T [7]</td>
<td>10.909247 5.518378 2.108630 1.294443 0.757553 0.240218</td>
</tr>
</tbody>
</table>

Table 9: Energy conservative error (%) on quadrilateral mesh with three levels.

<table>
<thead>
<tr>
<th>Mesh level</th>
<th>Physical time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1 1.0 5.0 10.0 20.0 30.0 40.0 50.0</td>
</tr>
<tr>
<td>2</td>
<td>16.80 9.31 5.08 3.94 3.30 2.93 2.68 2.50</td>
</tr>
<tr>
<td>3</td>
<td>7.30 4.32 2.45 1.92 1.61 1.45 1.33 1.25</td>
</tr>
<tr>
<td>3</td>
<td>3.36 2.08 1.20 0.94 0.79 0.72 0.66 0.62</td>
</tr>
</tbody>
</table>
6. Conclusions

In this paper, a pure vertex-centered and positivity-preserving finite volume scheme is suggested for two-dimensional three-temperature radiation diffusion equations on general polygonal meshes with star-shaped cells. The scheme abandons the traditional convex decomposition of the co-normal vector and the auxiliary unknowns defined at cell-centers and edge midpoints are evaluated by a simple interpolation algorithm. Numerical results show that the present scheme achieves a second-order accuracy, generates nonnegative discrete solutions on arbitrary star-shaped polygonal meshes. The contours of numerical solution obtained by our scheme on various distorted meshes accord with that on smooth meshes for both two-temperature and three-temperature non-equilibrium radiation diffusion equations. Moreover, Anderson acceleration of the Picard method is applied to solve the resulting nonlinear system and demonstrates its less computational costs. These results show that our positivity-preserving scheme is a practical and attractive method for solving non-equilibrium radiation diffusion equations on polygonal meshes. Currently, some numerical codes have been proposed to simulate radiation hydrodynamics where the matter temperature is defined at the vertices, such as MULTI-2D in [34], TRHD in [38]. In the future, we will focus on the
theoretical analysis and the extension of the present scheme to three temperature radiation hydrodynamics.
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