Error Estimate of a New Conservative Finite Difference Scheme for the Klein-Gordon-Dirac System
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Abstract. In this paper, we derive and analyze a conservative Crank-Nicolson-type finite difference scheme for the Klein-Gordon-Dirac (KGD) system. Differing from the derivation of the existing numerical methods given in literature where the numerical schemes are proposed by directly discretizing the KGD system, we translate the KGD equations into an equivalent system by introducing an auxiliary function, then derive a nonlinear Crank-Nicolson-type finite difference scheme for solving the equivalent system. The scheme perfectly inherits the mass and energy conservative properties possessed by the KGD, while the energy preserved by the existing conservative numerical schemes expressed by two-level’s solution at each time step. By using energy method together with the ‘cut-off’ function technique, we establish the optimal error estimate of the numerical solution, and the convergence rate is $O(\tau^2 + h^2)$ in $l^\infty$-norm with time step $\tau$ and mesh size $h$. Numerical experiments are carried out to support our theoretical conclusions.
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1. Introduction

In this paper, we consider the Klein-Gordon-Dirac (KGD) equation in $d$ ($d = 1, 2$) dimensions [17]

*Corresponding author. Email address: wangtingchun2010@gmail.com (T. Wang)
The Klein-Gordon-Dirac equation is a fundamental model in quantum electrodynamics and describes the dynamics of a complex-value Dirac vector field $\Psi(t, \mathbf{x}) := (\psi_1(t, \mathbf{x}), \psi_2(t, \mathbf{x})) \in \mathbb{C}^2$ interacting with a neutral real-valued meson field $\phi := \phi(t, \mathbf{x}) \in \mathbb{R}$ through the Yukawa potential \cite{13, 25, 27, 33, 36} with a coupling constant $0 < g \in \mathbb{R}$. Note that $i = \sqrt{-1}$ is the imaginary unit, $t$ is time, $\mathbf{x} \in \mathbb{R}^d$ is the spatial coordinate vector. In 2D, $\mathbf{x} = (x_1, x_2)^T$, $\partial_j = \partial / \partial x_j$, $j = 1, 2$ and $\Delta = \sum_{j=1}^d \partial_j^2$. In addition, $\Psi^*$ is the conjugate transpose of $\Psi$, $\sigma_1$, $\sigma_2$ and $\sigma_3$ are the Pauli matrices given as

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (1.2)$$

The KGD system (1.1) is dispersive and conserves the total mass

$$M(t) := \|\Psi(t, \cdot)\|_{L^2}^2 = \int_{\mathbb{R}^d} |\Psi(t, \mathbf{x})|^2 d\mathbf{x} \equiv \|\Psi(0, \cdot)\|_{L^2}^2, \quad (1.3)$$

and energy

$$E(t) := \frac{1}{2} \int_{\mathbb{R}^d} |\partial_t \phi(t, \mathbf{x})|^2 d\mathbf{x} + \frac{1}{2} \int_{\mathbb{R}^d} |\partial_x \phi(t, \mathbf{x})|^2 d\mathbf{x} + \frac{1}{2} \int_{\mathbb{R}^d} |\phi(t, \mathbf{x})|^2 d\mathbf{x}$$

$$+ \int_{\mathbb{R}^d} \left[ i \Psi^*(t, \mathbf{x}) \sum_{j=1}^d \sigma_j \partial_j \Psi(t, \mathbf{x}) - \omega \Psi^*(t, \mathbf{x}) \sigma_3 \Psi(t, \mathbf{x}) \right] d\mathbf{x} \equiv E(0), \quad t \geq 0. \quad (1.4)$$

For the KGD system (1.1), we introduce an auxiliary function $u := \partial_t \phi$ to rewrite it into the following equivalent system:

$$\partial_t u(t, \mathbf{x}) - \Delta \phi(t, \mathbf{x}) + \phi(t, \mathbf{x}) = g \Psi^*(t, \mathbf{x}) \sigma_3 \Psi(t, \mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^d, \quad t > 0,$$

$$\partial_t \phi(t, \mathbf{x}) = u(t, \mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^d, \quad t > 0,$$

$$i \partial_t \Psi(t, \mathbf{x}) + i \sum_{j=1}^d \sigma_j \partial_j \Psi(t, \mathbf{x}) - \omega \sigma_3 \Psi(t, \mathbf{x})$$

$$= g \phi(t, \mathbf{x}) \sigma_3 \Psi(t, \mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^d, \quad t > 0. \quad (1.5)$$
Corresponding to (1.3)-(1.4), the system (1.5) still preserves the total mass

\[ \overline{M}(t) := \| \Psi(t, \cdot) \|_{L^2}^2 = \int_{\mathbb{R}^d} |\Psi(t, x)|^2 \, dx \equiv \| \Psi(0, \cdot) \|_{L^2}^2, \]  

and energy

\[ \overline{E}(t) := \frac{1}{2} \int_{\mathbb{R}^d} |u(t, x)|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^d} |\nabla \phi(t, x)|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^d} |\phi(t, x)|^2 \, dx 
+ \int_{\mathbb{R}^d} \left[ i \Psi^*(t, x) \sum_{j=1}^d \sigma_j \partial_j \Psi(t, x) - \omega \Psi^*(t, x) \sigma_3 \Psi(t, x) 
- g\phi(t, x) \Psi^*(t, x) \sigma_3 \Psi(t, x) \right] \, dx \equiv \overline{E}(0), \quad t \geq 0. \]  

There have been extensive theoretical studies on the KGD (1.1) system, including the local and global well-posedness of the Cauchy problem and the existences of bound state solutions, for which we refer to [2, 14, 15, 19, 20, 23, 24, 32, 35] and references therein. For the numerical part, different kinds of numerical methods, including the finite difference time domain (FDTD) methods and spectral methods have been proposed and analyzed for efficient computations of wave propagation in classical quantum physics, i.e., dispersive waves in the Gross-Pitaevskii equation [3], the Klein-Gordon equation [7, 8, 12, 22, 29, 34, 40, 43], the Dirac equation [1, 4–6, 26, 28, 30, 39], the Klein-Gordon-Schrodinger equations [10, 21], the Klein-Gordon-Zakharov equations [11, 16, 37], the Maxwell-Dirac equations [9, 31], etc. However, the approaches for KGD (1.1) proposed in the literature [17, 41, 42] are limited. To the best of our knowledge, there has not been any numerical work on the KGD (1.5) which is equivalent to (1.1). As well as, in the construction of the finite difference scheme, the nonlinear term of Klein-Gordon part is treated as \( n \) and \( n + 1 \) layers which is not mentioned in existed literatures. Thus, the aim of this paper is to design a new conservative Crank-Nicolson-type finite difference (CNFD) scheme for KGD (1.5) and analyze the effectiveness and accuracy of the scheme.

In this paper, we propose and analyze a conservative CNFD scheme for KGD (1.5) with periodic boundary conditions. We prove that the scheme perfectly inherits the conservative properties of KGD system in the discrete sense. In the process of error analysis, we apply the energy method and the ‘cut-off’ function technique to obtain the convergence order of the scheme under proper assumptions about the exact solutions. Moreover, in the numerical calculation, our scheme can be started directly, i.e. we do not need to calculate the value of the first layer time alone.

The remaining part of this paper is arranged as follows. In Section 2, we introduce a new conservative CNFD scheme and state our main results. Section 3 is devoted to the error analysis. Numerical results are shown in Section 4 to demonstrate the error behavior. Finally, some conclusions are drawn in Section 5. Throughout the paper, we adopt the standard notations for Sobolev spaces and write \( p \lesssim q \) to represent that there exists a constant \( C > 0 \) independent of the discrete parameters, such that \( |p| \leq Cq \).
2. A new conservative scheme and the main results

In this section, we shall derive a new finite difference scheme for the KGD system. For simplicity of notations, here we only illustrate the numerical method in one dimension, and extension to two-dimensional case is straightforward with some small modifications. We truncate the whole space onto a finite interval \( \Omega = (a, b) \) with periodic boundary conditions in practical computation, which is large enough to ignore the truncation error. The initial-boundary value problem of the one-dimensional (1D) KGD system reads

\[
\begin{align*}
\partial_t u(t, x) - \partial_{xx} \phi(t, x) + \phi(t, x) &= g\Psi^*(t, x)\sigma_3 \Psi(t, x), \quad x \in \Omega, \quad t > 0, \\
\partial_t \phi(t, x) &= u(t, x), \quad x \in \Omega, \quad t > 0, \\
i\partial_t \Psi(t, x) + i\sigma_1 \partial_x \Psi(t, x) - \omega \sigma_3 \Psi &= g\phi(t, x)\sigma_3 \Psi(t, x), \quad x \in \Omega, \quad t > 0, \\
u(t, a) &= u(t, b), \quad \partial_x u(t, a) = \partial_x u(t, b), \quad t \geq 0, \\
\phi(t, a) &= \phi(t, b), \quad \partial_x \phi(t, a) = \partial_x \phi(t, b), \quad t \geq 0, \\
\Psi(t, a) &= \Psi(t, b), \quad \partial_x \Psi(t, a) = \partial_x \Psi(t, b), \quad t \geq 0, \\
\phi(0, x) &= \phi_0(x), \quad u(0, x) = \phi_1(x), \quad \Psi(0, x) = \Psi_0(x), \quad x \in \Omega.
\end{align*}
\]

where \( \phi := \phi(t, x) \in \mathbb{R} \) and \( \Psi := \Psi(t, x) = (\psi_1(t, x), \psi_2(t, x))^T \in \mathbb{C}^2 \). The periodic initial-boundary value problem (2.1) conserves the total mass

\[
\overline{M}(t) := \|\Psi(t, \cdot)\|_{L^2(\Omega)}^2 = \int_{\Omega} |\Psi(t, x)|^2 \, dx \equiv \|\Psi_0\|_{L^2(\Omega)}^2,
\]

and energy

\[
\begin{align*}
\overline{E}(t) := \frac{1}{2} \int_{\Omega} |u(t, x)|^2 \, dx + \frac{1}{2} \int_{\Omega} |\partial_x \phi(t, x)|^2 \, dx + \frac{1}{2} \int_{\Omega} |\phi(t, x)|^2 \, dx \\
+ \int_{\Omega} [i\Psi^*(t, x)\sigma_1 \partial_x \Psi(t, x) - \omega \Psi^*(t, x)\sigma_3 \Psi(t, x) \\
- g\phi(t, x)\Psi^*(t, x)\sigma_3 \Psi(t, x)] \, dx \equiv \overline{E}(0), \quad t \geq 0.
\end{align*}
\]

2.1. A conservative CNFD scheme

Choose temporal step size \( \tau := \Delta t > 0 \) and denote time steps as \( t_n := n\tau \) for \( n = 0, 1, \ldots \). Choose mesh size \( h := \Delta x = \frac{b-a}{M} \) with \( M \) being an even positive integer and denote grid points as \( x_j := a + j\Delta x, \ j = 0, 1, \ldots, M \).

Denote

\[
\begin{align*}
\tilde{X}_M &= \{U = (U_0, U_1, U_2, \ldots, U_M)^T \mid U_j \in \mathbb{R}, \ j = 0, 1, \ldots, M, \ U_0 = U_M\}, \\
X_M &= \{U = (U_0, U_1, U_2, \ldots, U_M)^T \mid U_j \in \mathbb{C}^2, \ j = 0, 1, \ldots, M, \ U_0 = U_M\},
\end{align*}
\]
and we always use \( U_{-1} = U_{M-1} \) and \( U_1 = U_{M+1} \) if they are involved. Introduce some finite difference discretization operators for \( U \in X_M \) or \( \tilde{X}_M \):

\[
\delta^n_U u^n_j = \frac{U^n_{j+1} - U^n_j}{h}, \quad \delta^n_x u^n_j = \frac{U^n_{j+1} - U^n_{j-1}}{2h}, \quad \delta^n_x^2 u^n_j = \frac{U^n_{j+1} - 2U^n_j + U^n_{j-1}}{h^2},
\]

\[
U^n_j = \frac{U^{n+1}_j + U^n_j}{2}, \quad \delta^x_U^n j = \frac{U^n_{j+1} - U^n_j}{\tau}, \quad \delta^x_x U^n_j = \frac{U^n_{j+1} - 2U^n_j + U^n_{j-1}}{\tau^2}.
\]

The discrete inner product, standard \( l^2\)-norm, \( H^1\)-seminorm and \( l^\infty\)-norm for \( U, V \in X_M \) (or \( U, V \in \tilde{X}_M \)) are given as

\[
(U, V) := h \sum_{j=0}^{M-1} V_j^* U_j, \quad \|U\| := \sqrt{h \sum_{j=0}^{M-1} |U_j|^2},
\]

\[
|U|_1 := \sqrt{h \sum_{j=0}^{M-1} |\delta^x_U U_j|^2}, \quad \|U\|_\infty := \max_{0 \leq j \leq M-1} |U_j|.
\]

Let \( \phi^n, u^n \) and \( \Psi^n \) be numerical approximations of \( \phi(t_n, x_j), u(t_n, x_j) \) and \( \Psi(t_n, x_j) \), respectively, for \( j = 0, 1, \ldots, M \) and \( n = 0, 1, \ldots, \) and denote

\[
\phi^n = (\phi^n_0, \phi^n_1, \ldots, \phi^n_M)^T \in \tilde{X}_M,
\]

\[
u^n = (u^n_0, u^n_1, \ldots, u^n_M)^T \in \tilde{X}_M,
\]

\[
\Psi^n = (\Psi^n_0, \Psi^n_1, \ldots, \Psi^n_M)^T \in X_M
\]

as the solution vector at \( t = t_n \). Based on the above basics, we propose the following nonlinear CNFD scheme to discrete the KGD system (2.1) for \( j = 1, \ldots, M \):

\[
\delta^n + u^n_j - \delta^n_x \phi^n_j + \phi^n_j = \frac{g}{2} \left[ (\Psi^n_j)^* \sigma_3 \Psi^n_j + (\Psi^n_j)^* \sigma_3 \Psi^n_j \right], \quad n \geq 0,
\]

\[
\delta^n_x \phi^n_j = u^n_j, \quad n \geq 0,
\]

\[
i \delta^n_x \Psi^n_j + i \sigma_1 \delta^n_x \Psi^n_j = g \phi^n_{j+\frac{1}{2}} + g \phi^n_{j-\frac{1}{2}}, \quad n \geq 0.
\]

Meanwhile, the periodic boundary and initial conditions in (2.1) are discretized as

\[
u^n_M = u^n_0, \quad u^n_{M-1} = u^n_{M-1}, \quad u^n_j = \phi_1(x_j), \quad n \geq 0, \quad j = 0, 1, \ldots, M,
\]

\[
\phi^n_M = \phi^n_0, \quad \phi^n_{M-1} = \phi^n_{M-1}, \quad \phi^n_j = \phi_0(x_j), \quad n \geq 0, \quad j = 0, 1, \ldots, M.
\]

\[
\Psi^n_M = \Psi^n_0, \quad \Psi^n_{M-1} = \Psi^n_{M-1}, \quad \Psi^n_j = \Psi_0(x_j), \quad n \geq 0, \quad j = 0, 1, \ldots, M.
\]

The above scheme is time symmetric and time reversible, i.e. the scheme (2.4)-(2.6) is unchanged under \( \tau \leftrightarrow -\tau, n+1 \leftrightarrow n \) and taking complex conjugates. In numerical calculation, eliminate the intermediate item \( u^n \) for \( n \geq 0 \) in the scheme (2.4)-(2.6),
we obtain the following equivalent nonlinear implicit finite difference scheme for \( j = 1, \ldots, M \):

\[
\delta_t^2 \phi_j^n - \frac{1}{4} \delta_x^2 (\phi_j^{n-1} + 2\phi_j^n + \phi_j^{n+1}) + \frac{1}{4} (\phi_j^{n-1} + 2\phi_j^n + \phi_j^{n+1}) = \frac{g}{4} \left[ (\Psi_j^{n-1})^* \sigma_3 \Psi_j^{n-1} + 2(\Psi_j^n)^* \sigma_3 \Psi_j^n + (\Psi_j^{n+1})^* \sigma_3 \Psi_j^{n+1} \right], \quad n \geq 0, \tag{2.8}
\]

\[
- \frac{4}{\tau} (\delta_t^+ \phi_j^0 - u_j^0) + 2\delta_x^2 \phi_j^n + g \left[ (\Psi_j^n)^* \sigma_3 \Psi_j^n + (\Psi_j^0)^* \sigma_3 \Psi_j^0 \right] + \phi_j^0 = \phi_j^1, \quad n \geq 0, \tag{2.9}
\]

\[
i \delta_t^+ \Psi_j^n + i\sigma_1 \delta_x \Psi_j^{n+\frac{1}{2}} - \omega \sigma_3 \Psi_j^{n+\frac{1}{2}} = g\phi_j^{n+\frac{1}{2}} + \sigma_3 \Psi_j^{n+\frac{1}{2}}, \quad n \geq 0. \tag{2.10}
\]

The computations of the scheme (2.8)-(2.10) can be arranged as follows: \( \phi^0, \psi^0 \) are given by the initial conditions, \( \phi^1 \) is updated by (2.9), then \( \Psi^1 \) is obtained by (2.10), and then \( \phi^2 \) is updated by (2.8), for \( n \geq 2, \phi^n \) and \( \Psi^n \) are available, \( \phi^{n+1} \) is updated by (2.8) and \( \Psi^{n+1} \) is updated by (2.10).

### 2.2. Mass and energy conservation

As the discrete version (or approximation) of the initial-boundary value problem (2.1) possessing the conservative properties (2.2)-(2.3), the proposed scheme (2.4)-(2.7) still possesses similar conservative properties which can be viewed as the discrete version of (2.2)-(2.3).

**Theorem 2.1.** The nonlinear CNFD scheme (2.4)-(2.7) preserves the total mass and energy in the discrete sense, i.e.,

\[
M^n := \| \Psi^n \|^2 \equiv M^0, \quad n \geq 0 \tag{2.11}
\]

and

\[
E^n := \frac{1}{2} \| u \|^2 + \frac{1}{2} \| \delta_x \phi^n \|^2 + \frac{1}{2} \| \phi^n \|^2 + ih \sum_{j=0}^{M-1} (\Psi_j^n)^* \sigma_1 \delta_x \Psi_j^n
- \omega h \sum_{j=0}^{M-1} (\Psi_j^n)^* \sigma_3 \Psi_j^n - gh \sum_{j=0}^{M-1} \phi_j^n (\Psi_j^n)^* \sigma_3 \Psi_j^n \equiv E^0, \quad n \geq 0. \tag{2.12}
\]

**Proof:** Firstly, we prove the mass conservation (2.11). To do this, we make the inner product of \( \tau(\Psi^{n+1} + \Psi^n) \) with (2.6), then take the imaginary part to obtain

\[
\text{Im} \left\{ \sum_{j=0}^{M-1} \tau (\Psi_j^{n+1} + \Psi_j^n)^* \left( i \delta_t^+ \Psi_j^n + i\sigma_1 \delta_x \Psi_j^{n+\frac{1}{2}} - \omega \sigma_3 \Psi_j^{n+\frac{1}{2}} \right) \right\}
= \text{Im} \left\{ \sum_{j=0}^{M-1} \tau (\Psi_j^{n+1} + \Psi_j^n)^* g\phi_j^{n+\frac{1}{2}} \sigma_3 \Psi_j^{n+\frac{1}{2}} \right\}, \tag{2.13}
\]
where \( \text{Im}\{a\} \) means taking the imaginary part of complex value \( a \). Simple calculations gives the left three items of (2.13)

\[
\text{Im} \left\{ h \sum_{j=0}^{M-1} \tau (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* i\delta_j^+ \Psi_{j}^{n} \right\} = 0
\]

\[
= \text{Re} \left\{ h \sum_{j=0}^{M-1} (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* (\Psi_{j+1}^{n} - \Psi_{j}^{n}) \right\} = \|\Psi^{n+1}\|^2 - \|\Psi^{n}\|^2,
\]

(2.14)

\[
\text{Im} \left\{ h \sum_{j=0}^{M-1} \tau (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* i\sigma_1 \delta_x \Psi_{j}^{n+\frac{1}{2}} \right\} = 0
\]

\[
= \text{Re} \left\{ \frac{\tau h}{2} \sum_{j=0}^{M-1} (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* \sigma_1 \delta_x (\Psi_{j}^{n+1} + \Psi_{j}^{n}) \right\}
\]

\[
= \frac{\tau h}{4} \sum_{j=0}^{M-1} \left[ (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* \sigma_1 \delta_x (\Psi_{j}^{n+1} + \Psi_{j}^{n}) + \delta_x (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* \sigma_1 (\Psi_{j}^{n+1} + \Psi_{j}^{n}) \right] = 0,
\]

\[
\text{Im} \left\{ h \sum_{j=0}^{M-1} \tau (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* \omega_3 \Psi_{j}^{n+\frac{1}{2}} \right\} = 0
\]

(2.15)

\[
\text{Im} \left\{ h \sum_{j=0}^{M-1} \tau (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* \omega_3 (\Psi_{j}^{n+1} + \Psi_{j}^{n}) - (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* \sigma_3 (\Psi_{j}^{n+1} + \Psi_{j}^{n}) \right\} = 0
\]

(2.16)

where \( \text{Re}\{a\} \) means taking the real part of complex value \( a \). From (2.16), by using the fact that \((\Psi_{j+1}^{n} + \Psi_{j}^{n})^* \sigma_3 (\Psi_{j}^{n+1} + \Psi_{j}^{n})\) is real, we get

\[
\text{Im} \left\{ h \sum_{j=0}^{M-1} \tau (\Psi_{j+1}^{n} + \Psi_{j}^{n})^* g \phi_j^{n+\frac{1}{2}} \sigma_3 \Psi_{j}^{n+\frac{1}{2}} \right\} = 0.
\]

(2.17)

Inserting (2.14)-(2.17) into (2.13) gives

\[
\|\Psi^{n+1}\|^2 - \|\Psi^{n}\|^2 = 0,
\]

(2.18)

which immediately gives (2.11).

Secondly, we prove the energy conservation (2.12). To do this, we compute the discrete inner products of (2.4) with \( \delta_t^+ \phi^n \), (2.5) with \( \delta_t^+ u^n \), (2.6) with \( 2\delta_t^+ (\Psi^n) \), respectively, then take the real part of the third result to obtain

\[
- h \sum_{j=0}^{M-1} \delta_t^+ \phi_j^n \delta_t^+ u_j^n - h \sum_{j=0}^{M-1} \delta_t^+ \phi_j^n \delta_{x}^2 \phi_j^{n+\frac{1}{2}} + h \sum_{j=0}^{M-1} \delta_t^+ \phi_j^n \phi_j^{n+\frac{1}{2}}
\]

\[
= h \sum_{j=0}^{M-1} \delta_t^+ \phi_j^n \frac{\gamma}{2} \left[ (\Psi_{j}^{n+1})^* \sigma_3 \Psi_{j}^{n+1} + (\Psi_{j}^{n})^* \sigma_3 \Psi_{j}^{n} \right],
\]

(2.19)
For the left three terms and the right one term of (2.21), we have

By simple calculations, (2.19) and (2.20) become

\[
\begin{align*}
&\frac{M-1}{2} \sum_{j=0}^{M-1} \delta^+_t u_j^n \delta^+_t \phi_j^n = \frac{M-1}{2} \sum_{j=0}^{M-1} \delta^+_t u_j^n \phi_j^{n+\frac{1}{2}}, \\
&\text{Re}\left\{ \frac{M-1}{2} \sum_{j=0}^{M-1} 2\delta^+_t (\Psi_j^n)^* i\delta^+_t \Psi_j^n + \frac{M-1}{2} \sum_{j=0}^{M-1} 2\delta^+_t (\Psi_j^n)^* i\sigma_1 \delta_x \Psi_j^{n+\frac{1}{2}} \\
&\quad - \frac{1}{\tau} \sum_{j=0}^{M-1} 2\delta^+_t (\Psi_j^n)^* \omega \sigma_3 \Psi_j^{n+\frac{1}{2}} \right\} \\
&= \text{Re}\left\{ \frac{M-1}{2} \sum_{j=0}^{M-1} 2\delta^+_t (\Psi_j^n)^* g\phi_j^{n+\frac{1}{2}} \sigma_3 \Psi_j^{n+\frac{1}{2}} \right\},
\end{align*}
\]

(2.21)

For the left three terms and the right one term of (2.21), we have

\[
\begin{align*}
&\text{Re}\left\{ \frac{M-1}{2} \sum_{j=0}^{M-1} 2\delta^+_t (\Psi_j^n)^* i\delta^+_t \Psi_j^n \right\} = 2\text{Im}\left\{ \|\delta^+_t \Psi^n\|^2 \right\} = 0, \\
&\text{Re}\left\{ \frac{M-1}{2} \sum_{j=0}^{M-1} 2\delta^+_t (\Psi_j^n)^* i\sigma_1 \delta_x \Psi_j^{n+\frac{1}{2}} \right\} \\
&= \text{Im}\left\{ \frac{M-1}{2} \sum_{j=0}^{M-1} (\Psi_j^{n+1} - \Psi_j^n)^* \sigma_1 \delta_x (\Psi_j^{n+1} + \Psi_j^n) \right\} \\
&= -\frac{i\hbar}{2\tau} \sum_{j=0}^{M-1} (\Psi_j^{n+1} - \Psi_j^n)^* \sigma_1 \delta_x (\Psi_j^{n+1} + \Psi_j^n) - \delta_x (\Psi_j^{n+1} + \Psi_j^n)^* \sigma_1 (\Psi_j^{n+1} - \Psi_j^n) \\
&= -\frac{i\hbar}{2\tau} \sum_{j=0}^{M-1} \left[ (\Psi_j^{n+1})^* \sigma_1 \delta_x \Psi_j^{n+1} - (\Psi_j^n)^* \sigma_1 \delta_x \Psi_j^n \right], \\
&\text{Re}\left\{ \frac{M-1}{2} \sum_{j=0}^{M-1} 2\delta^+_t (\Psi_j^n)^* \omega \sigma_3 \Psi_j^{n+\frac{1}{2}} \right\}
\end{align*}
\]

(2.24)
Inserting (2.24)-(2.27) into (2.21) yields
\[ \text{Re} \left\{ \frac{\omega h}{2\tau} \sum_{j=0}^{M-1} (\Psi_{j+1} - \Psi_{j})^* \sigma_3 (\Psi_{j+1}^n + \Psi_{j}^n) \right\} \]
\[ = \frac{\omega h}{2\tau} \sum_{j=0}^{M-1} \left[ (\Psi_{j+1} - \Psi_{j})^* \sigma_3 (\Psi_{j+1}^n + \Psi_{j}^n) + (\Psi_{j+1}^n + \Psi_{j}^n)^* \sigma_3 (\Psi_{j+1} - \Psi_{j}) \right] \]
\[ = \frac{\omega h}{\tau} \sum_{j=0}^{M-1} \left[ (\Psi_{j+1}^n)^* \sigma_3 \Psi_{j+1}^n - (\Psi_{j}^n)^* \sigma_3 \Psi_{j}^n \right] \]
\[ \text{Re} \left\{ \frac{\omega h}{2\tau} \left[ \sum_{j=0}^{M-1} 2\delta_j^+ (\Psi_j^n)^* g \sigma^n_j \sigma_3 (\Psi_j^{n+\frac{1}{2}}) \right] \right\} \]
\[ = \frac{g h}{2\tau} \sum_{j=0}^{M-1} (\phi_{j+1}^n + \phi_j^n) \left[ (\Psi_{j+1}^n)^* \sigma_3 \Psi_{j+1}^n - (\Psi_{j}^n)^* \sigma_3 \Psi_{j}^n \right]. \quad (2.26) \]

Inserting (2.24)-(2.27) into (2.21) yields
\[ \frac{i h}{\tau} \sum_{j=0}^{M-1} \left[ (\Psi_{j+1}^n)^* \sigma_1 \delta_x \Psi_{j+1}^n - (\Psi_{j}^n)^* \sigma_1 \delta_x \Psi_{j}^n \right] \]
\[ - \frac{\omega h}{\tau} \sum_{j=0}^{M-1} \left[ (\Psi_{j+1}^n)^* \sigma_3 \Psi_{j+1}^n - (\Psi_{j}^n)^* \sigma_3 \Psi_{j}^n \right] \]
\[ = \frac{g h}{2\tau} \sum_{j=0}^{M-1} (\phi_{j+1}^n + \phi_j^n) \left[ (\Psi_{j+1}^n)^* \sigma_3 \Psi_{j+1}^n - (\Psi_{j}^n)^* \sigma_3 \Psi_{j}^n \right]. \quad (2.28) \]

Combining (2.22), (2.23) and (2.28) leads to \( E^n = E^{n-1} \), and the energy conservation (2.12) holds. \( \square \)

### 2.3. Existence and uniqueness

The purpose of this section is to prove the existence of the numerical solution of (2.4)-(2.6).

**Lemma 2.1.** For any given \( \phi^n, u^n \) and \( \Psi^n \) with \( n = 0, 1, \ldots \), the solution \( \phi^{n+1}, u^{n+1} \) and \( \Psi^{n+1} \) of the CNFD scheme (2.4)-(2.6) exists and is unique at each time step.

**Proof.** For a fixed \( n \), the scheme (2.4)-(2.6) can be written as
\[ \frac{2}{\tau} \left( u_{j+\frac{1}{2}}^n - u_{j}^n \right) - \partial_x^2 \phi_{j}^{n+\frac{1}{2}} + \phi_{j}^{n+\frac{1}{2}} = \frac{2}{\tau} \left[ (\Psi_{j}^{n+1})^* \sigma_3 \Psi_{j+1}^{n+1} + (\Psi_{j}^{n})^* \sigma_3 \Psi_{j}^{n} \right]. \quad (2.29) \]
which implies that there exists a solution $W$ to the finite difference equation:

$$
\Psi_j^{n+\frac{1}{2}} = \Psi_j^n - \frac{\tau}{2} \sigma_1 \delta_x \Psi_j^{n+\frac{1}{2}} - i \frac{\omega \tau}{2} \sigma_3 \Psi_j^{n+\frac{1}{2}} - i \frac{g \tau}{2} \phi_j^{n+\frac{1}{2}} \sigma_3 \Psi_j^{n+\frac{1}{2}}. \quad (2.31)
$$

Combining (2.29) and (2.30), we get

$$
\phi_j^{n+\frac{1}{2}} = \left( \frac{4}{\tau^2} + 1 - \delta_x^2 \right)^{-1} \times \left( \frac{4}{\tau^2} \phi_j^n + 2 u_j^n + \frac{g}{\tau} \left( (\Psi_j^{n+1})^* \sigma_3 \Psi_j^{n+1} + (\psi_j^n)^* \sigma_3 \psi_j^n \right) \right). \quad (2.32)
$$

Note

$$
\phi_j^{n+\frac{1}{2}} := F(\phi_j^n, u_j^n, \Psi_j^{n+1}, \psi_j^n) \in \tilde{X}_M. \quad (2.33)
$$

As a consequence, the solvability of the scheme (2.4)-(2.6) is equivalent to the following finite difference equation:

$$
\Psi_j^{n+\frac{1}{2}} = \Psi_j^n - \frac{\tau}{2} \sigma_1 \delta_x \Psi_j^{n+\frac{1}{2}} - i \frac{\omega \tau}{2} \sigma_3 \Psi_j^{n+\frac{1}{2}} - i \frac{g \tau}{2} F(\phi_j^n, u_j^n, \Psi_j^{n+1}, \psi_j^n) \sigma_3 \Psi_j^{n+\frac{1}{2}}. \quad (2.34)
$$

Define a map $G^n : X_M \to X_M$, for $W \in X_M$ as

$$
\Psi^n = W_j - \Psi_j^n + \frac{\tau}{2} \sigma_1 \delta_x W_j + i \frac{\omega \tau}{2} \sigma_3 W_j + i \frac{g \tau}{2} F(\phi_j^n, u_j^n, \Psi_j^{n+1}, \psi_j^n) \sigma_3 W_j. \quad (2.35)
$$

It is obvious that $G^n$ is continuous from $X_M \to X_M$. Moreover, the fact for $\|W\|^2 > \|\Psi^n\|^2$

$$
\text{Re}\left\{ (G^n W, W) \right\} = \|W\|^2 - \text{Re}\left\{ (\Psi^n, W) \right\} \geq \|W\|^2 (\|W\|^2 - \|\Psi^n\|^2) > 0, \quad (2.36)
$$

which implies that there exists a solution $W^*$ such that $G^n W^* = 0$ by applying the Brouwer fixed point theorem [3]. In other words, the scheme (2.4)-(2.6) is solvable.

The uniqueness is a direct consequence of the fact that the solutions in (2.4)-(2.6) are updated as $\phi^1 \to \Psi^1 \to \phi^2 \to \Psi^2 \ldots$, where a linear system is solved at each step.  

\hfill \Box

### 2.4. Main results

Before giving our error estimate results of the proposed scheme, we make the following two type of assumptions on the exact solution $\phi$ and $\Psi$ of the KGD equation (2.1):

**Assumption (A)**

$$
\phi \in C^4([0, T]; L^\infty(\Omega)) \cap C^3([0, T]; W^{1, \infty}_p(\Omega)) \cap C^2([0, T]; W^{2, \infty}_p(\Omega)) \cap C^1([0, T]; W^{3, \infty}_p(\Omega)) \cap C([0, T]; W^{4, \infty}_p(\Omega)),
$$

$$
\Psi \in C^3([0, T]; W^{1, \infty}_p(\Omega)^2) \cap C^2([0, T]; W^{2, \infty}_p(\Omega)^2) \cap C^1([0, T]; W^{3, \infty}_p(\Omega)^2) \cap C([0, T]; W^{4, \infty}_p(\Omega)^2). \quad (2.37)
$$
Assumption (B)

\[ \phi \in C^4([0, T]; L^\infty(\Omega)) \cap C^3([0, T]; W_p^{1,\infty}(\Omega)) \cap C^2([0, T]; W_p^{2,\infty}(\Omega)) \]
\[ \cap C^1([0, T]; W_p^{3,\infty}(\Omega)) \cap C([0, T]; W_p^{4,\infty}(\Omega)), \]
\[ \Psi \in C^3([0, T]; [L^\infty(\Omega)]^2) \cap C^2([0, T]; [W_p^{1,\infty}(\Omega)]^2) \cap C^1([0, T]; [W_p^{3,\infty}(\Omega)]^2), \]

where

\[ W_{p}^{m,\infty}(\Omega) = \left\{ v \mid v \in W_{p}^{m,\infty}(\Omega), \partial^l v(a) = \partial^l v(a), \ l = 0, 1, \ldots, m-1 \right\}, \ m \geq 1 \]

with \( 0 < T < T^* \) \((T^* \) is the maximal existence time of the solution to the KGD system (2.1). We denote

\[ N_\phi = \|\phi\|_{L^\infty}, \quad N_\Psi = \|\Psi\|_{L^\infty} \]

with

\[ L^\infty = L^\infty([0, T]; L^\infty(\Omega)) \quad \text{for} \ \phi, \]
\[ L^\infty = L^\infty([0, T]; [L^\infty(\Omega)]^2) \quad \text{for} \ \Psi, \]

and the grid error functions \( \eta^n \in \bar{X}_M \) and \( e^n \in X_M \)

\[ \eta^n_j = \phi(t_n, x_j) - \phi_j^n, \quad e^n_j = \Psi(t_n, x_j) - \Psi_j^n, \quad j = 0, 1, \ldots, M, \ n \geq 0 \]

with \( \phi_j^n \) and \( \Psi_j^n \) being the numerical approximations obtained from the proposed CNFD scheme, then the error estimates can be established as follows:

**Theorem 2.2.** Under Assumption (A), there exist constants \( h_0 > 0 \) and \( \tau_0 > 0 \) sufficiently small, such that, when \( 0 < h \leq h_0 \) and \( 0 < \tau \leq \tau_0 \), we have the following error estimates for the nonlinear CNFD scheme (2.4)-(2.6):

\[ \|\eta^n\| + ||\delta^+_x \eta^n|| \lesssim h^2 + \tau^2, \quad \|e^n\| + ||\delta^+_x e^n|| \lesssim h^2 + \tau^2, \]
\[ \|\eta^n\|_\infty \lesssim h^2 + \tau^2, \quad \|e^n\|_\infty \lesssim h^2 + \tau^2, \]
\[ ||\phi^n||_\infty \leq 1 + N_\phi, \quad ||\Psi^n||_\infty \leq 1 + N_\Psi, \quad 0 < n \leq T/\tau. \]

**Theorem 2.3.** Under Assumption (B), there exist constants \( h_0 > 0 \) and \( \tau_0 > 0 \) sufficiently small, such that, when \( 0 < h \leq h_0 \) and \( 0 < \tau \leq \tau_0 \), we have the following error estimates for the nonlinear CNFD scheme (2.4)-(2.6):

\[ \|\eta^n\| + ||\delta^+_x \eta^n|| \lesssim h^2 + \tau^2, \quad \|e^n\| \lesssim h^2 + \tau^2, \]
\[ \|\eta^n\|_\infty \lesssim h^2 + \tau^2, \quad \|e^n\|_\infty \lesssim h^2 + \tau^2, \]
\[ ||\phi^n||_\infty \leq 1 + N_\phi, \quad ||\Psi^n||_\infty \leq 1 + N_\Psi, \quad 0 < n \leq T/\tau. \]

**Remark 2.1.** Obviously, the assumption on the exact solution \( \phi \) and \( \Psi \) given in Assumption (B) is weaker than that given in Assumption (A). Hence, the error estimates given in Theorem 3.2 is weaker than those given in Theorem 2.3, and one can see in Section 3 that the proofs of the two theorems are quite different.
3. Error estimates

In this section, we propose the rigorous error estimates of the CNFD scheme (2.4)-(2.7) for solving the KGD equations (2.1).

3.1. The proof of Theorems 3.1 and 3.2

Similar to the nonlinear Schrödinger equations [3, 27, 38], we truncate the nonlinearity of the KGD equation to a global Lipschitz function with compact support in 1D. There is a good news, in [6, 18, 37], the same main difficulties were tackled by this method. This idea ensures that the numerical solution is close to the continuous solution if the continuous solution is bounded. Here, we apply the same cut-off technique to choose a function \( \rho(s) \in C_0^\infty(\mathbb{R}) \) as

\[
\rho(s) = \begin{cases} 
1, & |s| \leq 1, \\
\in [0,1], & 1 \leq |s| \leq 2, \\
0, & |s| \geq 2.
\end{cases}
\]

Denote \( N_1 = (1 + N_{\Phi})^2, N_2 = (1 + N_{\phi})^2 \) and define

\[
f_{N_1}(\Psi) = \rho(|\Psi|^2/N_1)\Psi, \quad f_{N_2}(\phi) = \rho(|\phi|^2/N_1)\phi, \quad \Psi \in \mathbb{C}^2, \quad \phi \in \mathbb{R}. \tag{3.1}
\]

Then \( f_{N_1}(\Psi) \) and \( f_{N_2}(\phi) \) have compact supports, and are smooth and global Lipschitz, i.e., there exist \( C_{N_1} > 0 \) and \( C_{N_2} > 0 \) such that \( \forall \Psi_1, \Psi_2 \in \mathbb{C}^2, \forall \phi_1, \phi_2 \in \mathbb{R}, \) and

\[
\begin{align*}
|f_{N_1}(\Psi_1) - f_{N_1}(\Psi_2)| & \leq C_{N_1} |\Psi_1 - \Psi_2|, \\
|f_{N_2}(\phi_1) - f_{N_2}(\phi_2)| & \leq C_{N_2} |\phi_1 - \phi_2|. \tag{3.2}
\end{align*}
\]

Set \( \tilde{\phi}^0 = \phi_0, \tilde{\Psi}^0 = \Psi_0, \tilde{\phi}^0 = \phi_1 \) and determine \( \hat{\phi}^n, \hat{\psi}^n \in \bar{X}_M \) and \( \hat{\psi}^n \in X_M \) as follows for \( j = 0, 1, \ldots, M \)

\[
\begin{align*}
\delta_t^+ \hat{\phi}_j^n = & \delta_x^+ \hat{\phi}_j^{n+\frac{1}{2}} - \delta_x^+ \hat{\psi}_j^{n+\frac{1}{2}} - \hat{\phi}_j^{n+\frac{1}{2}} \\
= & \frac{g}{2} \left[ \left( \hat{\Psi}_j^{n+1} \right)^* \sigma_3 f_{N_1}(\hat{\Psi}_j^{n+1}) + \left( \hat{\Psi}_j^n \right)^* \sigma_3 f_{N_1}(\hat{\Psi}_j^n) \right], \quad n \geq 0, \tag{3.3}
\end{align*}
\]

\[
\begin{align*}
\delta_t^+ \hat{\psi}_j^n = & \hat{\psi}_j^{n+\frac{1}{2}}, \quad n \geq 0, \tag{3.4}
\end{align*}
\]

\[
\begin{align*}
&i \delta_t^+ \tilde{\psi}_j^n + i \sigma_1 \delta_x^+ \tilde{\psi}_j^{n+\frac{1}{2}} - \omega \sigma_3 \tilde{\psi}_j^{n+\frac{1}{2}} = g_j f_{N_{2,j}}^{n+\frac{1}{2}} \sigma_3 f_{N_{1,j}}^{n+\frac{1}{2}}, \quad n \geq 0, \quad \tag{3.5}
\end{align*}
\]

where

\[
\begin{align*}
\hat{\phi}_j^{n+\frac{1}{2}} = & \frac{1}{2} (\hat{\phi}_j^{n+1} + \hat{\phi}_j^n), \quad \hat{\psi}_j^{n+\frac{1}{2}} = \frac{1}{2} (\hat{\psi}_j^{n+1} + \hat{\psi}_j^n), \quad \hat{\psi}_j^{n+\frac{1}{2}} = \frac{1}{2} (\hat{\psi}_j^{n+1} + \hat{\psi}_j^n), \\
f_{N_{1,j}}^{n+\frac{1}{2}} = & \frac{1}{2} \left( f_{N_1}(\hat{\Psi}_j^{n+1}) + f_{N_1}(\hat{\Psi}_j^n) \right), \quad f_{N_{2,j}}^{n+\frac{1}{2}} = \frac{1}{2} \left( f_{N_2}(\hat{\phi}_j^{n+1}) + f_{N_2}(\hat{\phi}_j^n) \right). \tag{3.6}
\end{align*}
\]
In fact, $\hat{\phi}_j^n$ and $\hat{\Psi}_j^n$ can be viewed as the approximations to $\phi(t_n, x_j)$ and $\Psi(t_n, x_j)$ respectively. Using the properties of $\rho$ and standard techniques [3], it is easy to check that the above scheme (3.3)-(3.5) is uniquely solvable for sufficiently small time step $\tau$.

Define the error functions as

$$\tilde{\eta}_j^n = \phi(t_n, x_j) - \hat{\phi}_j^n, \quad \tilde{\varepsilon}_j^n = \Psi(t_n, x_j) - \hat{\Psi}_j^n, \quad j = 0, 1, \ldots, M, \quad n \geq 0. \quad (3.7)$$

Concerning the errors bounds on $\tilde{\eta}_j^n$ and $\tilde{\varepsilon}_j^n$, we have the following estimates.

**Theorem 3.1.** Under Assumption (A), there exist constants $h_0 > 0$ and $\tau_0 > 0$ sufficiently small, such that, when $0 < h \leq h_0$ and $0 < \tau \leq \tau_0$, we have the following error estimates for the nonlinear CNFD scheme (3.3)-(3.5):

$$\|\tilde{\eta}_n\| + \|\delta_+ \tilde{\eta}_n\| \lesssim h^2 + \tau^2, \quad \|\tilde{\varepsilon}_n\| + \|\delta_+ \tilde{\varepsilon}_n\| \lesssim h^2 + \tau^2, \quad (3.8)$$

$$\|\tilde{\eta}_n\|_\infty \lesssim h^2 + \tau^2, \quad \|\tilde{\varepsilon}_n\|_\infty \lesssim h^2 + \tau^2, \quad (3.9)$$

$$\|\hat{\phi}_n\|_\infty \leq 1 + N_\phi, \quad \|\hat{\Psi}_n\|_\infty \leq 1 + N_\psi, \quad 0 < n \leq T/\tau. \quad (3.10)$$

**Theorem 3.2.** Under Assumption (B), there exist constants $h_0 > 0$ and $\tau_0 > 0$ sufficiently small, such that, when $0 < h \leq h_0$ and $0 < \tau \leq \tau_0$, we have the following error estimates for the nonlinear CNFD scheme (3.3)-(3.5):

$$\|\tilde{\eta}_n\| + \|\delta_+ \tilde{\eta}_n\| \lesssim h^2 + \tau^2, \quad \|\tilde{\varepsilon}_n\| + \|\delta_+ \tilde{\varepsilon}_n\| \lesssim h^2 + \tau^2, \quad (3.11)$$

$$\|\tilde{\eta}_n\|_\infty \lesssim h^2 + \tau^2, \quad \|\tilde{\varepsilon}_n\|_\infty \lesssim h^2 + \tau^2, \quad (3.12)$$

$$\|\hat{\phi}_n\|_\infty \leq 1 + N_\phi, \quad \|\hat{\Psi}_n\|_\infty \leq 1 + N_\psi, \quad 0 < n \leq T/\tau. \quad (3.13)$$

We start with the local truncation errors of (3.3)-(3.5) $\hat{\zeta}_n, \hat{\xi}_n \in \hat{X}_M$ and $\hat{\theta}_n \in X_M$ as follows:

$$\hat{\zeta}_j^n := \delta_+ u(t_n, x_j) - \frac{1}{2} \delta_+^2 (\phi(t_{n+1}, x_j) + \phi(t_n, x_j)) + \frac{1}{2} (\phi(t_{n+1}, x_j) + \phi(t_n, x_j))$$

$$- \frac{g}{2} \left[ \Psi^*(t_{n+1}, x_j) \sigma_3 \Psi(t_{n+1}, x_j) + \Psi^*(t_n, x_j) \sigma_3 \Psi(t_n, x_j) \right], \quad n \geq 0, \quad (3.14)$$

$$\hat{\xi}_j^n := i \delta_+ \phi(t_n, x_j) - \frac{1}{2} (u(t_{n+1}, x_j) + u(t_n, x_j)), \quad n \geq 0, \quad (3.15)$$

$$\hat{\theta}_j^n := i \delta_+ \Psi(t_n, x_j) + \frac{i}{2} \sigma_3 \delta_+ \left( \Psi(t_{n+1}, x_j) + \Psi(t_n, x_j) \right)$$

$$- \frac{\omega}{2} (\Psi(t_{n+1}, x_j) + \Psi(t_n, x_j))$$

$$- \frac{g}{4} (\phi(t_{n+1}, x_j) + \phi(t_n, x_j)) \sigma_3 (\Psi(t_{n+1}, x_j) + \Psi(t_n, x_j)), \quad n \geq 0. \quad (3.16)$$

And we have the following estimates held for $\hat{\zeta}_n, \hat{\xi}_n \in \hat{X}_M$ and $\hat{\theta}_n \in X_M$.

**Lemma 3.1.** Under Assumption (A) or Assumption (B), there exist constants $h_0 > 0$ and $\tau_0 > 0$ sufficiently small such that when $0 < h \leq h_0$ and $0 < \tau \leq \tau_0$, the local truncation errors (3.14)-(3.16) satisfy
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(i) Under Assumption (A), we have

\[ \| \zeta^n \| \lesssim h^2 + \tau^2, \quad \| \hat{\theta}^n \| + \| \delta_t^+ \hat{\theta}^n \| \lesssim h^2 + \tau^2, \quad 0 \leq n \leq T/\tau - 1. \]  

(3.17)

(ii) Under Assumption (B), we have

\[ \| \zeta^n \| \lesssim h^2 + \tau^2, \quad \| \hat{\theta}^n \| + \| \delta_t^+ \hat{\theta}^n \| \lesssim h^2 + \tau^2, \quad 0 \leq n \leq T/\tau - 1. \]  

(3.18)

**Proof.** Noticing (2.1), we apply Taylor expansion to the local truncation errors (3.14)-(3.16) under Assumptions (A), then we obtain the following inequalities with the help of triangle inequality and the Cauchy-Schwartz inequality:

\[
\begin{align*}
|\hat{\zeta}^n_j| & \leq \frac{\tau^2}{24} |\partial_{tt} u|_\infty + \frac{\tau^2}{2} |\partial_{xtt} \phi|_\infty + \frac{h^2}{12} |\partial_{xxxx} \phi|_\infty \\
& \quad + \frac{\tau^2}{8} |\partial_{tt} \phi|_\infty + \frac{g\tau^2}{4} |\partial_t \Psi^*|_\infty |\partial \Psi|_\infty, \\
|\hat{\xi}^n_j| & \leq \frac{\tau^2}{24} |\partial_{tt} u|_\infty + \frac{\tau^2}{8} |\partial_t u|_\infty, \\
|\delta_t^+ \hat{\xi}^n_j| & \leq \frac{\tau^2}{24} |\partial_{ttt} u|_\infty + \frac{\tau^2}{8} |\partial_t u|_\infty, \\
|\hat{\phi}^n_j| & \leq \frac{\tau^2}{24} |\partial_{tt} \Psi|_\infty + \frac{h^2}{6} |\partial_{xxx} \Psi|_\infty + \frac{\tau^2}{8} |\partial_{xtt} \Psi|_\infty \\
& \quad + \frac{\tau^2}{8} |\partial_t \Psi|_\infty + \frac{g\tau^2}{4} |\partial_t \phi|_\infty |\partial \Psi|_\infty, \\
|\delta_x^+ \hat{\phi}^n_j| & \leq \frac{\tau^2}{24} |\partial_{tx} \Psi|_\infty + \frac{h^2}{6} |\partial_{xxxx} \Psi|_\infty + \frac{\tau^2}{8} |\partial_{xtt} \Psi|_\infty + \frac{\tau^2}{8} |\partial_{tx} \Psi|_\infty \\
& \quad + \frac{g\tau^2}{4} (|\partial_{tx} \phi|_\infty |\partial \Psi|_\infty + |\partial_t \phi|_\infty |\partial_{tx} \Psi|_\infty).
\end{align*}
\]

These immediately imply

\[ \| \zeta^n \|_\infty + \| \hat{\xi}^n \|_\infty \lesssim h^2 + \tau^2, \quad \| \hat{\theta}^n \|_\infty + \| \delta_t^+ \hat{\theta}^n \|_\infty \lesssim h^2 + \tau^2, \quad 0 \leq n \leq T/\tau - 1. \]  

(3.19)

Then we can obtain (3.17). Similarly, we can also obtain (3.18). Thus, the conclusions for the local truncation errors are derived.

Next, we study the growth of the errors. Subtracting (3.3)-(3.5) from (3.14)-(3.16), respectively. Then we denote \( \tilde{\mu}^n_j := u(t_n, x_j) - \hat{\mu}^n_j \), the error equations can be obtained as for \( j = 0, 1, \ldots, M \)

\[ \delta_t^+ \tilde{\mu}^n_j = \frac{1}{2} \delta_x^2 (\tilde{\eta}^{n+1}_j + \tilde{\eta}^n_j) + \frac{1}{2} (\tilde{\eta}_j^{n+1} + \tilde{\eta}_j^n) = \zeta^n_j + \lambda^n_j, \quad 0 \leq n \leq T/\tau - 1. \]  

(3.20)
where $\hat{\lambda}^n = (\hat{\lambda}_0^n, \hat{\lambda}_1^n, \ldots, \hat{\lambda}_M^n)^T \in \hat{X}_M$ and $\hat{\chi}^n = (\hat{\chi}_0^n, \hat{\chi}_1^n, \ldots, \hat{\chi}_M^n)^T \in X_M$ are the errors of the nonlinear terms as

$$\hat{\lambda}_n^0 := \frac{g}{2} \left( \Psi^*(t_{n+1}, x_j) \sigma_3 \Psi(t_{n+1}, x_j) + \Psi^*(t_n, x_j) \sigma_3 \Psi(t_n, x_j) \right)$$

$$\hat{\lambda}_n^0 := \frac{g}{4} \left[ \left( \sigma_3 \Psi(t_{n+1}) \sigma_3 \Psi(t_{n+1}) + \sigma_3 \Psi(t_n) \sigma_3 \Psi(t_n) \right) \right],$$

$$\hat{\chi}_n := \frac{g}{4} \left[ \left( \sigma_3 \Psi(t_{n+1}) \sigma_3 \Psi(t_{n+1}) + \sigma_3 \Psi(t_n) \sigma_3 \Psi(t_n) \right) \right].$$

In order to prove Theorems 3.1 and 3.2, we propose the following lemmas with regard to the nonlinear terms $\hat{\lambda}_n^0$ and $\hat{\chi}_n^0$.

**Lemma 3.2.** Under Assumption (A) or Assumption (B), the nonlinear terms $\hat{\lambda}^n$ and $\hat{\chi}^n$ $(0 \leq n \leq T/\tau - 1)$ satisfy

(i) Under Assumption (A), we have

$$\|\hat{\lambda}^n\| \lesssim \|\hat{\omega}^{n+\frac{1}{2}}\|, \quad \|\hat{\chi}^n\| \lesssim \|\hat{\omega}^{n+\frac{1}{2}}\| + \|\hat{\lambda}^{n+\frac{1}{2}}\|,$$

$$\|\hat{\lambda}^n\| \lesssim \|\hat{\omega}^{n+\frac{1}{2}}\| + \|\hat{\lambda}^{n+\frac{1}{2}}\| + \|\hat{\lambda}^{n+\frac{1}{2}}\| + \|\delta_x^2 \hat{\chi}^{n+\frac{1}{2}}\|.$$  

(ii) Under Assumption (B), we have

$$\|\hat{\lambda}^n\| \lesssim \|\hat{\omega}^{n+\frac{1}{2}}\|, \quad \|\hat{\chi}^n\| \lesssim \|\hat{\omega}^{n+\frac{1}{2}}\| + \|\hat{\chi}^{n+\frac{1}{2}}\|.$$

**Proof.** Under Assumption (A), rewriting the nonlinear term $\hat{\lambda}^n$, we get

$$\hat{\lambda}_j^n = \frac{g}{2} \left\{ \Psi^*(t_{n+1}, x_j) \sigma_3 \Psi(t_{n+1}, x_j) - \Psi^*(t_{n+1}, x_j) \sigma_3 \Psi(t_n, x_j) \sigma_3 f_N (\hat{\psi}_j^{n+1}) 
+ \Psi^*(t_{n+1}, x_j) \sigma_3 f_N (\hat{\psi}_j^{n+1}) - (\hat{\psi}_j^{n+1})^* \sigma_3 f_N (\hat{\psi}_j^{n+1}) 
+ \Psi^*(t_n, x_j) \sigma_3 \Psi(t_n, x_j) - \Psi^*(t_n, x_j) \sigma_3 f_N (\hat{\psi}_j^n) 
+ \Psi^*(t_n, x_j) \sigma_3 f_N (\hat{\psi}_j^n) - (\hat{\psi}_j^n)^* \sigma_3 f_N (\hat{\psi}_j^n) \right\}$$.
and in view of the properties of \( f_{N_1} \) and \( f_{N_2} \), we get
\[
|\hat{\lambda}^n_j| \leq \frac{g}{2} C \left[ |\hat{\varphi}^{n+1}(N\Psi + |f_{N_1}(\hat{\Psi}_{j+1}^{n+1})) + |\hat{\varphi}^n(N\Psi + |f_{N_1}(\hat{\Psi}_{j}^{n})|)\right].
\]
Similarly, rewrite the nonlinear term \( \hat{\chi}^n \) as follows:
\[
\hat{\chi}^n_j = \frac{g}{4} \left[ (\phi(t_{n+1}, x_j) + \phi(t_n, x_j))\sigma_3(\Psi(t_{n+1}, x_j) + \Psi(t_n, x_j))
- (\phi(t_{n+1}, x_j) + \phi(t_n, x_j))\sigma_3(f_{N_1}(\hat{\Psi}_{j+1}^{n+1}) + f_{N_1}(\hat{\Psi}_{j}^{n})))
+ (\phi(t_{n+1}, x_j) + \phi(t_n, x_j))\sigma_3(f_{N_1}(\hat{\Psi}_{j}^{n+1}) + f_{N_1}(\hat{\Psi}_{j}^{n})))
- (f_{N_2}(\hat{\Theta}_{j+1}^{n+1}) + f_{N_2}(\hat{\Theta}_{j}^{n}))\sigma_3(f_{N_1}(\hat{\Psi}_{j+1}^{n+1}) + f_{N_1}(\hat{\Psi}_{j}^{n}))) \right],
\]
which combined with (3.2) to get
\[
|\hat{\chi}^n_j| \leq \frac{g}{4} C \left[ |\hat{\varphi}^{n+1} + \hat{\varphi}^n| + |f_{N_1}^{n+\frac{1}{2}}||\hat{\Theta}_{j+1}^{n} + \hat{\Theta}_{j}^{n}|| \right],
\]
which also implies that
\[
|\delta^+_x \hat{\chi}^n_j| \leq \frac{g}{4} C \left[ \|\partial_x \Psi\|_\infty |\hat{\varphi}^{n+1} + \hat{\varphi}^n| + N_0 \delta^+_x |\hat{\varphi}^{n+1} + \hat{\varphi}^n| + \delta^+_x |f_{N_1}^{n+\frac{1}{2}}||\hat{\Theta}_{j+1}^{n} + \hat{\Theta}_{j}^{n}|| \right],
\]
where the constant \( C \) is independent of \( h \) and \( \tau \). Under Assumption (A), applying the properties of \( f_{N_1} \) and \( f_{N_2} \), then combining the above inequalities, we obtain (3.28), similarly for Assumption (B), we can obtain (3.29). Then, we complete the proof. \( \square \)

Based on Lemmas 3.1 and 3.2, we are ready to prove the error estimates of scheme (3.3)-(3.5) under Assumptions (A) and (B).

**Proof of Theorem 3.1.** When \( n = 0 \), the estimates are obvious and for \( 1 \leq n \leq T/\tau \), the proof is divided into two parts.

**Part 1.** (Estimates of \( \|\tilde{\mu}^n\| + \|\delta^+_x \tilde{\mu}^n\| + \|\hat{\varphi}^n\| + \|\delta^+_x \hat{\varphi}^n\| \) for \( 1 \leq n \leq T/\tau \)). Computing the inner product of (3.20) and (3.21) with \( (\tilde{\mu}^{n+1} - \tilde{\mu}^n) \) and \( (\hat{\mu}^{n+1} - \hat{\mu}^n) \), respectively, then subtracting the two obtained equations, we get
\[
\frac{1}{2}(\|\tilde{\mu}^{n+1}\|^2 - \|\tilde{\mu}^n\|^2) + \frac{1}{2}(\|\delta^+_x \hat{\mu}^{n+1}\|^2 - \|\delta^+_x \hat{\mu}^n\|^2) + \frac{1}{2}(\|\hat{\varphi}^{n+1}\|^2 - \|\hat{\varphi}^n\|^2)
= \tau h \sum_{j=0}^{M-1} \delta^+_x \hat{\mu}^n_j \hat{\varphi}^n_j + \hat{\lambda}^n_j - \tau h \sum_{j=0}^{M-1} \delta^+_x \hat{\mu}^n_j \hat{\varphi}^n_j.
\]
In (3.30), replacing \( n \) by \( l \), then summing it up for \( l = 0, 1, \ldots, n-1 \leq T/\tau \), we get
\[
\frac{1}{2}(\|\hat{\mu}^n\|^2 - \|\hat{\mu}^0\|^2) + \frac{1}{2}(\|\delta^+_x \hat{\mu}^n\|^2 - \|\delta^+_x \hat{\mu}^0\|^2) + \frac{1}{2}(\|\hat{\varphi}^n\|^2 - \|\hat{\varphi}^0\|^2)
\]
\[= \tau h \sum_{l=0}^{n-1} \sum_{j=0}^{M-1} \delta_l^+ \hat{\eta}_j (\hat{\xi}_j^l + \hat{\lambda}_j^l) + \tau h \sum_{l=0}^{n-2} \sum_{j=0}^{M-1} \hat{\mu}_j^{l+1} \delta_l^+ \hat{\xi}_j^l - (\hat{\mu}^n, \hat{\xi}^{n-1})\]

and in (3.31), making use of Cauchy inequality, triangle inequality and Lemmas 3.1 and 3.2, we obtain

\[
\left(\frac{1}{4} \|\hat{\mu}^n\|^2 - \frac{1}{2} \|\hat{\mu}^0\|^2\right) + \frac{1}{2} \left(\|\delta_x^+ \hat{\eta}^n\|^2 - \|\delta_x^+ \hat{\eta}^0\|^2\right) + \frac{1}{2} \left(\|\hat{\eta}^n\|^2 - \|\hat{\eta}^0\|^2\right) \geq \tau \sum_{l=0}^{n-1} \left(\|\hat{\mu}^l\|^2 + \|\hat{\xi}^l\|^2 + \|\hat{\lambda}^l\|^2 + \|\delta_x^+ \hat{\xi}^l\|^2 + \|\hat{\xi}^{n-1}\|^2\right)
\]

Next, computing the inner product of \(\tau (\hat{e}^{n+1} + \hat{e}^n)\) and \(\tau \delta_x^2 (\hat{e}^{n+1} + \hat{e}^n)\) with (3.22), respectively, then subtracting the two obtained equations and taking the imaginary parts, we get

\[
\|\hat{e}^{n+1}\|^2 - \|\hat{e}^n\|^2 + \|\delta_x^+ \hat{e}^{n+1}\|^2 - \|\delta_x^+ \hat{e}^n\|^2 = \text{Im} \left\{ 2\tau h \sum_{j=0}^{M-1} (\hat{e}_j^{n+1} + \hat{e}_j^n)^* (\hat{\theta}_j + \hat{\chi}_j) + \delta_x^+ (\hat{e}_j^{n+1} + \hat{e}_j^n)^* \delta_x^+ (\hat{\theta}_j + \hat{\chi}_j) \right\}. \tag{3.33}
\]

In (3.33), replacing \(n\) by \(l\), then summing it up for \(l = 0, 1, \ldots, n-1 \leq T/\tau\) and applying Cauchy inequality, triangle inequality and Lemmas 3.1 and 3.2, we obtain

\[
\|\hat{e}^n\|^2 - \|\hat{e}^0\|^2 + \|\delta_x^+ \hat{e}^n\|^2 - \|\delta_x^+ \hat{e}^0\|^2 = \text{Im} \left\{ 2\tau h \sum_{l=0}^{n-1} \sum_{j=0}^{M-1} (\hat{e}_j^{l+1} + \hat{e}_j^l)^* (\hat{\theta}_j + \hat{\chi}_j) + \delta_x^+ (\hat{e}_j^{l+1} + \hat{e}_j^l)^* \delta_x^+ (\hat{\theta}_j + \hat{\chi}_j) \right\}
\]

\[
\|\hat{e}^l\|^2 + \|\delta_x^+ \hat{e}^l\|^2 + \|\delta_x^+ \hat{e}^{l+1}\|^2 + \|\delta_x^+ \hat{\theta}^l\|^2 + \|\hat{\chi}^l\|^2 + \|\delta_x^+ \hat{\chi}^l\|^2 + \|\delta_x^+ \hat{\theta}^{l+1}\|^2 + \|\delta_x^+ \hat{\chi}^{l+1}\|^2
\]

\[
\|\delta_x^+ \hat{\eta}^{l+1}\|^2 + \|\delta_x^+ \hat{\eta}^l\|^2 + (h^2 + \tau^2)^2 \right\}. \tag{3.34}
\]

Denote

\[
S^n := \frac{1}{4} \|\hat{\mu}^n\|^2 + \frac{1}{2} \|\delta_x^+ \hat{\eta}^n\|^2 + \frac{1}{2} \|\hat{\eta}^n\|^2 + \|\hat{\xi}^n\|^2 + \|\hat{\xi}^{n-1}\|^2, \tag{3.35}
\]
then the inequalities (3.32) and (3.34) imply
\[
S^n \lesssim \tau \sum_{l=0}^{n-1} S^l + (h^2 + \tau^2)^2, \quad 1 \leq n \leq T/\tau,
\] (3.36)

therefore, the inequality implies that there exists a constant \(\tau_1\) sufficiently small, such that when \(0 < \tau \leq \tau_1\), by making use of the discrete Gronwall’s inequality, the following holds
\[
S^n \lesssim (h^2 + \tau^2)^2, \quad 1 \leq n \leq T/\tau,
\] (3.37)

this together with (3.35) gives
\[
\|\hat{\eta}^n\| + \|\delta_x^+ \hat{\eta}^n\| + \|\hat{e}^n\| \lesssim h^2 + \tau^2, \quad 1 \leq n \leq T/\tau.
\] (3.38)

**Part 2.** (Estimates of \(\|\hat{\phi}^n\|_{\infty}\) and \(\|\hat{\psi}^n\|_{\infty}\) for \(1 \leq n \leq T/\tau\)). Applying the discrete Sobolev inequality, we get from (3.38) that
\[
\|\hat{\eta}^n\| \leq C(\|\hat{\eta}^n\| + \|\delta_x^+ \hat{\eta}^n\|) \leq C(h^2 + \tau^2), \quad \|\hat{e}^n\|_{\infty} \leq C(h^2 + \tau^2),
\] (3.39)

thus, there exist \(h_1 > 0\) and \(\tau_2 > 0\) sufficiently small, such that, when \(0 < h \leq h_1\) and \(0 < \tau \leq \tau_2\), there are
\[
\|\hat{\phi}^n\|_{\infty} \leq \|\phi(t_n, x_j)\|_{\infty} + \|\hat{\eta}^n\|_{\infty} \leq N_{\phi} + 1,
\]
\[
\|\hat{\psi}^n\|_{\infty} \leq \|\Psi(t_n, x_j)\|_{\infty} + \|\hat{e}^n\|_{\infty} \leq N_{\Psi} + 1.
\] (3.40)

Choosing \(\tau_0 = \min\{\tau_1, \tau_2\}\) and \(h_0 = h_1\), the proof of the Theorem 3.1 is completed. □

Based on the proof of Theorem 3.1, and recalling the definition of \(\rho\), Theorem 3.1 implies that (3.3)-(3.5) collapse to (2.4)-(2.6). Thus Theorem 2.2 is a direct consequence of Theorem 3.1.

**Proof of Theorem 3.2.** Under Assumption (B), we give a brief proof process for the error estimates of scheme (3.8)-(3.10). Similarly, when \(n = 0\), the estimates are obvious and for \(1 \leq n \leq T/\tau\), the proof is divided into two parts.

**Part 1.** (Estimates of \(\|\hat{\eta}^n\| + \|\delta_x^+ \hat{\eta}^n\| + \|\hat{e}^n\|\) for \(1 \leq n \leq T/\tau\)). Recalling the proof of Theorem 3.1, we can get the following results directly. Denote
\[
S^n := \frac{1}{4} \|\hat{\mu}^n\|^2 + \frac{1}{2} \|\delta_x^+ \hat{\eta}^n\|^2 + \frac{1}{2} \|\hat{\eta}^n\|^2 + \|\hat{e}^n\|^2,
\] (3.41)

we can get
\[
S^n \lesssim \tau \sum_{l=0}^{n-1} S^l + T(h^2 + \tau^2)^2, \quad 1 \leq n \leq T/\tau,
\] (3.42)

therefore, the inequality implies that there exists a constant \(\tau_3\) sufficiently small, such that, when \(0 < \tau \leq \tau_3\) by using the discrete Gronwall’s inequality, the following holds
\[
S^n \lesssim (h^2 + \tau^2)^2, \quad 1 \leq n \leq T/\tau,
\] (3.43)
due to (3.41), we get
\[ \|\hat{\eta}^n\| + \|\delta^+_x \hat{\eta}^n\| + \|\hat{e}^n\| \lesssim h^2 + \tau^2, \quad 1 \leq n \leq T/\tau. \]  
(3.44)

**Part 2.** (Estimates of \(\|\hat{\phi}^n\|_\infty\) and \(\|\hat{\psi}^n\|_\infty\) for \(1 \leq n \leq T/\tau\)). Applying the discrete Sobolev inequality, we get
\[ \|\hat{\eta}^n\| \leq C(\|\hat{\eta}^n\| + \|\delta^+_x \hat{\eta}^n\|) \leq C(h^2 + \tau^2). \]
(3.45)

By inverse inequality we can get for \(1 \leq n \leq T/\tau\),
\[ \|\hat{e}^n\| \leq \frac{1}{\sqrt{h}} \|\hat{e}^n\| \leq \frac{h^2 + \tau^2}{\sqrt{h}}. \]
(3.46)

On the other hand, due to the triangle inequality, the error equation (3.22) implies
\[ \|\delta_x(\hat{e}^{n+1} + \hat{e}^n)\| \leq C \left( \|\delta^+_x \hat{\eta}^n\| + \|\hat{e}^n\| + \|\hat{e}^{n+1}\| + \|\hat{\eta}^n\| + \|\hat{\phi}^n\| \right) \]
\[ \leq C \left( \|\hat{e}^n\| + \|\hat{e}^{n+1}\| + (h^2 + \tau^2) \right) \]
\[ \leq C \frac{h^2 + \tau^2}{\tau^2}, \quad 0 \leq n \leq T/\tau - 1 \]  
(3.47)

for sufficiently small \(\tau\) and the constant \(C\) is independent of \(h\) and \(\tau\). The Sobolev inequality shows that
\[ \|\hat{e}^{n+1}\|_\infty - \|\hat{e}^n\|_\infty \leq \|\hat{e}^{n+1} + \hat{e}^n\|_\infty \]
\[ \leq C \|\hat{e}^{n+1} + \hat{e}^n\|^{\frac{1}{2}} (\|\hat{e}^{n+1} + \hat{e}^n\| + \|\delta^+_x (\hat{e}^{n+1} + \hat{e}^n)\|) \]
\[ \leq C \frac{h^2 + \tau^2}{\tau^2}, \quad 0 \leq n \leq T/\tau - 1. \]
(3.48)

Summing the (3.48) together for time step \(0, 1, \ldots, n - 1\), we have
\[ \|\hat{e}^n\|_\infty \leq C n \frac{h^2 + \tau^2}{\tau^2} \leq CT \frac{h^2 + \tau^2}{\tau^2}, \quad 1 \leq n \leq T/\tau. \]
(3.49)

Therefore, for \(1 \leq n \leq T/\tau\), in view of (3.46) and (3.49), we have
\[ \|\hat{e}^n\|_\infty \leq C \min \left\{ \frac{h^2 + \tau^2}{\sqrt{h}}, \frac{h^2 + \tau^2}{\tau^2} \right\} \leq C(2\tau^{-\frac{1}{2}} h^{\frac{3}{2}} + \tau^{\frac{3}{2}} + h^2), \]  
(3.50)

thus, there exist \(h_2 > 0\) and \(\tau_4 > 0\) sufficiently small, such that, when \(0 < h \leq h_2\) and \(0 < \tau \leq \tau_4\), we obtain
\[ \|\hat{\phi}^n\|_\infty \leq \|\phi(t_n, x_j)\|_\infty + \|\hat{\eta}^n\|_\infty \leq N\phi + 1, \]
\[ \|\hat{\psi}^n\|_\infty \leq \|\Psi(t_n, x_j)\|_\infty + \|\hat{e}^n\|_\infty \leq N\Psi + 1. \]
(3.51)

Choosing \(\tau'_0 = \min\{\tau_3, \tau_4\}\) and \(h'_0 = h_2\), the proof of Theorem 3.2 is complete. \(\square\)
Based on the proof of Theorem 3.2, and recalling the definition of \( \rho \), Theorem 3.2 implies that (3.3)-(3.5) collapse to (2.4)-(2.7). Thus Theorem 2.3 is a direct consequence of Theorem 3.2.

**Remark 3.1.** The above theorems can be directly generalized to the two-dimensional case. That is to say, they are still valid under the technical conditions \( 0 < \tau \lesssim 1/\sqrt{C_d(h)} \) and \( 0 < h \lesssim 1/\sqrt{C_d(h)} \). The key observation is that \( \| \varphi_n \|_\infty \) and \( \| \varphi_n \|_\infty \) can be controlled by the discrete Sobolev inequality [3] in 2D as

\[
\| U \|_\infty \lesssim C_d(h) [\| U \| + \| \delta_x^+ U \|], \quad C_d(h) = \begin{cases} 1, & d = 1, \\
| \ln h |, & d = 2,
\end{cases}
\]

(3.52)

where \( U \) is a periodic 2D mesh function.

### 4. Numerical examples

In this section, we report numerical results to verify our theoretical error analysis on the difference solutions. The computational interval \( \Omega \) is chosen as \( \Omega = [-128, 128] \), i.e. \( a = -128 \) and \( b = 128 \). In the computation, the problem is solved numerically with the coefficients \( g = 1 \) and \( \omega = 1 \). Let \( \phi(t, x) \) and \( \Psi(t, x) \) be the ‘exact’ solution which is obtained numerically by using the scheme (2.4)-(2.7) with very fine mesh size and small time step, i.e. \( h_e = 1/2048 \) and \( \tau_e = 5e^{-6} \). In order to quantify the convergence, we define the error functions \( (l^2\text{-error, discrete } H^1\text{-error and } l^\infty\text{-error}) \) as

\[
e^{H_1}(t_n) = \sqrt{\| \phi(t_n, \cdot) - \phi_n \|_{l^2}^2 + \| \delta_x^+ (\phi(t_n, \cdot) - \phi_n) \|_{l^2}^2}, \\

\[
e^{H_1}(t_n) = \sqrt{\| \Psi(t_n, \cdot) - \Psi_n \|_{l^2}^2 + \| \delta_x^+ (\Psi(t_n, \cdot) - \Psi_n) \|_{l^2}^2}, \\

\[
\phi(t_n) = \phi(t_n, x) - \phi_n \|_{l^2}, \quad \Psi(t_n) = \| \Psi(t_n, \cdot) - \Psi_n \|_{l^2}, \\

\[
\phi(t_n) = \phi(t_n, x) - \phi_n \|_{l^\infty}, \quad \Psi(t_n) = \| \Psi(t_n, \cdot) - \Psi_n \|_{l^\infty}.
\]

\[
(4.1)
\]

For the initial conditions, here we take

\[
\phi_0(x) = e^{-\frac{x^2}{4}}, \quad \phi_1(x) = \frac{3}{2} e^{-\frac{x^2}{4}}, \quad \Psi_0(x) = (e^{-\frac{x^2}{4}}, e^{-\frac{(x-1)^2}{4}})^T.
\]

We test and study the temporal and spatial error separately. Firstly, we measure the spatial discretization errors. In order to do this, we fix the time step size \( \tau = 5e^{-4} \) sufficiently small, such that the errors from time discretization are negligible, and solve KGD with CNFD method under different mesh sizes \( h \). Tables 1 and 2 list the numerical errors \( e_\phi, \Psi \) at \( t = 1 \) with different mesh sizes \( h \) for scheme (2.4)-(2.7).

Next we test the temporal errors at \( t = 1 \), listed in Tables 3 and 4 under different \( \tau \) with a very small mesh size \( h = h_e \) such that the discretization errors in space are negligible.

Finally, Figs. 1 and 2 display the values of total mass and energy in the discrete level at different times with \( h = 1/128 \) and \( \tau = 0.001 \) which confirms the mass and energy conservation of the proposed CNFD scheme.
Table 1: Spatial errors of CNFD for $\phi$ at $t = 1$.

<table>
<thead>
<tr>
<th>Spatial error</th>
<th>$h_0 = 1/8$</th>
<th>$h_0/2$</th>
<th>$h_0/2^2$</th>
<th>$h_0/2^3$</th>
<th>$h_0/2^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{\phi}^l$</td>
<td>7.71E-4</td>
<td>1.93E-4</td>
<td>4.82E-5</td>
<td>1.21E-6</td>
<td>3.04E-6</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>1.99</td>
</tr>
<tr>
<td>$e_{\phi}^\infty$</td>
<td>5.81E-4</td>
<td>1.45E-4</td>
<td>3.63E-5</td>
<td>9.11E-6</td>
<td>2.30E-6</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>1.99</td>
</tr>
<tr>
<td>$e_{\phi}^H$</td>
<td>1.80E-3</td>
<td>4.52E-4</td>
<td>1.13E-4</td>
<td>2.83E-5</td>
<td>7.12E-6</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>1.99</td>
</tr>
</tbody>
</table>

Table 2: Spatial errors of CNFD for $\Psi$ at $t = 1$.

<table>
<thead>
<tr>
<th>Spatial error</th>
<th>$h_0 = 1/8$</th>
<th>$h_0/2$</th>
<th>$h_0/2^2$</th>
<th>$h_0/2^3$</th>
<th>$h_0/2^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{\Psi}^l$</td>
<td>8.20E-3</td>
<td>2.10E-3</td>
<td>5.18E-4</td>
<td>1.30E-4</td>
<td>3.26E-5</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>1.99</td>
<td>2.00</td>
<td>2.00</td>
<td>1.99</td>
</tr>
<tr>
<td>$e_{\Psi}^\infty$</td>
<td>4.10E-3</td>
<td>1.00E-3</td>
<td>2.58E-4</td>
<td>6.46E-5</td>
<td>1.61E-5</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>1.98</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>$e_{\Psi}^H$</td>
<td>2.00E-2</td>
<td>5.00E-3</td>
<td>1.30E-3</td>
<td>3.16E-4</td>
<td>7.94E-5</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>1.98</td>
<td>2.00</td>
<td>2.00</td>
<td>1.99</td>
</tr>
</tbody>
</table>

Table 3: Temporal errors of CNFD for $\phi$ at $t = 1$.

<table>
<thead>
<tr>
<th>Temporal error</th>
<th>$\tau_0 = 1/20$</th>
<th>$\tau_0/2$</th>
<th>$\tau_0/2^2$</th>
<th>$\tau_0/2^3$</th>
<th>$\tau_0/2^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{\phi}^l$</td>
<td>1.00E-3</td>
<td>2.58E-4</td>
<td>6.46E-5</td>
<td>1.62E-5</td>
<td>4.04E-6</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>$e_{\phi}^\infty$</td>
<td>8.27E-4</td>
<td>2.07E-4</td>
<td>5.16E-5</td>
<td>1.29E-5</td>
<td>3.23E-6</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>$e_{\phi}^H$</td>
<td>1.50E-3</td>
<td>3.83E-4</td>
<td>9.56E-5</td>
<td>2.39E-5</td>
<td>5.98E-6</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 4: Temporal errors of CNFD for $\Psi$ at $t = 1$.

<table>
<thead>
<tr>
<th>Temporal error</th>
<th>$\tau_0 = 1/20$</th>
<th>$\tau_0/2$</th>
<th>$\tau_0/2^2$</th>
<th>$\tau_0/2^3$</th>
<th>$\tau_0/2^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{\Psi}^l$</td>
<td>6.70E-3</td>
<td>1.70E-3</td>
<td>4.19E-4</td>
<td>1.05E-4</td>
<td>2.62E-5</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>$e_{\Psi}^\infty$</td>
<td>4.10E-3</td>
<td>1.00E-3</td>
<td>2.56E-4</td>
<td>6.41E-5</td>
<td>1.60E-5</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>$e_{\Psi}^H$</td>
<td>9.10E-3</td>
<td>2.30E-3</td>
<td>5.68E-4</td>
<td>1.42E-4</td>
<td>3.55E-5</td>
</tr>
<tr>
<td>Order</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
</tbody>
</table>
Figure 1: The discrete mass $M^n$ with $\tau = 0.001$ and $h = 1/128$.

Figure 2: The discrete energy $E^n$ with $\tau = 0.001$ and $h = 1/128$.

5. Conclusion and further question

In conclusion, a new conservative CNFD method was proposed and analyzed for solving the KGD system. After converting the auxiliary function, we prove that the new scheme perfectly conserved the total mass and energy in the discrete level. By utiliz-
ing ‘cut-off’ function technique and energy method, two type of error estimates were rigorously established under two different hypotheses, which showed that the CNFD method was second-order accurate in both space and time. Numerical experiments were conducted to confirm our estimates of the proposed scheme. In future, our further exploration is to give an unconditional error estimates of the proposed scheme for solving the two-dimensional KGD equations, and we will discuss it in detail in our next research work.
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