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This paper explores the effects of instruction that promoted AI literacy in English Lan-
guage and Literature and Translation courses at an English as a Medium of Instruction 
(EMI) institution in southern China following the launch of ChatGPT-3, which prompt-
ed a global debate on the role of AI in education. It explores how pedagogical frame-
works and teacher-student relationships shaped student engagement with AI while con-
sidering the technologization of education and its impacts on second language writing 
instruction. The study involved two different groups: Year 1 students in an Introduction 
to Corpus Linguistics course, and Years 3 and 4 students in a Learning through Digital 
Narratives course. Following the AI literacy framework suggested by Tseng and War-
schauer (2023), the courses incorporated a variety of activities intended to facilitate 
students’ reflection on the affordances and limitations of AI tools and AI-generated 
products. Findings show that while AI tools can enhance text quality, they can also pro-
duce results that can be either vague or authoritative, potentially erasing the students’ 
voice or style. The paper concludes by highlighting how teachers and students can ben-
efit from their increased awareness of the potential and limitations of AI as well as the 
integration of AI into the curriculum to promote AI literacy in EMI higher education. 
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Introduction 

More so than ever given recent ad-
vances in Artificial Intelligence (AI), the 
digital world is reshaping society and com-
munication and redefining interactions, 
information exchanges, teaching, and as-
sessment (Kohnke et al., 2023a; Rudolph 
et al., 2023). In particular, the impact of 
AI around the world is evident in the com-
mon issues it has raised, including, among 
others, fear of textual appropriation and 
plagiarism (Eaton, 2023; Moorhouse et 
al., 2023; Warschauer et al., 2023), lack 
of authenticity, creativity and reliability 
(Bishop, 2023; Blodgett et al., 2020; Habib 
et al., 2024), and cultural bias (Blodgett et 
al., 2020; Dai & Hua, 2024). Above all, the 
quality of AI-generated texts and machine 
translation tools is perceived to be a threat 
to both current and future translators and 
language teachers but also to prospective 
students in the field (Tavares et al., 2023).

AI chatbots such as ChatGPT (OpenAI, 
2023) have gained momentum among 
students, particularly thanks to the hu-
man-like, natural-sounding responses 
(Bishop, 2023) generated by those tools. 
However, students might judge AI-gener-
ated texts to be more “natural” than those 
that they may be able to produce (Kohnke 
et al., 2023a). As a result, students may 
fail to identify elements of those texts that 

might sound robotic and make a negative 
impression on the reader (Berber Sardinha, 
2024). In fact, Liang et al. (2023, p. 3) 
argue that texts produced by non-native 
writers of English are more likely to be 
labeled as AI-generated because they “may 
increasingly use GPT legitimately as a way 
to improve their English and adopt certain 
grammatical structures common in GPT 
models.” This, in turn, would marginalize 
this very large group of English writers 
(including the author of this paper), thus 
promoting inequity, an outcome that is 
very much against the aims of the AI for 
All campaign initiated by UNESCO. To 
tackle this difficulty, Liang et al. argue for 
promoting dialogue among all stakeholders 
involved, including policy makers, teach-
ers, students, and materials developers.

This paper reports on how I personal-
ly worked to address these issues while 
working with English and Translation 
majors in an English as a Medium of In-
struction (EMI) institution based in China 
when the launch of ChatGPT-3 provoked 
a global response from universities around 
the world. It discusses how and why peda-
gogical frameworks guiding the use of AI 
in the classroom were particularly helpful, 
and even more notably, it highlights the 
importance of teacher-student relationships 
in the use of technology in teaching and 
learning.
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The Technologization of Education 

Studies have consistently demonstrated 
that teachers often lack an understanding 
of the affordances of digital technologies 
and pedagogical implications (Chiu, Moor-
house, et al., 2023; Kohnke et al., 2023b). 
Nevertheless, the issue goes further; even 
with advances in pedagogies that are more 
inclusive of multiliteracies (Mills, 2009) 
and digital literacies (Jones & Hafner, 
2012), the digital world does not appear to 
have come close to the English language 
classroom, where decontextualized texts, 
essay writing, and overt grammar correc-
tion retain their preeminence (Mills, 2009). 

As Jones and Hafner (2012, p. 13) 
have argued, “digital literacies involve 
not just being able to operate digital tools 
like computers and mobile phones but 
also the ability to adapt the affordances 
and constraints of these tools to particular 
circumstances.” Digital literacy encom-
passes the skills needed to communicate, 
interact, and create meaning using various 
digital modes and formats (Warschauer, 
1999). This suggests a need for a more 
comprehensive view of multiliteracies, 
particularly regarding the understanding 
of what a text is, ranging from question-
ing the prioritizing of canonical literary 
texts at the expense of popular, accessible, 
online texts (Mills, 2009) to problema-

tizing the continued preference for texts 
that adhere to monolingual discourse and 
present normalized, highly regulated lan-
guage (Galante et al., 2023), the language 
model on which AI chatbots are trained 
(Blodgett et al., 2020; Rudolph et al., 
2023). The recent Covid pandemic spurred 
the adoption of technology through efforts 
to make classrooms virtual, and the surge 
in the use of computer and mobile devices 
strongly impacts education and research, 
with questions arising as to how to pro-
mote interaction when the teacher-student 
relationship is mediated by a screen (Eaton, 
2023; Zawacki-Richter et al., 2019). A sec-
ond wave soon followed suit, with sudden 
attention given by the media to AI technol-
ogies and to their potential to impact the 
classroom, especially following the launch 
of ChatGPT-3 in 2022. Above all, the 
changes brought about by these emerging 
technologies have spawned debates in the 
mainstream media and led some critics to 
imply that teachers were not ready to adapt 
(Verma, 2023).

However, these critics seem to have 
failed to recognize that students suffered 
considerable negative consequences from 
online classes during the pandemic, with 
many countries’ educational systems still 
working to catch up to this day. The expo-
sure to too much screen time is now being 
investigated as a major cause of anxiety, 
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depression, and social disorders (Boer et 
al., 2023). Similarly, excessive use of tech-
nology in the classroom, or the technolo-
gization of education, may have brought 
about a “systemic depersonalization of 
human relations” that has caused “social 
disconnection, alienation and dehumaniza-
tion” (Laura & Chapman, 2009, p. 289), 
affecting relationships between students 
and, most dramatically, between teachers 
and students (Guilherme, 2017).

To tackle these challenges and with a 
view to assisting teachers with the prop-
er use of technology, some pedagogical 
frameworks designed to employ AI tools in 
the classroom have been suggested, partic-
ularly in higher education settings (Kohnke 
et al., 2023a; Tseng & Warschauer, 2023). 
Moreover, these frameworks do not sug-
gest that AI will take over teachers’ jobs; 
on the contrary, they place the teacher at 
the center of the decision-making process. 
As Guilherme (2017) argues, the teach-
er-student relationship needs to be ground-
ed in a mutual, empathetic understanding 
of each other, and even if they seem to be 
capable of having human-like conversa-
tions, AI cannot substitute nor transcend 
real human relationships. Guilherme also 
posits that “the technologization process 
favors a diminished understanding of ed-
ucation as the mere learning of skills” (p. 
50), when education should in fact incor-
porate “character formation” (p. 48).

In this regard, UNESCO (2024) affirms 
that:

UNESCO’s human-centric approach 
advocates that the design and use of AI 
should serve the development of human 
capabilities, protect human dignity and 
agency, and promote justice and sus-
tainability throughout the entire AI life 
cycle and all possible human-AI inter-
action loops. Such an approach must be 
guided by human rights principles and 
respect for the linguistic and cultural 
diversity that defines the knowledge 
commons. A human-centered approach 
also requires that AI be used in ways 
that ensure transparency and explain-
ability, as well as human control and 
accountability. (p. 15).

If we teachers are responsible for guid-
ing their students through the new require-
ments the AI era imposes, the next ques-
tions we need to ask ourselves are: “How 
can we do this?”, and “Are we ready?”

In the Eye of the Storm

In their review of studies on AI and 
education over a span of 30 years, Za-
wacki-Richter et al. (2019) note that very 
few of these address teachers; instead, the 
usual focus is on the tools or the students. 
Following the launch of ChatGPT-3, teach-
ers rushed to workshops, conferences, and 
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courses in AI. According to a Washington 
Post article, teachers are ill-equipped to 
deal with the challenges that await them, 
including fabricated citations and texts 
that are too good to have been written by 
students (Verma, 2023). For decades now 
teachers have been blamed for a reluctance 
to welcome technology (including comput-
er-related technology) because of concerns 
over accessibility, teachers’ choice over 
their pedagogical practices, even top-down 
impositions not under the control of the 
teacher, such as curriculum and assessment 
policies (Berendt et al., 2020; Blodgett 
et al., 2020; Rudolph et al., 2023). Even 
when technology is at the disposal of 
teachers, it is used to perpetuate traditional 
practices: we may use classrooms fully 
equipped with computers, smartboards, 
top-quality sound boxes and microphones, 
and state-of-the-art projectors, but the seat-
ing configuration remains as it has been 
for centuries: board at the front, teacher 
looking at the students, who are sitting at 
their stationary desks positioned to face the 
board (Rudolph et al., 2023). This alone 
limits the teacher’s options.

Moreover, pedagogical effectiveness is 
further complicated by gatekeeping prac-
tices such as assessing students’ work and 

attempting to grade it fairly. A common 
concern among teachers is that because we 
may be experiencing the end of essay writ-
ing, we need to rethink assessment strate-
gies (Rudolph et al., 2023). In fact, AI has 
been long studied as an Intelligent Tutor-
ing System (ITS), or a set of tools that can 
generate simultaneous feedback to students 
even as they are writing (Baker & Smith, 
2019; Rudolph et al., 2023; Zawacki-Rich-
ter et al., 2019). AI has also demonstrated 
usefulness in grading students’ work, help-
ing to reduce teachers’ workloads (Cotos, 
2023), follow students’ progress, and 
detect plagiarism (Baker & Smith, 2019). 
Today, AI appears to be able to generate 
seemingly high-quality essays, thus al-
legedly replacing humans and taking away 
the need for learning and practicing writing 
altogether (Rudolph et al., 2023). Ironical-
ly, AI can also assist teachers in develop-
ing AI-resistant assessments, as suggested 
on the websites of some universities. For 
example, the website of Northern Michi-
gan University1 suggests “going medieval” 
by incorporating hand-written tasks into 
their assessment practices. Meanwhile, the 
University of Queensland’s website2 rec-
ommends adopting continuous, frequent, 
low-stakes assessments. By and large, both 

1 https://nmu.edu/ctl/creating-ai-resistant-assignments-activities-and-assessments-designing-out
2 https://www.psy.uq.edu.au/~uqjtange/academic_ai/t_ai_proof_assessments.html
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gies that will enable students to adjust to 
innovations, assist them as they build the 
confidence to face new challenges, allow 
for criticality in the construction of knowl-
edge, instill ethics, and encourage student 
collaboration with peers (Guilherme, 2017; 
Laura & Chapman, 2009).

AI literacy “involves the essential abil-
ities that people need to live, learn and 
work in our digital world through AI-driv-
en technologies” (Ng et al., 2021, p. 2). As 
mentioned earlier, AI literacy frameworks 
have been developed with a view to instru-
mentalizing teachers’ willingness to work 
with AI in an ethical manner (Warschauer 
et al., 2023). Tseng & Warschauer (2023, 
p. 258) propose a framework for AI liter-
acy specific to writing tasks, suggesting 
that students must learn how to actively 
and creatively understand, access, prompt, 
corroborate, and incorporate AI technology 
in their academic and professional work. 
In L2 writing, with students often relying 
on AI tools to support their learning (Chiu, 
Moorhouse, et al., 2023), these tools have 
proved to be effective, especially if ad-
justed to the requirements of working with 
lower proficiency students.

Regarding ethics, Tseng and Warschau-
er (2023) suggest that the data AI tools are 
trained on are likely to be biased, and help-
ing students understand this is key to ef-
fective L2 writing. In particular, Teachers 

websites point to the use of tools that help 
teachers focus on students’ progress rather 
than on the final product, in other words 
tools that educators may employ to assess 
students’ learning (Eaton, 2023; Kohnke 
et al., 2023a). To educators, none of this 
is new. What is novel is that teachers are 
simultaneously urged to employ AI tools 
to assist teaching and learning while re-
fraining from using the technology for the 
assessment of that learning.

Contrary to the belief that high-tech 
skills have yet to reach the classroom, 
technology-mediated teaching has long 
been applied, albeit in different ways and 
under different names (Baker & Smith, 
2019; Chiu, Xia et al., 2023; Galante et al., 
2023; Rudolph et al., 2023; Zawacki-Rich-
ter et al., 2019). Technology helps teachers 
to connect with students as well as the real 
world. For example, we have witnessed the 
inclusion in our teaching of multilingual, 
digital, and multimodal practices made 
possible through the use of computers and 
mobile devices (Prado & Huggins, 2023). 
Through such practices, teachers and 
students can engage with digital literacy 
through collaboration, critical assessment, 
and contextualized learning (Galante et 
al., 2023). As Guilherme (2017) argues, 
this refocuses teaching and learning on the 
teacher-learner relationship. In response, 
teachers need to promote flexible strate-
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need to ensure that they promote not only 
engagement with AI tools but especially 
discussion, examination (i.e., fact-check-
ing), and questioning of such tools among 
students so that they learn how to “ethically 
incorporate AI-generated content into their 
own work” (p. 261). Thus the focus of the 
ethical use of AI should be more on the use 
of the tool itself than the outcome of the 
tool, and students should learn how to con-
sistently report this interactive process to 
make sure that their final product can truly 
be their own rather than AI-generated. 
While we should not ignore the “profound 
implications for human agency” (UNE-
SCO, 2024, p. 14) AI tools might bring 
about, it is as yet unknown how we educa-
tors may work through such implications.

Context of the Study

The discussion presented in this paper 
is based on two courses I delivered from 
September to December 2022 to 41 Year 1 
students, and then from February to June 
2023 to 30 Years 3 and 4 students in the 
Department of Languages and Cultures 
at an EMI university located in the south 
of China. The first course, Introduction to 
Corpus Linguistics, was in progress when 
excitement over ChatGPT came about, 
and it spurred concerns over which field 
of study Year 1 students should choose 

in response to rumors that language pro-
fessionals (translators, English language 
teachers, proofreaders and so forth) would 
no longer be needed in the near future (Ta-
vares et al., 2023). Students were also wor-
ried about AI detectors, which were being 
adopted in university settings (Moorhouse 
et al., 2023). Some students reported being 
wrongly accused of using AI-generated 
texts in other courses, even if they con-
fessed to having used machine translators 
and automated writing software without 
realizing that these tools were in fact 
AI-driven. The second course, Teaching 
through Digital Narratives, was designed 
for the Teaching English to Speakers of 
Other Languages (TESOL) concentration, 
which caters for future teachers of English 
but is open to all students in the depart-
ment (i.e., TESOL and English for Profes-
sional Communication, Literature Studies 
in English, and the Applied Translation 
program). The course reached full capac-
ity on the first day of enrollment, which 
showed high demand for it. When asked 
about the reasons for their interest in the 
course on the first day of class, students 
expressed fear for their future careers and 
lack of preparation for the AI era.

The reasons why these two courses 
were selected out of the six courses I deliv-
ered in those semesters are as follows. Cor-
pus linguistics (CL) studies start from the 
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premise that language consists of patterns: 
the more frequent the pattern, the more id-
iomatic it is. Corpus tools that statistically 
predict collocates, namely the next word in 
a string, have been developed and are used 
largely to assist academic English writing 
(Frankenberg-García et al., 2022). Among 
other outcomes, this enables me to use cor-
pus linguistics tools to show students how 
texts are generated through AI (Rudolph et 
al., 2023). CL tools also enable students to 
analyze the linguistic output along with the 
linguistic choices that permeate the con-
text of their writing. The second course, 
Learning through Digital Narratives, ad-
dressed technology-mediated teaching and 
assessment of creative storytelling (Chiu, 
Xia, et al., 2023). The multimodal nature 
of this course facilitated the development 
of activities that combined visual images 
with words, allowing me to graphically 
deal with topics such as copyrights, plagia-
rism (Eaton, 2023), creativity, student and 
teacher agency, and AI-generated images 
and texts.

The reports, group discussions, narra-
tives, reflection papers, and analysis papers 
the students produced during these courses 
were collected with a view to verifying 
their progress as it related to the use of 
AI in the classroom. A thematic analysis 
of the students’ productions along with 
open-ended interviews conducted at the 

conclusion of each course are in progress. 
This paper presents my reflection on the 
key steps in Tseng and Warschauer (2023)’s 
framework, which guided the implemen-
tation of activities, namely understand, ac-
cess, prompt, corroborate, and incorporate. 
These will now be addressed along with a 
discussion of how they were implemented 
and what the students took away from each 
one.

Understand

The first activity within the above 
framework involved AI-generated texts. 
Students needed to discuss the texts and 
potentially fact-check any information they 
contained. One of the assessment tools 
prescribed in the syllabus of the CL course 
was a research report in which students 
were required to think of ways in which 
CL could benefit their future studies, main-
ly academic writing (Frankenberg-García 
et al., 2022). This was the first task of this 
nature assigned to Year 1 students and, as 
such, required preparation. I used the same 
instruction of the assignment as a prompt 
to generate a report through ChatGPT-3. 
The report presented false data and fabri-
cated citations, but this was not revealed 
to the students. Instead, they were given a 
checklist of items they needed to verify as 
a group, following which one group mem-
ber would submit their findings.
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Group discussions were recorded, tran-
scribed, and analyzed. Two main gains 
emerged from this activity:

(1)	 The students had the opportunity to 
explore how to retrieve digital papers 
through a reference list. Because 
students could not find the papers 
through the titles listed in the ref-
erences, they needed to learn how 
to locate the journal, issue, volume, 
and year until they reached the con-
clusion that that specific paper did 
not exist (Bishop, 2023; Habib et 
al., 2024; Rudolph et al., 2023). For 
freshman students, this was a novel 
experience. 

(2)	 A second benefit is that students 
could practice how to analyze the 
lexical profile of a text. They noted 
that the text contained many unfamil-
iar words and that they did not know 
whether this was because this was a 
new genre for them (here, academic) 
or because the words were technical. 
By using the tool Analyze Text in the 
Corpus of Contemporary American 
English (COCA – English-corpora.
org (Davies, 2009), they learned how 
to identify genre (academic, fiction, 
blog, magazine, newspaper etc), top-
ic, and collocates of words that were 
unfamiliar to them and realized that 
dictionaries would not suffice for this 
purpose. Though the tool had already 

been demonstrated to the students, 
the hands-on practice of checking 
the lexical profile of a text was an 
eye-opening demonstration of how 
to employ such tools.

In the Learning through Digital Narra-
tives course, which attracted more senior 
students, I generated a short narrative 
with ChatGPT-3 using the prompt: “Write 
a short story about a Brazilian teacher at 
a Chinese university teaching Chinese 
students.” The prompt was intended to 
resonate with our specific setting, namely 
a Brazilian teacher working with Chinese 
students at a university in China, and 
to compare the output with reality. No 
changes were made to the AI-generated 
product. The text was read aloud to the 
students, and it did not take long for them 
to recognize that this fictional story was 
not creative (Habib et al., 2024) and to 
some extent biased (Blodgett et al., 2020; 
Dai & Hua, 2024) because the teacher was 
portrayed as an old male professor whose 
nationality seemed to be underplayed, and 
the students were pictured as obedient 
replicators of the message, apart from one, 
who became the center of the story. This 
gave rise to discussions of the nature of 
creativity, and of what bias in AI-generated 
texts might be like (Blodgett et al., 2020). 
In the process, students began to perceive 
more limitations to AI, including oversim-
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plification of the message, excessive use 
of sophisticated and infrequent words, and 
reductive and limited lexical choices. 

These insights helped students to better 
grasp the nature of AI-generated products 
and their constraints along with a better 
understanding of how AI tools operate 
as well as the ability to critically assess 
the quality of the output. Finally, because 
ChatGPT had just been launched and I was 
unaware of any similar tools that might be 
available in China at the time, thus limiting 
our Access, this type of task (Understand-
ing) was the only one employed in the 
Introduction to Corpus Linguistics course. 
In contrast, the Learning through Digital 
Narratives course, which was held in 2023, 
had at its disposal ErnieBot (yiyan.baidu.
com), a chatbot developed in China, which 
allowed for the implementation of the ac-
tivities described below.

Access and Prompt

To work with Access and then Prompt, 
we used ErnieBot. Though it could be 
argued that this choice reflects the so-
called digital divide, or unequal access to 
technology (Guilherme, 2017), in the case 
reported here, all students had access to 
computers and the internet through a com-
puter lab designed for writing and various 
linguistics-related purposes in my depart-
ment. However, we worked with the free 

version of ErnieBot, and students were 
able to identify differences when the chat 
generated responses in English and Chi-
nese, with students arguing that ErnieBot 
generated better responses in Chinese). 
This was a good opportunity to talk about 
the language models used for machine 
training and the kinds of outcomes stu-
dents could expect from chatbots designed 
in the US (such as ChatGPT) and in China 
(ErnieBot) (Blodgett et al., 2020).

The students wrote an analysis report 
of a narrative-making digital tool as part 
of the assessment of the Learning through 
Digital Narratives course. I reviewed the 
reports and left comments without any 
corrections or grades. I then asked the 
students to use ErnieBot to review their 
reports based on the scoring guide (rubric) 
for the assignment. Students revised their 
texts using both my comments and the 
chatbot’s suggestions. This process encour-
aged students to assess their work more 
critically. Interestingly, ErnieBot graded 
every paper identically, giving each one 
a score of 3 out of 4 regardless of quality. 
This sparked a discussion about automated 
assessment and the limitations of AI tools 
in evaluating complex student work (Baker 
& Smith, 2019; Cotos, 2023).

Students were also encouraged to ex-
plore how specific prompts could lead to 
more targeted feedback from the AI tool. 
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Some students noted that vague prompts 
such as “revise this paragraph” produced 
minimal improvement, with the output 
consisting merely of a paraphrased version 
of their texts rather than true feedback. 
However, when students provided more 
precise prompts, such as requests to incor-
porate teacher feedback (e.g., “ My teacher 
said there’s a subject missing; can you 
spot it and explain why?”), AI-generated 
feedback became more focused and hence 
useful. In particular, according to the stu-
dents, the explanation function targeted 
the points I, the teacher, made was one of 
the strongest benefits. Receiving answers 
focused on their own examples provided 
them with insights into why they were 
making specific mistakes. This highlighted 
the importance of understanding the rela-
tionship between input and output when 
using AI tools for language learning, thus 
allowing students to grasp the importance 
of providing the AI tool with more detailed 
information (Eaton, 2023). This also cor-
roborates studies of the use of AI as intel-
ligent tutoring systems (Baker & Smith, 
2019; Cotos, 2023).

However, despite an emergent call for 
prompt engineering aimed at improving 
the outputs generated by chatbots (Knoth 
et al., 2024), students quickly learned how 
to improve the tool’s output by exploiting 
its conversational aspect without the need 

to become specialists (Battle & Gollapudi, 
2024; Genkina, 2024). When the students 
failed to receive a satisfactory answer, they 
rephrased the question or asked the chatbot 
to specify a specific point. Nevertheless, 
the greatest gain made from employing 
Tseng and Warschauer (2023)’s AI-liter-
acy framework was the Corroborate step, 
which is addressed in the next subsection.

Corroborate

To corroborate their use of ErnieBot 
as a writing assistant, reviewer and, auto-
mated essay grader (Baker & Smith, 2019; 
Zawacki-Richter et al., 2019), the students 
were asked to discuss the following three 
questions in groups after working on revis-
ing their texts through AI:

●	 Can AI be used for your own text 
corrections? If so, how?

●	 What texts does AI correct or review 
better?

●	 What type of correction works better: 
grading or reviewing?

The students unanimously stated that 
ErnieBot was not a reliable tool for assess-
ment (i.e., grading) because it awarded 
everyone’s reports the same grade. How-
ever, they reported that while ErnieBot 
was helpful in matching the criteria in the 
rubric with their reports’ content, it did not 
assist them in identifying which descriptor 
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(i.e., missing, not meeting, approaching, 
meeting, exceeding) their reports met. 
They concluded that the AI chatbot helped 
address the criteria but not the quality. 
They also questioned whether ErnieBot 
would have done a good job with texts that 
were not so formulaic such as software 
analysis reports.

Regarding language choices, during the 
revision activity, students were introduced 
to corpus tools such as COCA and Collo-
caid (collocaid.uk) to refine their lexical 
choices. One notable activity involved stu-
dents using COCA’s word and phrase anal-
ysis tool to evaluate the complexity and 
appropriateness of vocabulary in AI-gener-
ated texts. Similarly to the Year 1 students 
in the Introduction to Corpus Linguistics 
course, the Learning through Digital Nar-
ratives students learned how to check their 
texts for synonyms, collocates, and the 
genre-specific frequency of certain words. 
For example, students compared the use 
of transition words such as “moreover” 
and “additionally” to assess their appropri-
ateness within different genres, given that 
ErnieBot had changed the students’ choice 
of “additionally,” leading the students to 
wonder whether they had made a mistake. 
By noticing that both words had the same 
meaning and could be used interchange-
ably in academic English, the students 
decided to retain their original choice. This 

not only helped them improve their writing 
but also encouraged them to adopt more 
data-driven approaches to linguistic deci-
sion-making, thus enacting their agency in 
their own writing. 

In another case, a student realized that 
when asking ErnieBot to review a text, 
the revision generated what the student 
considered an overuse of words such as 
“crucial” and “important.” In response, the 
student as well as peers sought synonyms 
using COCA. They learned not to simply 
choose synonyms randomly but to consid-
er the behavioral profile of each option, 
ensuring they matched both context and 
genre. Another group of students noted 
that ErnieBot suggested too many conjunc-
tions, making the text sound, in their term, 
“polluted”. They asked ErnieBot to suggest 
ways in which they could use other struc-
tures to avoid this excess of conjunctions. 
After discussing the options, the students 
opted to balance complex structures that 
employed conjunctions with others that 
did not. Through these interactions, they 
improved the structure of their writing.

Students also noted that chatbots may 
be useful tools in practicing for wide-
ly-used English proficiency tests such as 
IELTS. For example, ChatGPT includes in 
its database the descriptors of IELTS along 
with examples of tasks test-takers are like-
ly to face. Though it shows a degree of 
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reliability in the evaluation of essays pro-
duced for IELTS at lower proficiency lev-
els, it does not award higher scores even to 
higher quality texts. Moreover, it is limited 
to those descriptors. While it may be useful 
as a practice tool, it is highly constrained 
for improvement of writing skills (Chen et 
al., in press). 

Incorporate

As the final step in the framework, 
Tseng and Warschauer (2023) suggest that 
students will need to learn to incorporate 
the content generated through their inter-
action with AI into their work in an ethical 
manner. This is likely to be a particularly 
challenging task because matters of ethics 
can be culturally sensitive (Baker & Smith, 
2019; Blodgett et al., 2020; Eaton, 2023; 
Tseng & Warschauer, 2023; Warschauer et 
al., 2023) and are not trainable skills that 
can be practiced and assessed (Guilherme, 
2017; Laura & Chapman, 2009). Tseng and 
Warschauer (2023) themselves recognize 
the difficulties underlying this task, arguing 
that while no AI tools to date make it pos-
sible to assess matters of ethics, we can—
and should—engage in discussions of eth-
ical concerns with our students. Added to 
this are concerns over students’ agency en-
actment when using AI-generated content 
in a future when “hybrid human-AI writ-
ing will become normal” (Eaton, 2023, p. 

3): How can we help students identify the 
elements that make a text unconvincing or 
whose rhetorical style does not match that 
of the students? How can we ensure a hu-
man-centered use of AI in the classroom, 
as suggested by UNESCO (2024)? How 
can we address issues regarding equality, 
human rights, and accessibility when using 
tools that are not transparently regulated 
and may raise issues with data security 
(Berendt et al., 2020; Blodgett et al., 2020; 
Eaton, 2023; Rudolph et al., 2023)?

Given all these questions, I designed 
hands-on activities, either for textual anal-
ysis or for tool exploration, described in 
step-by-step fashion on worksheets that 
also invited students to reflect on the work 
they were doing, and to list the conclu-
sions they may reach. In doing so, the 
students had not only to draw on reflective 
approaches to their experiences but also to 
take into account how they used the tools. 
This helped students to understand how to 
report their use of AI tools and simultane-
ously helped me to understand the process 
they were following. I also motivated the 
students to work in small groups so I could 
walk around and join their conversations 
while also often opening the discussion to 
the whole class. This showed that students 
mainly reported the limitations of the tools. 
Though they found the chatbot effective 
in the correction of grammar errors, sug-
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gestions for word choice improvements, 
and even textual organization, it was not 
as useful in identifying what the students 
called “creativity” – a feature commonly 
addressed in my feedback. Some students 
also criticized what they saw as the ex-
cessive use of conjunctions as well as the 
fact that when asked to proofread a text, 
ErnieBot simply paraphrased it. The need 
for better tailored prompts thus emerged 
as a key takeaway, with students recog-
nizing that AI tools perform better when 
given specific, contextualized instructions. 
However, as I intended to demonstrate, the 
output generated by AI was not their own 
production. To make texts their own, they 
needed to make their own choices.

What most impacted students, however, 
was the stereotypical images both ErnieBot 
and ChatGPT generated in pictures and in 
texts. While images are relatively easy to 
work with because they can be compared 
to the real-life settings in which we live, it 
is not as easy to perceive nuances in rhet-
oric. In the final reflection paper, the stu-
dents needed to submit by the end of the 
course, one of them used a chatbot to cor-
rect her grammatical errors and reported 
its use appropriately. However, the student 
did not notice that the chatbot suggested 
the use of passive voice on the grounds 
that it would be preferable in academic 
style. This choice erased the student’s 

voice, and her text, though authentically 
her own, did not mirror her reflections on 
her learning process, the very objective of 
this assessment. Even though this was the 
final report, I provided comments pointing 
out the problems changing the positional-
ity of the author caused in her text. In an 
informal conversation, the student later re-
ported that she could only understand what 
“voice” meant after she read my feedback 
justifying the reason why she did not get a 
higher grade. This shows that implications 
of AI use should not be taught in isolation 
in one class only but as part of the relation-
ship teachers build with their students, as 
argued by Guilherme (2017).

Conclusion

This paper highlighted the ways in 
which AI tools can both support and chal-
lenge pedagogical practices. It suggests 
that while AI can enhance learning by of-
fering instant feedback and aid language 
production, its use must be carefully me-
diated by educators to ensure that it does 
not undermine student agency or ethical 
standards. The study demonstrated that 
although frameworks such as Tseng and 
Warschauer’s (2023) can guide AI integra-
tion in the classroom, the human element, 
particularly the teacher-student relation-
ship, remains central.
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While ChatGPT and similar AI tools 
may simulate human-like texts, their ca-
pacity to authentically replicate the fea-
tures of human communication remains 
debatable (Berber Sardinha, 2024) even 
if students fail to perceive it (Liang et al., 
2023). This drawback is compounded by 
the fact that algorithms are not neutral but 
operate within specific cultural and rhetor-
ical frameworks (Blodgett et al., 2020; Dai 
& Hua, 2024), which can create misalign-
ments when used in diverse educational 
contexts. As a result, many institutions 
have reacted unfavorably to AI in aca-
demic settings, viewing it as an unstable 
factor that disrupts established pedagogical 
practices, in turn affecting educators as 
well as students, who may struggle to find 
consistency in their teaching and learning 
strategies.

However, dismissing AI entirely is not 
a viable solution as these tools are already 

part of many educational settings and, 
more broadly, of many aspects of our lives. 
Instead, the challenge lies in developing 
strategies for incorporating them effective-
ly, not as a replacement for students’ voice 
but as a complementary resource that can 
support and enhance their writing practic-
es. Understanding the limitations as well 
as the potential of these technologies can 
empower teachers and students alike to 
engage with AI critically, ensuring that it 
serves as a tool for linguistic growth rather 
than a shortcut that undermines unique hu-
man perspectives. Educators, a profession 
unlikely to be replaced by AI tools, need to 
remain vigilant in promoting a human-cen-
tered approach to AI that values student 
voice, critical engagement, and ethical use. 
Future research should explore how to bal-
ance the affordances of AI with preserving 
the authenticity and individuality of stu-
dent work in diverse educational settings.
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