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Abstract. We present a parallel Schwarz type domain decomposition preconditioned
recycling Krylov subspace method for the numerical solution of stochastic indefinite
elliptic equations with two random coefficients. Karhunen-Loève expansions are used
to represent the stochastic variables and the stochastic Galerkin method with dou-
ble orthogonal polynomials is used to derive a sequence of uncoupled deterministic
equations. We show numerically that the Schwarz preconditioned recycling GMRES
method is an effective technique for solving the entire family of linear systems and, in
particular, the use of recycled Krylov subspaces is the key element of this successful
approach.
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1 Introduction

Tremendous progress has been made recently in developing reliable and fast algorithms
for solving partial differential equations with uncertainty in the coefficients [1, 5–7, 10,
15, 21, 22]. We study a domain decomposition preconditioned recycling Krylov subspace
technique [18] for solving some stochastic partial differential equations. In particular, we
focus on a class of indefinite elliptic equations which are more sensitive to the stochastic
perturbations. The method was introduced in [14] for solving the uncoupled systems
of equations arising from the discretization of stochastic elliptic equations with a single
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random coefficient. In this paper, we extend the approach to a class of indefinite elliptic
problems with random diffusion and reaction coefficients

{ −∇·(a(x,ω1)∇u(x,ω))−c(x,ω2)u(x,ω)= f (x) x∈D, ωi∈Ω,
u(x,ω)=0 x∈∂D, ωi∈Ω,

where
ω =(ω1,ω2), a(x,ω1)≥α>0, c(x,ω2)≥0,

D is the domain for x, and Ω is the sample space for ωi,i = 1,2. This type of Helmholtz
equations appears in many important applications such as computational acoustics and
is rather difficult to solve by iterative methods because of the existence of both positive
and negative eigenvalues and eigenvalues that are very close to zero. Slight perturba-
tion of the coefficients of the equations may move some of eigenvalues from positive to
negative or to somewhere very close to zero. Through a large number of numerical exper-
iments, we found that traditional preconditioning technique, which uses one matrix in
the sequence to precondition another matrix in the same sequence, is not very effective.
The precise reason is not clear, but it may be because the eigen bounds (for both posi-
tive and negative eigenvalues) are too different for the un-preconditioned matrix and the
preconditioning matrix. On the other hand, our numerical experiments show that the
recycling Krylov subspace method is very effective in this situation. We believe this is
due to the fact that the recycling Krylov subspace method provides a very good initial
guess for solving the next system. We mention that the idea of re-using preconditioner
and the idea of re-using the Krylov subspace are not new, but to use the combination for
solving this type of indefinite problems is new and the observation of the effectiveness of
the method has never been reported elsewhere.

There are several approaches for solving the problems, we follow [1, 10] to use the
so-called double orthogonal basis to decouple the high dimensional equation in the prob-
ability space and produce a sequence of independent systems

Aixi =bi, i=1,2,··· , (1.1)

where the matrices Ai and right-hand sides bi are somewhat related but independent
from each other. Each system in the sequence is indefinite, and is rather difficult to
solve using any iterative methods. We use the recently introduced recycling Krylov
subspace method [18], which starts the iteration from a Krylov subspace created from
a previous system. For preconditioning, we use an overlapping additive Schwarz do-
main decomposition method [20]. Our parallel implementation is based on the Portable
Extensible Toolkit for Scientific computation (PETSc) package from Argonne National
Laboratory [2].

The rest of the paper is organized as follows. In Section 2, we describe the stochastic
Galerkin method including the stochastic weak formulation, the Karhunen-Loève (KL)
expansion, the double orthogonal basis, and the discretization. Section 3 presents the
additive Schwarz preconditioned recycling Krylov subspace method. Some experimental
results are reported in Section 4.


