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Abstract

In this paper, we introduce and analyze an augmented mixed discontinuous Galerkin

(MDG) method for a class of quasi-Newtonian Stokes flows. In the mixed formulation, the

unknowns are strain rate, stress and velocity, which are approximated by a discontinuous

piecewise polynomial triplet P
S

k+1-P
S

k+1-Pk for k ≥ 0. Here, the discontinuous piecewise

polynomial function spaces for the field of strain rate and the stress field are designed to

be symmetric. In addition, the pressure is easily recovered through simple postprocessing.

For the benefit of the analysis, we enrich the MDG scheme with the constitutive equation

relating the stress and the strain rate, so that the well-posedness of the augmented for-

mulation is obtained by a nonlinear functional analysis. For k ≥ 0, we get the optimal

convergence order for the stress in broken H(div)-norm and velocity in L
2-norm. Further-

more, the error estimates of the strain rate and the stress in L
2-norm, and the pressure

in L2-norm are optimal under certain conditions. Finally, several numerical examples are

given to show the performance of the augmented MDG method and verify the theoretical

results. Numerical evidence is provided to show that the orders of convergence are sharp.

Mathematics subject classification: 65N30, 65M60.

Key words: Quasi-Newtonian flows, Mixed discontinuous Galerkin method, Symmetric

strain rate, Symmetric stress, Optimal convergence orders.

1. Introduction

The quasi-Newtonian Stokes equations arise in modeling flows of biological fluids, lubricants,

paints, polymeric fluids, where the fluid viscosity is assumed to be a nonlinear function of the

strain rate tensor [30, 35]. Let Ω be a bounded and simply connected polygonal domain in R
n

with Lipschitz continuous boundary Γ. In this paper, we consider a class of Stokes equations

whose viscosity depends nonlinearly on the strain rate, which is a characteristic feature of quasi-

Newtonian flows: Given f ∈ L2(Ω) and g ∈ H1/2(Γ), find a stress field σ, a velocity field u

* Received September 3, 2021 / Revised version received April 6, 2022 / Accepted November 7, 2022 /

Published online June 5, 2023 /
1) Corresponding author



2 Y.X. QIAN, F. WANG AND W.J. YAN

and a pressure field p such that

σ = 2µ(|ε(u)|)ε(u)− pI in Ω, (1.1a)

divσ = −f in Ω, (1.1b)

divu = 0 in Ω, (1.1c)

u = g on Γ, (1.1d)
∫

Ω

pdx = 0, (1.1e)

where µ : R+ → R
+ denotes the nonlinear kinematic viscosity function of the fluid and | · |

stands for Euclidean norm of tensors in R
n×n. Due to the incompressibility condition, we

assume that g satisfies the compatibility condition
∫
Γ g · nds = 0, where n stands for the unit

outward normal on Γ. Let us list some classic examples of the nonlinear kinematic viscosity µ

for the quasi-Newtonian flows.

Power law:

µ(t) = µ0t
β−2, ∀t ∈ R

+ with µ0 > 0 and 1 < β < 2

serves to model the viscosity of many polymeric solutions and melts over a considerable

range of shear rates [30].

Ladyzhenskaya law:

µ(t) = (µ0 + µ1t)
β−2, ∀t ∈ R

+ with µ0 ≥ 0, µ1 > 0 and β > 1

is used to model the fluids with large stresses [35].

Carreau law:

µ(t) = µ0 + µ1(1 + t2)
β−2

2 , ∀t ∈ R
+ with µ0 ≥ 0, µ1 > 0 and β ≥ 1

is applied to model visco-plastic flows and creeping flow of metals [37].

The linear Stokes problem is recovered from the above laws when β = 2.

Many researchers aim at studying the efficient numerical methods for quasi-Newtonian flows

and related problems, such as the conforming and nonconforming finite element method [4,6,17],

the mixed finite element method [5, 21, 22], the dual-mixed finite element method [18, 31], the

discontinuous Galerkin (DG) method [13, 16, 26, 27], the weak Galerkin method [43] and the

virtual element method [14, 25] and so on. Traditionally, the numerical methods are studied

based on the velocity-pressure variational formulation, where the velocity and the pressure are

the main unknowns [8, 11]. Over the past decades, many researchers have paid attention to

stress-based and pseudostress-based formulations [7, 15, 19, 23] because they provide a unified

framework for both the Newtonian and non-Newtonian flows. Actually, a formulation compris-

ing the stress as a fundamental unknown is unavoidable for non-Newtonian flows in which the

constitutive law is nonlinear. Therefore, the mixed formulation is a good choice; besides the

original unknowns, it yields direct approximations of several other physical interest quantities.

For example, it is very desirable to calculate stress accurately and directly for flow problems

involving interaction with solid structures. In [26], a pseudostress-based hybrid DG (HDG)

scheme with BDM-like (Brezzi-Douglas-Marini) elements for the quasi-Newtonian Stokes flows

was studied, and a priori error analysis was given. However, the L2 error estimates of strain
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rate and stress are not optimal. Then, the HDG scheme with an RT-like (Raviart-Thomas)

elements was studied in [27], and optimal error analysis is established; in addition, a reliable

and efficient residual-based a posteriori error estimator was derived. Note that these methods

are based on pseudostress formulation, in which the pseudostress tensor is not symmetric. Ac-

cording to the principle of conservation of angular momentum, the stress tensor needs to be

symmetric, but it is very challenging to develop such stable mixed finite element methods [1].

We refer the readers to [1, 29, 32–34,42] and the references therein for this topic.

In this paper, we aim at constructing an augmented mixed discontinuous Galerkin method

with symmetric strain rate and stress for solving the quasi-Newtonian Stokes flows in the

stress-strain-velocity-based formulation. In order to deal with the aforementioned nonlinearity,

we introduce the strain rate as a new unknown [21]. Then, we choose a discontinuous piecewise

polynomial triplet PS

k+1-P
S

k+1-Pk (k ≥ 0) to approximate the strain rate, stress and velocity,

respectively. Here, the superscript S means that the field of strain rate and the stress field are

approximated by symmetric polynomials. Moreover, we modify the variational formulation by

adding a redundant equation arising from the constitutive law relating the stress and the strain

rate, which allows us to prove the well-posedness of the formulation by nonlinear functional

analysis. The main results of this article include that:

(i) The well-posedness of both continuous and discrete schemes are obtained.

(ii) For k ≥ 0, we get the optimal convergence order for the stress in broken H(div)-norm

and velocity in L2-norm.

(iii) For k ≥ n, the optimal L2 error estimates for the strain rate and the stress are obtained,

and then, the optimal L2 error estimate for pressure can be derived via a postprocessing

calculation.

The rest of the paper is organized as follows. In Section 2, we introduce the stress-strain-

velocity-based formulation for the quasi-Newtonian Stokes flows and present some preliminary

results. In Section 3, the MDG scheme is introduced, and the well-posedness is obtained. We

show the stability of the discrete scheme and prove optimal error estimates for all variables in

Section 4. In Section 5, numerical examples are provided to confirm the theoretical results and

to illustrate the performance of the mixed DG scheme. Finally, we give a short summary in

Section 6.

2. Mathematical Setting of the Continuous Problem

In this section, the stress-strain-velocity formulation of the quasi-Newtonian Stokes flows is

introduced and the stability analysis of the continuous problem is provided.

2.1. Notation

Given an integer m ≥ 0 and a bounded subdomain D ⊂ R
n, n = 2, 3, we denote the scalar-

valued Sobolev space by Hm(D) =Wm,2(D) with the norm ‖ · ‖m,D and seminorm | · |m,D.

As m = 0, H0(D) coincides with the Lebesgue spaces L2(D), equipped with the usual L2-

inner product (·, ·)D and L2-norm ‖ · ‖0,D. The L2-inner product (or duality pairing) on ∂D

is denoted by 〈·, ·〉∂D. If D is chosen as Ω, we abbreviate (·, ·)Ω and 〈·, ·〉∂Ω by using (·, ·) and
〈·, ·〉, respectively. Similar rule follows for the norms defined later. We denote the vector-valued
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function spaces, tensor-valued function spaces and symmetric tensor-valued function spaces,

whose entries are in Hm(D), byHm(D), Hm(D) andHm(D; S), respectively. Here, S denotes

the real symmetric matrix order n× n. In particular, H0(D) = L2(D), H0(D) = L2(D) and

H0(D; S) = L2(D; S). For matrices

τ = (τij) ∈ R
n×n, ζ = (ζij) ∈ R

n×n,

we write as usual

τ t = (τji), tr(τ ) =

n∑

i=1

τii, τ d = τ − 1

n
tr(τ )I, τ : ζ =

n∑

i,j=1

τijζij , (2.1)

where I is the identity matrix. Then, we introduce the following space:

H(div, D) =
{
τ ∈ L2(D) : divτ ∈ L2(D)

}
,

equipped with the norm

‖τ‖div,D =
(
‖τ‖20,D + ‖divτ‖20,D

) 1

2 .

Here, div stands for the usual divergence operator div acting along each row of tensor, i.e., the

i-th row of divσ is the divergence of the i-th row vector of the matrix σ. And the i-th row of

the matrix ∇(u) in the strain rate tensor

ε(u) =
1

2

(
∇(u) +∇(u)t

)

is the gradient (written as a row) of the i-th component of the vector u. Similarly, we define the

symmetricH(div, D; S) function space. As mentioned above, we simplify the spacesH(div,Ω)

and H(div,Ω; S) to H(div) and H(div; S), respectively.

2.2. Augmented stress-strain-velocity-based formulation

Let ψij : Rn×n → R be a mapping given by ψij(s) = µ(|s|)sij for all s = (sij) ∈ R
n×n,

i, j ∈ {1, . . . , n}. In order to prove the strong monotonicity and Lipschitz-continuity properties

of the continuous and discrete nonlinear operators involving the viscosity function µ, we assume

that µ is of class C1 and there exist r0, r1 > 0 such that for all θ = (θij) ∈ R
n×n and

s = (sij) ∈ R
n×n,

n∑

i,j,k,l=1

∂

∂skl
ψij(s)θijθkl ≥ r0‖θ‖20, (2.2)

and

|ψij(s)| ≤ r1‖s‖0,
∣∣∣∣
∂

∂skl
ψij(s)

∣∣∣∣ ≤ r1, ∀ i, j, k, l ∈ {1, . . . , n}. (2.3)

The Carreau law satisfies (2.2) and (2.3) for all µ0 > 0, µ1 > 0 and 1 ≤ β ≤ 2 [37, 39].

From the Eqs. (1.1a) and (1.1c), we observe that

p = − 1

n
tr(σ) in Ω. (2.4)
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Then, introducing an auxiliary unknown t = ε(u) and eliminating the pressure in the problem

(1.1), we can rewrite it as [20, 25]

σd = 2ψ(t) in Ω, (2.5a)

t = ε(u) in Ω, (2.5b)

divσ = −f in Ω, (2.5c)

tr(t) = 0 in Ω, (2.5d)

u = g on Γ, (2.5e)
∫

Ω

tr(σ)dx = 0, (2.5f)

where ψ : Rn×n → R
n×n is given by ψ(s) = (ψij(s)) = (µ(|s|)sij) for all s = (sij) ∈ R

n×n.

Set

Σ1 =
{
s ∈ L2(Ω; S) : tr(s) = 0

}
,

Σ2 =

{
τ ∈H(div; S) :

∫

Ω

tr(τ )dx = 0

}
,

V = L2(Ω).

Due to the fact that ‖τ‖20 . ‖τ d‖20+‖divτ‖20 (see [3, Lemma 2.3]) for all τ ∈ Σ2, Σ2 is endowed

with the norm

‖τ‖2
Σ

2

=
(
τ d, τ d

)
+ (divτ ,divτ ), ∀ τ ∈ Σ2. (2.6)

Furthermore, by the definition of τ d, it is easy to check that

‖τ‖20 = ‖τ d‖20 +
1

n
‖tr(τ )‖20, ‖tr(τ )‖0 ≤

√
n‖τ‖0. (2.7)

The variational formulation of problem (2.5) reads as follows: Given f ∈L2(Ω) and g∈H1/2(Γ),

find (t,σ,u) ∈ Σ1 ×Σ2 × V such that
(
2ψ(t), s

)
− (σd, s) = 0, ∀ s ∈ Σ1, (2.8a)

(τ d, t) + (divτ ,u) = 〈τn, g〉Γ, ∀ τ ∈ Σ2, (2.8b)

(divσ,v) = −(f ,v), ∀v ∈ V . (2.8c)

Introduce the space Σ = Σ1 ×Σ2 with the norm

‖(s, τ )‖2
Σ
= ‖s‖20 + ‖τ‖2

Σ
2

, ∀ (s, τ ) ∈ Σ. (2.9)

Then, according to (2.5a) and (2.8), we develop the following augmented formulation: Find

((t,σ),u) ∈ Σ× V such that

[A(t,σ), (s, τ )] + [B(s, τ ),u] = [G, (s, τ )], ∀ (s, τ ) ∈ Σ, (2.10a)

[B(t,σ),v] = [F ,v], ∀v ∈ V , (2.10b)

where the nonlinear operator A : Σ → Σ′, bilinear operator B : Σ → V ′, the functionals

F ∈ V ′ and G ∈ Σ′ are defined by

[A(t,σ), (s, τ )] =
(
2ψ(t), s

)
− (σd, s) + (t, τ d)

+ κ
(
σd − 2ψ(t), τ d

)
, ∀ (t,σ), (s, τ ) ∈ Σ,

[B(s, τ ),v] = (divτ ,v), ∀ (s, τ ) ∈ Σ, ∀v ∈ V ,
[F ,v] = −(f ,v), ∀v ∈ V ,
[G, (s, τ )] = 〈τn, g〉Γ, ∀ (s, τ ) ∈ Σ.

(2.11)



6 Y.X. QIAN, F. WANG AND W.J. YAN

Here, the stabilization parameter κ > 0 is chosen later, [·, ·] stands for the duality pairing

induced by the operator and the dual space Σ′ is equipped with the following norm:

∥∥A(r, ξ)
∥∥
Σ′ = sup

(s,τ)∈Σ\{0}

[
A(r, ξ), (s, τ )

]

‖(s, τ )‖Σ
, ∀ (r, ξ) ∈ Σ. (2.12)

Other dual norms are defined similarly.

2.3. Well-posedness of the continuous formulation

In this subsection, we show that the problem (2.10) has a unique solution. First, we study

the Lipschitz-continuity and monotonicity of A. To do so, we define an auxiliary nonlinear

operator A : Σ1 → Σ′
1 given by

[A(θ), s] =

∫

Ω

ψ(θ) : s dx, ∀θ, s ∈ Σ1. (2.13)

Then, from (2.2) and (2.3), it shows that the nonlinear operator A is Lipschitz-continuous and

strongly monotone.

Lemma 2.1 ([13, 21, 24, 27]). Let r0 > 0 and r1 > 0 be the constants in the inequalities (2.2)

and (2.3), respectively. Then, for any θ and s ∈ Σ1, it holds

[A(θ)− A(s), θ − s] ≥ r0‖θ − s‖20, (2.14)

‖A(θ)− A(s)‖Σ′
1
≤ r1‖θ − s‖0. (2.15)

According to Lemma 2.1 and the Cauchy-Schwarz inequality, we can verify the Lipschitz-

continuity of A, i.e.

‖A(t,σ)−A(s, τ )‖Σ′ ≤ 3max{1, 2r1, κ, 2κr1}‖(t,σ)− (s, τ )‖Σ, ∀(t,σ), (s, τ ) ∈ Σ. (2.16)

Then, with the condition of κ ∈ (0, r0/r
2
1), we obtain the following lemma.

Lemma 2.2. Let A and B be the operators defined by (2.11). And set

Σ̂ = Ker(B) = Σ1 × {τ ∈ Σ2 : divτ = 0}.

Assume that κ ∈ (0, r0/r
2
1), where r0 and r1 are positive constants given in (2.2) and (2.3).

Then,

[
A
(
(r, ξ) + (t,σ)

)
−A

(
(r, ξ) + (s, τ )

)
, (t,σ)− (s, τ )

]

≥ min
{
2(r0 − κr21),

κ

2

}
‖(t,σ)− (s, τ )‖2

Σ
(2.17)

for all (r, ξ) ∈ Σ and all (t,σ), (s, τ ) ∈ Σ̂.

Proof. It is a particular case with symmetric tensors of [24, Lemma 3.2]. �

In the following lemma, we show the inf-sup condition for [B(s, τ ),v].

Lemma 2.3. There exists a constant β > 0 such that

sup
(s,τ)∈Σ\{0}

[B(s, τ ),v]
‖(s, τ )‖Σ

≥ β‖v‖0, ∀v ∈ V . (2.18)
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Proof. For any v ∈ V , there exists a σ∗ ∈ H(div; S) and a positive constant C0 > 0 such

that [3, 11]

divσ∗ = v in Ω, ‖σ∗‖div ≤ C0‖v‖0.
Set

γ =
1

|Ω|

∫

Ω

tr(σ∗)dx, σ̃ = σ∗ − γ

n
I.

Then, it is straightforward to show that

σ̃ ∈ Σ2, divσ̃ = v in Ω. (2.19)

In addition,

‖σ̃‖2div =
(
σ∗ − γ

n
I,σ∗ − γ

n
I
)
+

(
div

(
σ∗ − γ

n
I
)
,div

(
σ∗ − γ

n
I
))

= (σ∗,σ∗)− 1

n|Ω|

(∫

Ω

tr(σ∗)dx

)2

+
(
div(σ∗),div(σ∗)

)

≤ C2
0‖v‖20. (2.20)

Note that B does not depend on s, so we choose (s, τ ) = (0, σ̃) to obtain

sup
(s,τ)∈Σ\{0}

[B(s, τ ),v]
‖(s, τ )‖Σ

≥ (divσ̃,v)

‖σ̃‖Σ
2

≥ ‖v‖20
‖σ̃‖div

≥ β‖v‖0. (2.21)

Here, β = 1/C0. The proof is finished. �

To establish the well-posedness of the nonlinear problem (2.10), we recall the following result

from nonlinear functional analysis.

Lemma 2.4 ([24, 40]). Let X,M be Hilbert spaces, A : X → X ′ is a nonlinear operator, and

B : X →M ′ is a linear operator. Let X̂ = Ker(B) = {x ∈ X : [B(x), q] = 0, ∀q ∈M}. Assume

that A is Lipschitz-continuous on X and that for all z̃ ∈ X, A(z̃ + ·) is uniformly strongly

monotone on X̂, that is, there exist constants ρ, α > 0 such that

‖A(x) −A(y)‖X′ ≤ ρ‖x− y‖X , ∀x, y ∈ X,

[A(z̃ + x)−A(z̃ + y), x− y] ≥ α‖x− y‖2X , ∀x, y ∈ X̂, ∀z̃ ∈ X.

In addition, assume that there exists β > 0 such that for all q ∈M ,

sup
x∈X\{0}

[B(x), q]
‖x‖X

≥ β‖q‖M .

Then, given (G,F) ∈ X ′ ×M ′, there exists a unique (x, p) ∈ X ×M such that

[A(x), y] + [B(y), p] = [G, y], ∀ y ∈ X,

[B(x), q] = [F , q], ∀ q ∈M.

Moreover, the following estimates hold:

‖x‖X ≤ 1

α
‖G‖+ 1

β

(
1 +

ρ

α

)
‖F‖,

‖p‖M ≤ 1

β

(
1 +

ρ

α

)(
‖G‖+ ρ

β
‖F‖

)
.
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According to the Lemma 2.4, we can get the well-posedness of the augmented formulation

(2.10) by (2.16), Lemmas 2.2 and 2.3.

Theorem 2.1. Under the condition of κ ∈ (0, r0/r
2
1), there exists a unique solution ((t,σ),u) ∈

Σ× V for problem (2.10).

Remark 2.1. For the case of non-symmetric variables t and σ, the well-posedness of the

problem, is given by [24, Theorem 3.2].

3. Mixed DG Method

In this section, a stress-strain-velocity-based augmented MDG scheme for the quasi-Newto-

nian Stokes flows is formulated and its well-posedness is proved.

3.1. DG notation and the MDG scheme

Let {Th}h be a family of quasi-regular decomposition of the domain Ω by triangles (tetra-

hedrons) K. The diameter of K is denoted by hK , he is the length of edge e ⊂ ∂K and

h = max{hK : K ∈ Th}. Denote the union of the boundaries of all the K ∈ Th by Eh. In

addition, E i
h is the set of all the interior edges and E∂

h = Eh/E i
h is the set of boundary edges.

Let ∇h and divh be the broken gradient and divergence operators whose restrictions on each

element K ∈ Th are equal to ∇ and div, respectively. Next, given an integer k ≥ 0, we denote

by Pk(D) the space of polynomials defined in D of total degree at most k. Recalling the no-

tation for vector-valued, tensor-valued and symmetric tensor-valued function spaces, we have

Pk(D) = [Pk(D)]n,Pk(D) = [Pk(D)]n×n and P
S

k(D) = {τ ∈ [Pk(D)]n×n : τ t = τ}. Through-
out the paper, we use the abbreviation x . y (x & y) for the inequality x ≤ Cy (x ≥ Cy),

where the letter C denotes a positive constant independent of the mesh size h, but may depend

on r0, r1 and κ. And it may stand for different values at its different occurrences.

For an interior edge e ∈ E i
h shared by elements K+ and K−, let n+ and n− be the unit

normal vectors on e pointing exterior to K+ and K−, respectively. We introduce vector-valued

functions v± = v|∂K± and tensor-valued functions τ± = τ |∂K± . Then, we set the averages {·}
and the jumps J·K, [·] for e ∈ E i

h as follows:

{v} =
1

2
(v+ + v−), JvK =

1

2
(v+ ⊗ n+ + v− ⊗ n− + n+ ⊗ v+ + n− ⊗ v−),

{τ} =
1

2
(τ+ + τ−), [τ ] = τ+n+ + τ−n−,

where v ⊗w is a matrix with viwj as its (i, j)-th element. On boundary edge e ∈ E∂
h , define

{v} = v, JvK =
1

2
(v ⊗ n+ n⊗ v),

{τ} = τ , [τ ] = τn.

For any tensor-valued function τ and vector-valued function v, a straightforward computation

shows that ∑

T∈Th

∫

∂K

τnK · vds =
∑

e∈Ei
h

∫

e

[τ ] · {v}ds+
∑

e∈Eh

∫

e

{τ} : JvKds. (3.1)
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Denote the discontinuous finite element spaces Σ1
h, Σ

2
h and Vh by

Σ1
h =

{
sh ∈ L2(Ω; S) : sh ∈ P

S

k+1(K), ∀K ∈ Th, tr(sh) = 0
}
, (3.2a)

Σ2
h =

{
τh ∈ L2(Ω; S) : τ h ∈ P

S

k+1(K), ∀K ∈ Th,
∫

Ω

tr(τ h)dx = 0

}
, (3.2b)

Vh =
{
vh ∈ L2(Ω) : vh ∈ Pk(K), ∀K ∈ Th

}
. (3.2c)

Now, let us derive the MDG scheme for problem (2.5). Multiplying (2.5) by test functions sh,

τh and vh, respectively, integrating on any element K ∈ Th and applying the Green’s formula,

we obtain

(
2ψ(t), sh

)
K
−
(
sh,σ

d
)
K

= 0, ∀sh ∈ Σ1
h, (3.3a)

(
t, τ d

h

)
K
+ (divτ h,u)K − 〈τ hnK ,u〉∂K = 0, ∀τh ∈ Σ2

h, (3.3b)
(
σ, εh(vh)

)
K
− 〈σnK ,vh〉∂K = (f ,vh)K , ∀vh ∈ Vh. (3.3c)

Here, εh(vh) = (∇hvh + (∇hvh)
t)/2.

Then, we approximate t,σ and u by th ∈ Σ1
h, σh ∈ Σ2

h and uh ∈ Vh, respectively.

Introducing the trace of σ and u on element edge by the numerical fluxes σ̂h and ûh, and

summing on all K ∈ Th, we get

(
2ψ(th), sh

)
−
(
sh,σ

d
h

)
= 0, ∀sh ∈ Σ1

h, (3.4a)
(
th, τ

d
h

)
+ (divhτ h,uh)− 〈τhnK , ûh〉∂Th

= 0, ∀τ h ∈ Σ2
h, (3.4b)

(
σh, εh(vh)

)
− 〈σ̂hnK ,vh〉∂Th

= (f ,vh), ∀vh ∈ Vh. (3.4c)

Applying (3.1) and integrating by parts for (3.4c), we have

(
2ψ(th), sh

)
−
(
sh,σ

d
h

)
= 0, ∀sh ∈ Σ1

h, (3.5a)
(
th, τ

d
h

)
+ (divhτ h,uh)−

〈
[τ h], {ûh}

〉
Ei
h

−
〈
{τh}, JûhK

〉
Eh

= 0, ∀τh ∈ Σ2
h, (3.5b)

−(divhσh,vh) +
〈
[σh − σ̂h], {vh}

〉
Ei
h

+
〈
{σh − σ̂h}, JvhK

〉
Eh

= (f ,vh), ∀vh ∈ Vh. (3.5c)

We choose the numerical fluxes σ̂h and ûh as

σ̂h = {σh} and ûh = {uh} −
ηe
he

[σh] on e ∈ E i
h, (3.6)

σ̂h = σh and ûh = g on e ∈ E∂
h , (3.7)

where the constant ηe is penalty parameter. With such choices, problem (3.5) can be reformu-

lated as

(
2ψ(th), sh

)
−
(
sh,σ

d
h

)
= 0, ∀sh ∈ Σ1

h, (3.8a)
(
th, τ

d
h

)
+ (divhτh,uh)−

〈
[τh], {uh}

〉
Ei
h

+
∑

e∈Ei
h

ηe
he

〈
[σh], [τ h]

〉
e
= 〈τ hn, g〉E∂

h
, ∀τ h ∈ Σ2

h, (3.8b)

(divhσh,vh)−
〈
[σh], {vh}

〉
Ei
h

= −(f ,vh), ∀vh ∈ Vh. (3.8c)
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In addition, we introduce the space Σh = Σ1
h ×Σ2

h and equip it with the following norm:

‖(sh, τh)‖2Σh
= ‖sh‖20 + ‖τh‖2Σ2

h
= ‖sh‖20 +

∥∥τ d
h

∥∥2
0
+ ‖divhτh‖20 + |τ h|2∗. (3.9)

Here,

|τ h|2∗ =
∑

e∈Ei
h

h−1
e

∥∥[τh]
∥∥2

0,e
.

The following lemma implies that the norm (3.9) is well-defined.

Lemma 3.1 ([26]). For every τ h ∈ Σ2
h, it holds

‖τh‖20 .
∥∥τ d

h

∥∥2
0
+ ‖divhτh‖20 + |τ h|2∗.

For each (th,σh), (sh, τh) ∈ Σh and each vh ∈ Vh, define the nonlinear operator Ah and

the linear form Bh by

[
Ah(th,σh), (sh, τh)

]
=

(
2ψ(th), sh

)
−
(
sh,σ

d
h

)
+
(
th, τ

d
h

)

+
∑

e∈Ei
h

ηe
he

〈
[σh], [τ h]

〉
e
+ κ

(
σd

h − 2ψ(th), τ
d
h

)
, (3.10)

[
Bh(sh, τ h),vh

]
= (divhτh,vh)−

〈
[τ h], {vh}

〉
Ei
h

. (3.11)

Then, the augmented MDG formulation becomes: Find ((th,σh),uh) ∈ Σh × Vh such that

[Ah(th,σh), (sh, τh)] + [Bh(sh, τ h),uh] = [G, (sh, τh)], ∀ (sh, τh) ∈ Σh, (3.12a)

[Bh(th,σh),vh] = [F ,vh], ∀vh ∈ Vh. (3.12b)

3.2. Well-posedness of the augmented MDG scheme

In this subsection, we give some inequalities by lemmas and establish the well-posedness of

the augmented MDG scheme (3.12).

Firstly, we define the subspace Σ̂h of Σh by

Σ̂h = Ker(Bh) =
{
(sh, τh) ∈ Σh : [Bh(sh, τ h),vh] = 0, ∀vh ∈ Vh

}
.

To characterize the kernel Σ̂h, for any vh ∈ Vh, we define the lifting operator (cf. [2, 12])

re : L
2(e) → Vh by ∫

Ω

re(ϕ) · vhdx = −
∫

e

ϕ · {vh}ds, ∀ e ∈ Eh. (3.13)

Let r(ϕ) =
∑

e∈Ei
h
re(ϕ). Then,

‖r(ϕ)‖20 =
∥∥∥∥∥
∑

e∈Ei
h

re(ϕ)

∥∥∥∥∥

2

0

≤ (n+ 1)
∑

e∈Ei
h

‖re(ϕ)‖20.

Lemma 3.2. For any (sh, τh) ∈ Σ̂h, we have divhτh + r([τh]) = 0.

Proof. If (sh, τ h) ∈ Σ̂h, then for any vh ∈ Vh,

0 = [Bh(sh, τh),vh] =

∫

Ω

divhτh · vhdx−
∑

e∈Ei
h

∫

e

[τh] · {vh}ds
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=

∫

Ω

divhτh · vhdx+

∫

Ω

r([τh]) · vhdx

=

∫

Ω

(
divhτh + r([τh])

)
· vhdx.

Because vh = divhτh + r([τh]) ∈ Vh, we conclude that divhτ h + r([τ h]) = 0. �

Lemma 3.3 ([2, 12]). There exists a positive constant C1, independent of h, such that

‖re(ϕ)‖0 ≤ C1h
− 1

2

e ‖ϕ‖0,e.

In order to apply Lemma 2.4 to the augmented MDG formulation (3.12), we need the

following lemmas about the continuity and monotonicity of the nonlinear operator Ah.

Lemma 3.4. For any (th,σh), (sh, τh) ∈ Σ ∪Σh, the nonlinear operator Ah satisfies

∥∥Ah(th,σh)−Ah(sh, τ h)
∥∥
Σ′

h

.
∥∥(th,σh)− (sh, τh)

∥∥
Σh

.

Proof. By the definition of Ah, we obtain

[
Ah(th,σh)−Ah(sh, τh),

(
θh, ξh

)]

= 2
[
A(th)− A(sh), θh

]
−
(
θh,σ

d
h − τ d

h

)
+
(
th − sh, ξdh

)

+
∑

e∈Ei
h

ηe
he

〈
[σh]− [τh], [ξh]

〉
e
+ κ

(
σd

h − τ d
h, ξ

d

h

)
− 2κ

[
A(th)− A(sh), ξ

d

h

]
.

By using (2.15) and the Cauchy-Schwarz inequality, it follows that

[
Ah(th,σh)−Ah(sh, τ h), (θh, ξh)

]

≤ 2r1‖th − sh‖0‖θh‖0 + ‖θh‖0
∥∥σd

h − τ d
h

∥∥
0
+ ‖th − sh‖0

∥∥ξd
h

∥∥
0

+ η|σh − τ h|∗|ξh|∗ + κ
∥∥σd

h − τ d
h

∥∥
0

∥∥ξd
h

∥∥
0
+ 2r1κ‖th − sh‖0

∥∥ξd
h

∥∥
0

.
∥∥(th,σh)− (sh, τh)

∥∥
Σ

h

∥∥(θh, ξh)
∥∥
Σ

h

,

where

η = max
e∈Ei

h

{ηe}.

The proof is complete by the definition (2.12) of the dual norm for Ah. �

Lemma 3.5. Assume that κ ∈ (0, r0/r
2
1) and η0 is a positive constant. Let Ah be the operator

as (3.10) defined. For all (rh, ξh) ∈ Σh and all (th,σh), (sh, τh) ∈ Σ̂h, we have

[
Ah

(
(rh, ξh) + (th,σh)

)
−Ah

(
(rh, ξh) + (sh, τh)

)
, (th,σh)− (sh, τh)

]

& ‖(th,σh)− (sh, τh)‖2Σh
, (3.14)

[
Ah(th,σh)−Ah(sh, τh), (th,σh)− (sh, τh)

]
&

∥∥(th,σh)− (sh, τh)
∥∥2

Σh

. (3.15)
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Proof. From the Lemma 3.2, we observe that

Σ̂h = Σ1
h ×

{
τh ∈ Σ2

h : divhτ h + r([τ h]) = 0
}
. (3.16)

Then, given (th,σh) and (sh, τh) ∈ Σ̂h, we obtain

∥∥divh(σh − τ h)
∥∥2
0
=

∥∥r
(
[σh − τ h]

)∥∥2
0

≤ (n+ 1)
∑

e∈Ei
h

∥∥re
(
[σh − τ h]

)∥∥2
0
≤ (n+ 1)C2

1 |σh − τ h|2∗. (3.17)

For all (rh, ξh) ∈ Σh and all (th,σh), (sh, τ h) ∈ Σ̂h, we have

[
A(rh + th)− A(rh + sh), th − sh

]
=

[
A(rh + th)− A(rh + sh), (rh + th)− (rh + sh)

]
.

Then, using Lemma 2.1, one finds
[
Ah

(
(rh, ξh) + (th,σh)

)
−Ah

(
(rh, ξh) + (sh, τh)

)
, (th,σh)− (sh, τh)

]

= 2
[
A(rh + th)− A(rh + sh), (rh + th)− (rh + sh)

]

+
∑

e∈Ei
h

ηe
he

〈
[σh − τh], [σh − τh]

〉
e
+ κ

∥∥(σh − τ h)
d
∥∥2
0

− 2κ
[
A(rh + th)− A(rh + sh), (σh − τ h)

d
]

≥ 2r0‖th − sh‖20 + κ
∥∥(σh − τ h)

d
∥∥2
0
+ η0|σh − τh|2∗

− κ

2

∥∥(σh − τh)
d
∥∥2

0
− 2κr21‖th − sh‖20

≥ 2(r0 − r21κ)‖th − sh‖20 +
κ

2

∥∥(σh − τh)
d
∥∥2
0

+
η0

1 + (n+ 1)C2
1

‖div(σh − τh)‖20 +
η0

1 + (n+ 1)C2
1

|σh − τh|2∗

≥ C‖(th,σh)− (sh, τ h)‖2Σh
.

Here,

η0 = min
e∈Ei

h

{ηe}, C = min

{
2(r0 − r21κ),

κ

2
,

η0
1 + (n+ 1)C2

1

}
.

According to the above inequality, it is easy to get (3.15). �

Next, we consider the properties of Bh. By the Cauchy-Schwarz inequality and the trace

inequality, we have the boundedness of Bh.

Lemma 3.6 ([41]). For all (sh, τh) ∈ Σ ∪Σh, it holds that

[Bh(sh, τh),vh] . ‖(sh, τ h)‖Σh
‖vh‖0, ∀vh ∈ Vh,

[Bh(sh, τh),v] . ‖(sh, τ h)‖Σh
(‖v‖0 + h|v|1), ∀v ∈H1(Ω) ∪ Vh.

In order to obtain the discrete inf-sup condition, we introduce the space [42]

ΣNC
h = {τh ∈ L2(Ω; S) : τ h ∈ P

S

k+1(K), ∀K ∈ Th, and the moments of

τhn up to degree k are continuous across the interior edges},

Σ̊
NC

h =

{
τh : τ h ∈ ΣNC

h ,

∫

Ω

tr(τh)dx = 0

}
⊂ Σ2

h.



Mixed Discontinuous Galerkin Method for Quasi-Newtonian Stokes Flows 13

For any vh ∈ Vh, there exists a constant C2 > 0 and σ∗
h ∈ ΣNC

h such that [42]

divhσ
∗
h = vh, ‖σ∗

h‖20 + ‖divhσ
∗
h‖20 + |σ∗

h|2∗ ≤ C2
2‖vh‖20.

We are now ready to show the discrete inf-sup condition for Bh.

Lemma 3.7. For all vh ∈ Vh, it holds

sup
(sh,τh)∈Σh\{0}

[Bh(sh, τh),vh]

‖(sh, τ h)‖Σh

& ‖vh‖0. (3.18)

Proof. Note that Bh is independent of sh, hence we only need to verity that

sup
τh∈Σ2

h
\{0}

(divhτh,vh)− 〈[τ h], {vh}〉Ei
h

‖τh‖Σ2

h

& ‖vh‖0. (3.19)

Let

γ̃ =
1

|Ω|

∫

Ω

tr(σ∗
h)dx, σ̃h = σ∗

h − γ̃

n
I.

Obviously, it shows that

σ̃h ∈ Σ̊
NC

h , divhσ̃h = vh in Ω. (3.20)

Furthermore, by similar argument for (2.20), we get

‖σ̃h‖20 + ‖divhσ̃h‖20 + |σ̃h|2∗ ≤ C2
2‖vh‖20.

So, we obtain

sup
τ

h
∈Σ2

h
\{0}

(divhτ h,vh)− 〈[τ h], {vh}〉Ei
h

‖τh‖Σ2

h

≥ (divhσ̃h,vh)

‖σ̃h‖Σ2

h

& ‖vh‖0. (3.21)

The proof is complete. �

According to the Lemma 2.4, using Lemmas 3.4, 3.5 and 3.7, it shows the well-posedness of

the augmented formulation (3.12).

Theorem 3.1. Assume that κ ∈ (0, r0/r
2
1) and η0 is a positive constant. The augmented MDG

scheme (3.12) has a unique solution ((th,σh),uh) ∈ Σh × Vh.

4. Error Estimates

In this section, we aim to derive the error estimates for the MDG scheme (3.12).

4.1. Error estimate in energy norm

First, we show the consistency of the MDG scheme.

Lemma 4.1. Let the solution ((t,σ),u) ∈ Σ×H1(Ω), then

[Ah(t,σ)−Ah(th,σh), (sh, τ h)] + [Bh(sh, τ h),u− uh] = 0, ∀ (sh, τh) ∈ Σh, (4.1a)

[Bh(t − th,σ − σh),vh] = 0, ∀vh ∈ Vh. (4.1b)



14 Y.X. QIAN, F. WANG AND W.J. YAN

Proof. Since ((t,σ),u) ∈ Σ ×H1(Ω), we have [σ] = 0 and JuK = 0 on each edge e ∈ E i
h.

And by the constitutive equation, integrating by parts and (2.5), one finds

[Ah(t,σ), (sh, τ h)] + [Bh(sh, τ h),u]

=
(
2ψ(t), sh

)
−
(
σd, sh

)
+
(
τ d
h, t

)
+ κ

(
σd − 2ψ(t), τ d

h

)
+ (divhτ h,u)−

〈
[τ h], {u}

〉
Ei
h

=
(
τ d
h, t

)
−
(
τh, ε(u)

)
+
〈
{τh}, JuK

〉
Eh

+
〈
[τh], {u}

〉
Ei
h

−
〈
[τ h], {u}

〉
Ei
h

= 〈τ hn, g〉E∂
h
,

and

[Bh(t,σ),vh] = (divσ,vh) = −(f ,vh). (4.2)

Then, we complete the proof by combining (3.12) and (4.2). �

Now, we begin to prove the error estimates in energy norm. Let P k
h : L2(K) → Pk(K)

denote the L2-orthogonal projection defined by
∫

K

(
P k

h v − v
)
·whdx = 0, ∀wh ∈ Pk(K), K ∈ Th. (4.3)

And L2-orthogonal projector P k
h : L2(K) → Pk(K) can be defined similarly. Next, we intro-

duce a projector into the finite element space with a commutativity property.

Lemma 4.2 ([29, Theorem 3.6]). Set

DΠ =H(div; S) ∩Lp(Ω; S)

with any p > 2. There exists a continuous projector Πdiv
h :DΠ → ΣNC

h such that

divh

(
Πdiv

h τ
)
= P k

hdivhτ , ∀ τ ∈DΠ.

Moreover, for 0 ≤ r ≤ k + 1 and τ ∈Hk+2(Ω; S), we have

∥∥τ −Πdiv
h τ

∥∥
0,K

. hr+1|τ |r+1,K̃ .

Here, K̃ is the union of simplices that share a vertex with K ∈ Th.

According to Lemma 4.2, for τ ∈ DΠ, we define a new operator

Π̂
div

h τ = Πdiv
h τ − γ̂

n
I,

where

γ̂ =
1

|Ω|

∫

Ω

tr(Πdiv
h τ )dx.

It is easy to check that

Π̂
div

h τ ∈ Σ̊
NC

h , divh

(
Π̂

div

h τ
)
= P k

h divhτ , ∀ τ ∈DΠ. (4.4)

Under the condition that
∫
Ω
tr(τ )dx = 0, we can prove that

∥∥τ − Π̂
div

h τ
∥∥
0
≤

∥∥τ −Πdiv
h τ

∥∥
0
+

1

(n|Ω|)1/2
∣∣∣∣
∫

Ω

tr
(
τ −Πdiv

h τ
)
dx

∣∣∣∣

.
∥∥τ −Πdiv

h τ
∥∥
0
. hr+1|τ |r+1. (4.5)
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Theorem 4.1. Let ((t,σ),u) ∈ Σ×H1(Ω) be the solution of the quasi-Newtonian Stokes flows

(1.1), and ((th,σh),uh) ∈ Σh × Vh be the solution of (3.12). Assume that κ ∈ (0, r0/r
2
1), η0 is

a positive constant and (t,σ,u) ∈Hk+1(Ω; S)×Hk+2(Ω; S)×Hk+1(Ω), we have

‖t− th‖0 + ‖σ − σh‖Σ2

h
+ ‖u− uh‖0 . hk+1

(
|t|k+1 + |σ|k+2 + |u|k+1

)
.

Proof. According to (4.1b) and (4.4), we obtain

[
Bh

(
(P k

ht)
d − th, Π̂

div

h σ − σh

)
,vh

]
=

[
Bh(t− th,σ − σh),vh

]
= 0, ∀vh ∈ Vh (4.6)

from (
divh

(
Π̂

div

h σ
)
,vh

)
=

(
P k

hdivhσ,vh
)
= (divhσ,vh) .

Taking sh = (P k
ht)

d − th, τ h = Π̂
div

h σ − σh and vh = P k
hu− uh in (4.1), by (4.6), one finds

[
Ah

(
(P k

ht)
d, Π̂

div

h σ
)
−Ah(th,σh),

(
(P k

ht)
d − th, Π̂

div

h σ − σh

)]

=
[
Ah

(
(P k

ht)
d, Π̂

div

h σ
)
−Ah(t,σ),

(
(P k

ht)
d − th, Π̂

div

h σ − σh

)]

+
[
Bh

(
(P k

ht)
d − th, Π̂

div

h σ − σh

)
,P k

hu− u
]
. (4.7)

According to (4.7), Lemmas 3.5 and 3.6, we obtain

∥∥((P k
ht)

d, Π̂
div

h σ
)
− (th,σh)

∥∥
Σh

.
∥∥(t,σ)−

(
(P k

ht)
d, Π̂

div

h σ
)∥∥

Σh

+
∥∥u− P k

hu
∥∥
0
+ h

∣∣u− P k
hu

∣∣
1
.

From the above inequality, by the triangle inequality, (2.7) and the fact that tr(t) = 0,

tr((P k
ht)

d) = 0, we deduce that

‖(t,σ)− (th,σh)‖Σh
.

∥∥((P k
ht)

d, Π̂
div

h σ
)
− (t,σ)

∥∥
Σh

+
∥∥u− P k

hu
∥∥
0
+ h

∣∣u− P k
hu

∣∣
1

.
∥∥(P k

ht, Π̂
div

h σ
)
− (t,σ)

∥∥
Σ

h

+
∥∥u− P k

hu
∥∥
0
+ h

∣∣u− P k
hu

∣∣
1
. (4.8)

Then, using Lemmas 3.5-3.7 and (4.1a), we arrive at

∥∥P k
hu− uh

∥∥
0
. sup

(sh,τh)∈Σh\{0}

[
Bh(sh, τ h),P

k
hu− uh

]

‖(sh, τ h)‖Σh

= sup
(s

h
,τ

h
)∈Σ

h
\{0}

[
Bh(sh, τ h),P

k
hu− u

]
+ [Bh(sh, τh),u− uh]

‖(sh, τh)‖Σh

= sup
(sh,τh)∈Σh\{0}

[
Bh(sh, τ h),P

k
hu− u

]
− [Ah(t,σ)−Ah(th,σh), (sh, τh)]

‖(sh, τ h)‖Σh

. ‖(t,σ)− (th,σh)‖Σh
+
∥∥u− P k

hu
∥∥
0
+ h

∣∣u− P k
hu

∣∣
1
.

Furthermore, the triangle inequality gives

‖u− uh‖0 . ‖(t,σ)− (th,σh)‖Σh
+
∥∥u− P k

hu
∥∥
0
+ h

∣∣u− P k
hu

∣∣
1
. (4.9)

Based on (4.5) and the approximation property of P k
h and P k

h, we finish the proof by combining

(4.8) and (4.9). �
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4.2. Optimal error estimates in L2-norm

In this subsection, following the ideas in [41], we show that the L2 error estimates for the

strain rate t and the stress σ, and L2 error estimate for the pressure p are optimal when the

Stokes finite element pair P
c
k+2-Pk+1 (k ≥ n) is stable. Here, Pc represents the conforming

polynomial space.

Firstly, based on the classical BDM projection [9] for three-dimension case, on each element

K ∈ Th, we define a function σ̃h ∈ Pk+1(K) by σ̂h and σh in (3.4)

∫

e

(σ̃h − σ̂h)n · vhds = 0, ∀vh ∈ Pk+1(e), (4.10a)

∫

K

(σ̃h − σh) : ∇vhdx = 0, ∀vh ∈ Pk(K), (4.10b)

∫

K

(σ̃h − σh) : τhdx = 0, ∀τh ∈ Σc
h,∗(K), (4.10c)

where

Σc
h,∗(K) =

{
τ ∈ Pk+1(K) : τn = 0 on e ⊂ ∂K and (τ ,∇vh)K = 0, ∀vh ∈ Pk(K)

}
.

The system (4.10) can be regarded as the row-wise BDM projection [9]. For two-dimension case,

we can define similar BDM projection [10]. According to the definition of BDM projection and

the fact that the normal component of the numerical trace for the flux is single-valued, we can

get the following lemma.

Lemma 4.3 ([38]). The function σ̃h in (4.10) is well-defined, and

σ̃h ∈ Σc
h =

{
τ ∈H(div) : τ |K ∈ Pk+1(K) ∀K ∈ Th,

∫

Ω

tr(τ )dx = 0

}
, (4.11)

‖σh − σ̃h‖0,K . h
1

2

K‖(σh − σ̂h)n‖0,∂K . (4.12)

Secondly, by the similar argument in [28,41], we symmetrize σ̃h. With the help of the stable

Stokes pair Pc
k+2-Pk+1 (k ≥ n), one finds the following result. We refer the reader to [41] for

detailed discussion.

Lemma 4.4 ([41]). Assume that the Stokes pair Pc
k+2-Pk+1 (k ≥ n) is stable on the decompo-

sition Th. For σ̃h given in (4.10), there exists τ̃h ∈ Σc
h such that σh,∗ = σ̃h+ τ̃h ∈H(div; S),

divτ̃h = 0, ‖τ̃h‖0 . ‖σh − σ̃h‖0. (4.13)

Thirdly, the conforming mixed element Pc
k+1-Pk (k ≥ n) on simplicial grids is constructed

in [33,34]. Moreover, when k ≥ n, there exists a projection Πc
h [32] such that Πc

hτ is symmetric

and

(
div(τ −Πc

hτ ),vh
)
= 0, ∀vh ∈ Vh, (4.14a)

∥∥τ −Πc
hτ

∥∥
0
. hk+2|τ |k+2, ∀τ ∈Hk+2(Ω; S). (4.14b)

We refer to [32–34] for detail discussions.

Now, we begin to show the optimal convergence order for t and σd in L2-norm.
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Theorem 4.2. Assume that the parameter κ ∈ (0, r0/r
2
1), where r0 and r1 are positive con-

stants given in (2.2) and (2.3). Let (t,σ,u) ∈ Hk+2(Ω; S) × Hk+2(Ω; S) × Hk+1(Ω) and

((th,σh),uh) be the solutions of the problem (2.10) and the MDG scheme (3.12), respectively,

we have

‖t− th‖0 +
∥∥σd − σd

h

∥∥
0
. hk+2(|t|k+2 + |σ|k+2 + |u|k+1). (4.15)

Proof. Applying (3.4c), (4.10) and Lemma 4.3, for any vh ∈ Vh, we have

(f ,vh) =
(
σh, εh(vh)

)
− 〈σ̂hnK ,vh〉∂Th

= (σh,∇hvh)− 〈σ̂hnK ,vh〉∂Th

= (σ̃h,∇hvh)− 〈σ̃hnK ,vh〉∂Th

= −(divσ̃h,vh). (4.16)

By Lemma 4.4, there exist τ̃h ∈ Σc
h such that the symmetrized variable σh,∗ = σ̃h + τ̃h is

piecewise Pk+1(K) and σh,∗ ∈H(div; S). Then,

(divσh,∗,vh) = −(f ,vh). (4.17)

From (4.14), we introduce a new projection

Π̂
c

hσ = Πc
hσ − 1

n|Ω|

∫

Ω

tr(Πc
hσ)dxI

for any σ ∈H1(Ω; S). It is easy to check that
(
div

(
σ − Π̂

c

hσ
)
,vh

)
= 0, ∀vh ∈ Vh, (4.18a)

∫

Ω

tr
(
Π̂

c

hσ
)
dx = 0. (4.18b)

In addition, noting that
∫
Ω
tr(σ)dx = 0 and by similar argument in (4.5), we get

∥∥σ − Π̂
c

hσ
∥∥
0
. hk+2|σ|k+2, ∀σ ∈Hk+2(Ω; S). (4.19)

By (4.2), (4.17) and (4.18a), we have
(
div

(
Π̂

c

hσ − σh,∗

)
,vh

)
= 0, ∀vh ∈ Vh. (4.20)

And it is easy to verify that Π̂
c

hσ − σh,∗ ∈ Σ2
h ∩H(div). According to tr((P k+1

h t)d) = 0, we

obtain (P k+1
h t)d − th ∈ Σ1

h. Taking sh = (P k+1
h t)d − th and τh = Π̂

c

hσ − σh,∗ in (4.1a), by

the H(div) conformity of Π̂
c

hσ − σh,∗ and the L2-orthogonal projection (4.3) for u, it holds

[
Ah(t,σ)−Ah(th,σh),

(
(P k+1

h t)d − th, Π̂
c

hσ − σh,∗

)]
= 0, (4.21)

which implies that

2r0‖t− th‖20 + κ
∥∥σd − σd

h

∥∥2
0

≤
∣∣2
[
A(t)− A(th), (P

k+1
h t)d − t

]∣∣+
∣∣((P k+1

h t)d − t,σd − σd
h

)∣∣

+
∣∣(t− th, (Π̂

c

hσ − σ)d
)∣∣+

∣∣(t− th,σd
h − σd

h,∗

)∣∣ +
∣∣κ
(
σd − σd

h, (Π̂
c

hσ − σ)d
)∣∣

+
∣∣κ
(
σd − σd

h,σ
d
h − σd

h,∗

)∣∣+
∣∣2κ

[
A(t)− A(th), (Π̂

c

hσ − σ)d
]∣∣

+
∣∣2κ

[
A(t)− A(th),σ

d − σd
h

]∣∣+
∣∣2κ

[
A(t)− A(th),σ

d
h − σd

h,∗

]∣∣. (4.22)
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According to Lemma 2.1 and the Cauchy-Schwarz inequality, we obtain

∣∣2
[
A(t)− A(th), (P

k+1
h t)d − t

]∣∣ ≤ r0
10

‖t− th‖20 +
10r21
r0

∥∥(P k+1
h t)d − t

∥∥2

0
,

∣∣((P k+1
h t)d − t,σd − σd

h

)∣∣ ≤ κ

18

∥∥σd − σd
h

∥∥2
0
+

9

2κ

∥∥(P k+1
h t)d − t

∥∥2
0
,

∣∣(t− th, (Π̂
c

hσ − σ)d
)∣∣ ≤ r0

10
‖t− th‖20 +

5

2r0

∥∥(Π̂c

hσ − σ)d
∥∥2
0
,

∣∣(t− th,σd
h − σd

h,∗

)∣∣ ≤ r0
10

‖t− th‖20 +
5

2r0

∥∥σd
h − σd

h,∗

∥∥2
0
,

∣∣κ
(
σd − σd

h, (Π̂
c

hσ − σ)d
)∣∣ ≤ κ

18

∥∥σd − σd
h

∥∥2
0
+

9κ

2

∥∥(Π̂c

hσ − σ)d
∥∥2
0
,

∣∣κ
(
σd − σd

h,σ
d
h − σd

h,∗

)∣∣ ≤ κ

18

∥∥σd − σd
h

∥∥2
0
+

9κ

2

∥∥σd
h − σd

h,∗

∥∥2

0
,

∣∣2κ
[
A(t)− A(th), (Π̂

c

hσ − σ)d
]∣∣ ≤ r0

10
‖t− th‖20 +

10r21κ
2

r0

∥∥(Π̂c

hσ − σ)d
∥∥2
0
,

∣∣2κ
[
A(t)− A(th),σ

d − σd
h

]∣∣ ≤ 2κ

3

∥∥σd − σd
h

∥∥2
0
+

3κr21
2

‖t− th‖20,
∣∣2κ

[
A(t)− A(th),σ

d
h − σd

h,∗

]∣∣ ≤ r0
10

‖t− th‖20 +
10r21κ

2

r0

∥∥σd
h − σd

h,∗

∥∥2
0
.

Due to the fact that tr((P k+1
h t)d) = 0, combining the above inequalities with (4.22) and using

(2.7), it holds

(
3r0
2

− 3κr21
2

)
‖t− th‖20+

κ

6

∥∥σd − σd
h

∥∥2
0

.
∥∥(P k+1

h t)d − t
∥∥2
0
+
∥∥(σ − Π̂

c

hσ)
d
∥∥2
0
+
∥∥(σh−σh,∗)

d
∥∥2
0

.
∥∥P k+1

h t− t
∥∥2

0
+
∥∥σ − Π̂

c

hσ
∥∥2
0
+ ‖σh − σh,∗‖20.

In addition, by Theorem 4.1, Lemmas 4.3 and 4.4, we have

‖σh − σh,∗‖0 ≤ ‖σh − σ̃h‖0 + ‖τ̃h‖0

.
∑

e∈Ei
h

h
1

2 ‖(σ̂h − σh)n‖0,e . h|σh|∗

. hk+2(|t|k+1 + |σ|k+2 + |u|k+1), (4.23)

then choosing κ ∈ (0, r0/r
2
1) and applying (4.19), we get

‖t− th‖0 + ‖σd − σd
h‖0 . hk+2(|t|k+2 + |σ|k+2 + |u|k+1), (4.24)

which finishes the proof. �

Finally, the optimal error estimates for σ in L2-norm and p in L2-norm are given.

Theorem 4.3. Assume that the solution of (1.1) satisfies

(t,σ,u) ∈Hk+2(Ω; S)×Hk+2(Ω; S)×Hk+1(Ω).

Under the condition of Theorem 4.2, the solution of the MDG problem (3.12) satisfies

‖σ − σh‖0 . hk+2(|t|k+2 + |σ|k+2 + |u|k+1). (4.25)
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In addition, we have the optimal error estimate for pressure p in L2-norm

‖p− ph‖0 . hk+2(|t|k+2 + |σ|k+2 + |u|k+1). (4.26)

Proof. By (4.19), (4.23) and (4.24), we have

∥∥(Π̂c

hσ)
d − σd

h,∗

∥∥
0
≤

∥∥(Π̂c

hσ)
d − σd

∥∥
0
+
∥∥σd − σd

h

∥∥
0
+
∥∥σd

h − σd
h,∗

∥∥
0

≤
∥∥Π̂c

hσ − σ
∥∥
0
+
∥∥σd − σd

h

∥∥
0
+ ‖σh − σh,∗‖0

. hk+2(|t|k+2 + |σ|k+2 + |u|k+1).

Noting that divh(Π̂
c

hσ − σh,∗) ∈ Vh and taking vh = divh(Π̂
c

hσ − σh,∗) in (4.20), we obtain

∥∥divh(Π̂
c

hσ − σh,∗)
∥∥
0
= 0. (4.27)

Using Lemma 3.1 and (4.27), one gets

∥∥Π̂c

hσ − σh,∗

∥∥
0
.

∥∥(Π̂c

hσ − σh,∗)
d
∥∥
0
+
∥∥divh(Π̂

c

hσ − σh,∗)
∥∥
0

. hk+2(|t|k+2 + |σ|k+2 + |u|k+1),

from (4.23), it also yields

‖σ − σh‖0 ≤
∥∥σ − Π̂

c

hσ
∥∥
0
+
∥∥Π̂c

hσ − σh,∗

∥∥
0
+ ‖σh,∗ − σh‖0

. hk+2(|t|k+2 + |σ|k+2 + |u|k+1).

Noticing that (2.4), we can define the numerical solution of pressure by the postprocessed

approximation ph = −tr(σh)/n. The the optimal L2 estimate for pressure follows from the fact

that

‖p− ph‖0 . ‖tr(σ − σh)‖0 . ‖σ − σh‖0,
which gets (4.26). �

Remark 4.1. When the viscosity µ in (1.1) is a positive constant, assuming that the parameter

κ ∈ (0, 1/(2µ)) and η0 > 0, we can also obtain the well-posedness the discrete augmented

formulation (3.12). And convergence order for the stress in broken H(div)-norm and velocity

in L2-norm are optimal, which are shown in Theorem 4.1. In addition, Theorems 4.2 and 4.3

hold, i.e., the strain rate and the stress in L2-norm, and the pressure in L2-norm are optimal

under certain conditions.

5. Numerical Examples

In this section, some numerical examples are implemented by using Fenics [36] to illustrate

the performance of the MDG method (3.12). The Newton iteration solver is employed for the

nonlinear discrete algebraic system. For simplicity, the uniform triangular meshes in the two-

dimensional case and the DG element triplets P
S

k+1- P
S

k+1-Pk, k = 0, 1, 2 are considered for

all the numerical examples.

For the finite element triplet P
S

1- P
S

1-P0, Example 5.1 is utilized to show the behavior of

MDG scheme (3.12) with different nonlinear parameters µ. Examples 5.2 and 5.3 are employed

to verify the performance of the MDG scheme with the finite element triplets PS

k+1- P
S

k+1-Pk,

k = 0, 1, 2 for linear Stokes and quasi-Newtonian Stokes flows, respectively.
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Example 5.1. Let the domain Ω = (0, 1) × (0, 1). The right-hand side function f , the exact

strain rate function t, the exact stress function σ and boundary condition g follow from the

exact solution 



u1(x, y) = − cos(πx) sin(πy),

u2(x, y) = sin(πx) cos(πy),

p(x, y) = sin(πx) − 2

π
.

This example aims at testing the accuracy and reliability of the MDG method for the

nonlinear kinematic viscosity. The Carreau’s law

µ(ξ) = µ0 + µ1(1 + ξ2)
β−2

2 , ∀ξ ∈ R
+

with µ0 > 0, µ1 > 0 and 1 ≤ β ≤ 2 is adopted and different parameters are given as follows:

µ0 = 1.0, µ1 = 0.6, β = 1.0,

µ0 = 1.0, µ1 = 0.6, β = 1.5,

µ0 = 1.0, µ1 = 0.6, β = 2.0.

(5.1)

When β = 2.0, it recovers the usual linear Stokes model. While, it is easy to check that the

assumptions (2.2) and (2.3) are satisfied with

r0 = µ0, r1 = µ0 + µ1

( |β − 2|
2

+ 1

)
.

We consider the parameter κ=0.1, which meets the need κ∈(0, r0/r
2
1) in Theorems 4.1 and 4.2.

The MDG finite element triplet PS

1- P
S

1-P0 is employed in the numerical discretization on

uniform meshes with 1/h = 4, 8, 16, 32. Then, for different group of parameters listed in (5.1),

the numerical results of ‖σ−σh‖Σ2

h
, ‖u−uh‖0, ‖t−th‖0, ‖σ−σh‖0 and ‖p−ph‖0 are shown in

Table 5.1. We can see that all the convergence orders are linear, which confirms the theoretical

results.

Table 5.1: Numerical errors and orders in Example 5.1 for PS

1 -PS

1-P0 element.

β 1/h ‖σ − σ
h
‖
Σ2

h
Order ‖u− uh‖0 Order ‖t− t

h
‖0 Order ‖σ − σ

h
‖0 Order ‖p− ph‖0 Order

1.0

4 4.3148e+00 — 1.8188e-01 — 1.5364e-01 — 4.7803e-01 — 2.2007e-01 —

8 2.4962e+00 0.79 9.2257e-02 0.98 6.5984e-02 1.22 2.3272e-01 1.04 1.1348e-01 0.96

16 1.3031e+00 0.94 4.6294e-02 0.99 3.1489e-02 1.07 1.1512e-01 1.02 5.7181e-02 0.99

32 6.5715e-01 0.99 2.3168e-02 1.00 1.5596e-02 1.01 5.7555e-02 1.00 2.8730e-02 0.99

1.5

4 4.9247e+00 — 1.8187e-01 — 1.5200e-01 — 5.3189e-01 — 2.4729e-01 —

8 2.7088e+00 0.86 9.2253e-02 0.98 6.5528e-02 1.21 2.5339e-01 1.07 1.2408e-01 0.99

16 1.3886e+00 0.96 4.6292e-02 0.99 3.1510e-02 1.06 1.2545e-01 1.01 6.2399e-02 0.99

32 6.9785e-01 0.99 2.3167e-02 1.00 1.5625e-02 1.01 6.2627e-02 1.00 3.1275e-02 1.00

2.0

4 6.3640e+00 — 1.8189e-01 — 1.5336e-01 — 6.6679e-01 — 3.1920e-01 —

8 3.2711e+00 0.96 9.2256e-02 0.98 6.7077e-02 1.19 3.0229e-01 1.14 1.5051e-01 1.08

16 1.6289e+00 1.01 4.6292e-02 0.99 3.2411e-02 1.05 1.4667e-01 1.04 7.3336e-02 1.04

32 8.1280e-01 1.00 2.3166e-02 1.00 1.6079e-02 1.01 7.2771e-02 1.01 3.6388e-02 1.01
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Example 5.2. Set the domain Ω = (0, 1) × (0, 1). The right-hand side function f , the exact

strain rate function t, the exact stress function σ and boundary condition g are selected such

that the exact solution is given by




u1(x, y) = x2(x− 1)2y(y − 1)(2y − 1),

u2(x, y) = −x(x− 1)(2x− 1)y2(y − 1)2,

p(x, y) = (2x− 1)(2y − 1).

In this example, we test the accuracy and reliability of the MDG method for the linear

Stokes flow with µ = 1, 0.1, 0.01, respectively. Set 1/h = 4, 8, 16, 32, and κ = 0.1. We compute

the numerical solutions (th,σh,uh) on uniform meshes with the finite element triplets P
S

k+1-

P
S

k+1-Pk, k = 0, 1, 2. For µ = 1, 0.1, 0.01, the numerical results of ‖σ − σh‖Σ2

h
, ‖u − uh‖0,

‖t − th‖0, ‖σ − σh‖0 and ‖p − ph‖0 are given in Tables 5.2, 5.3 and 5.4, respectively. The

numerical results are consistent with Theorems 4.2-4.3 and the comments in Remark 4.1.

Table 5.2: Numerical errors and orders in Example 5.2 for P
S

k+1-P
S

k+1-Pk element and µ = 1.

k 1/h ‖σ − σ
h
‖
Σ2

h
Order ‖u− uh‖0 Order ‖t− t

h
‖0 Order ‖σ − σ

h
‖0 Order ‖p− ph‖0 Order

0

4 4.7934e-01 — 3.2001e-03 — 2.2745e-02 — 7.2854e-02 — 4.0239e-02 —

8 2.4649e-01 0.96 1.6670e-03 0.94 1.1643e-02 0.97 3.4166e-02 1.09 1.7678e-02 1.19

16 1.2423e-01 0.99 8.4006e-04 0.99 5.8247e-03 1.00 1.6642e-02 1.04 8.4034e-03 1.07

32 6.2248e-02 1.00 4.2084e-04 1.00 2.9109e-03 1.00 8.2548e-03 1.01 4.1381e-03 1.02

1

4 3.8937e-02 — 4.3667e-04 — 7.5401e-04 — 2.2053e-03 — 1.1378e-03 —

8 1.1233e-02 1.79 1.1575e-04 1.92 1.4616e-04 2.37 3.8753e-04 2.51 1.7990e-04 2.66

16 2.9970e-03 1.91 2.9396e-05 1.98 2.6635e-05 2.46 6.9551e-05 2.48 3.1620e-05 2.51

32 7.6844e-04 1.96 7.3789e-06 1.99 5.4006e-06 2.30 1.4622e-05 2.25 6.9691e-06 2.18

2

4 8.6430e-03 — 7.5682e-05 — 1.0167e-04 — 2.7561e-04 — 1.3155e-04 —

8 1.1537e-03 2.91 1.0069e-05 2.91 8.3204e-06 3.61 2.2525e-05 3.61 1.0734e-05 3.62

16 1.4474e-04 2.99 1.2816e-06 2.97 6.0143e-07 3.79 1.6224e-06 3.80 7.6979e-07 3.80

32 1.7993e-05 3.01 1.6095e-07 2.99 4.0299e-08 3.90 1.0850e-07 3.90 5.1362e-08 3.91

Table 5.3: Numerical errors and orders in Example 5.2 for P
S

k+1-P
S

k+1 -Pk element and µ = 0.1.

k 1/h ‖σ − σ
h
‖
Σ2

h
Order ‖u− uh‖0 Order ‖t− t

h
‖0 Order ‖σ − σ

h
‖0 Order ‖p− ph‖0 Order

1

4 4.6787e-01 — 1.5046e-02 — 1.2549e-01 — 4.3029e-02 — 2.4714e-02 —

8 2.3716e-01 0.98 7.5307e-03 1.00 6.2512e-02 1.01 1.8779e-02 1.20 9.9083e-03 1.32

16 1.1896e-01 1.00 3.7522e-03 1.01 3.0975e-02 1.01 8.9093e-03 1.08 4.5275e-03 1.13

32 5.9528e-02 1.00 1.8747e-03 1.00 1.5423e-02 1.01 4.3814e-03 1.02 2.2002e-03 1.04

2

4 4.3240e-03 — 4.4497e-04 — 1.2330e-03 — 3.3344e-04 — 1.5870e-04 —

8 1.2686e-03 1.77 1.1611e-04 1.94 2.2975e-04 2.42 5.8879e-05 2.50 2.6031e-05 2.61

16 3.3791e-04 1.91 2.9412e-05 1.98 3.7033e-05 2.63 9.3965e-06 2.65 4.0887e-06 2.67

32 8.6467e-05 1.97 7.3810e-06 1.99 6.6945e-06 2.47 1.7725e-06 2.41 8.2132e-07 2.32

3

4 9.8083e-04 — 7.5938e-05 — 1.8039e-04 — 4.7370e-05 — 2.1705e-05 —

8 1.3462e-04 2.87 1.0074e-05 2.91 1.7161e-05 3.39 4.5104e-06 3.39 2.0692e-06 3.39

16 1.7187e-05 2.97 1.2816e-06 2.97 1.3491e-06 3.67 3.5400e-07 3.67 1.6204e-07 3.67

32 2.1519e-06 3.00 1.6095e-07 2.99 9.2598e-08 3.86 2.4259e-08 3.87 1.1080e-08 3.87
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Table 5.4: Numerical errors and orders in Example 5.2 for PS

k+1-P
S

k+1-Pk element and µ = 0.01.

k 1/h ‖σ − σ
h
‖
Σ

2

h
Order ‖u− uh‖0 Order ‖t− t

h
‖0 Order ‖σ − σ

h
‖0 Order ‖p− ph‖0 Order

1

4 4.7414e-01 — 3.5176e-02 — 4.9650e-01 — 2.3358e-02 — 1.4950e-02 —

8 2.4016e-01 0.98 1.4729e-02 1.26 1.9032e-01 1.38 6.6562e-03 1.81 3.8611e-03 1.95

16 1.2045e-01 1.00 6.8448e-03 1.11 7.9058e-02 1.27 2.4286e-03 1.45 1.3034e-03 1.57

32 6.0268e-02 1.00 3.3502e-03 1.03 3.6661e-02 1.11 1.0639e-03 1.19 5.4506e-04 1.26

2

4 1.2530e-03 — 5.7870e-04 — 4.0476e-03 — 9.9703e-05 — 4.1155e-05 —

8 5.3056e-04 1.24 1.2757e-04 2.18 9.9243e-04 2.03 2.4796e-05 2.01 1.0509e-05 1.97

16 1.6038e-04 1.73 2.9784e-05 2.10 1.6380e-04 2.60 4.0836e-06 2.60 1.7238e-06 2.61

32 4.2734e-05 1.91 7.3942e-06 2.01 2.3479e-05 2.80 5.8877e-07 2.79 2.5114e-07 2.78

3

4 3.4223e-04 — 8.2725e-05 — 7.4805e-04 — 2.1048e-05 — 1.0468e-05 —

8 5.1001e-05 2.75 1.0185e-05 3.02 7.9871e-05 3.23 2.0696e-06 3.35 9.3045e-07 3.49

16 7.0224e-06 2.86 1.2840e-06 2.99 8.0826e-06 3.30 2.0662e-07 3.32 9.0994e-08 3.35

32 9.4177e-07 2.90 1.6098e-07 3.00 6.4842e-07 3.64 1.6679e-08 3.63 7.4170e-09 3.62

Example 5.3. Consider the quasi-Newtonian Stokes flows (1.1) in a square domain (0, 1) ×
(0, 1). The right-hand side function f , the exact strain rate function t, the exact stress function

σ and boundary condition g follow from the exact solution




u1(x, y) = −
(
sin(y) + y cos(y)

)
ex,

u2(x, y) = y sin(y)ex,

p(x, y) = 2 sin(y)ex − 2(e− 1)
(
1− cos(1)

)
.

In this example, we also consider the Carreau’s law by taking µ0 = 0.5, µ1 = 0.5 and β = 1.5,

respectively. Similarly, we set the parameter κ = 0.1 and h = 2−2, 2−3, 2−4, 2−5. We compute

the numerical solutions for finite element triplets P
S

k+1- P
S

k+1-Pk, k = 0, 1, 2 on the uniform

triangulation mesh. With respected to meshsize h, the optimal convergence orders O(hk+1) of

the stress in broken H(div)-norm and velocity in L2-norm are observed for the finite element

(a) ‖σ − σ
h
‖
Σ2

h
(b) ‖u − uh‖0

Fig. 5.1. Numerical convergence orders O(hk+1) for Example 5.3 with the finite element triplets PS

k+1-

P
S

k+1-Pk.
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(a) ‖t − th‖0 (b) ‖σ − σh‖0

(c) ‖p − ph‖0

Fig. 5.2. Numerical convergence orders O(hk+1) or O(hk+2) for Example 5.3 with the finite element

triplets PS

k+1-P
S

k+1-Pk.

triplets P
S

k+1-P
S

k+1-Pk, k = 0, 1, 2, see Fig. 5.1. While, Fig. 5.2 shows that the strain rate

and the stress in L2-norm, and the pressure in L2-norm reach the optimal convergence order

O(hk+2) when k = 2, and convergence order O(hk+1) when k = 0, 1, which coincides with the

results in Theorems 4.2-4.3, i.e., the error estimates are sharp.

6. Summary

In this paper, the mixed discontinuous Galerkin method with symmetric strain rate and

stress element triplet P
S

k+1- P
S

k+1-Pk is constructed and studied for solving a class of quasi-

Newtonian Stokes flows. The well-posedness of the MDG scheme and a priori error analysis

are obtained. For any k ≥ 0, the optimal convergence order O(hk+1) for the stress in broken

H(div) norm and velocity in L2 norm are proved. Furthermore, under certain assumptions,

we prove the optimal L2 error estimates of order O(hk+2) for the strain rate and the stress, and

the optimal L2 error estimate of order O(hk+2) for the pressure. Numerical examples verify the

performance of the MDG scheme and confirm the theoretical results. Especially, we provide

numerical evidence showing that the orders of convergence are sharp.
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