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Abstract. This article presents well-balanced finite volume weighted essentially non-
oscillatory (WENO) schemes to solve the shallow water equations (SWEs). Well-
balanced schemes are characterized by preservation of the steady state exactly at the
discrete level. The well-balanced property is of paramount importance in practical
applications where many studied phenomena are regarded as small perturbations to
equilibrium states. To achieve the well-balanced property, numerical fluxes presented
here are constructed by means of a suitable conservative variables decomposition and
the hydrostatic reconstruction idea. This decomposition strategy allows us to real-
ize a novel simple source term approximation. Both rigorous theoretical analysis and
extensive numerical examples all verify that the resulting schemes maintain the well-
balanced property exactly. Furthermore, numerical results strongly imply that the pro-
posed schemes can accurately capture small perturbations to the steady state and keep
the genuine high-order accuracy for smooth solutions.
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Key words: Shallow water equations, source term, WENO schemes, well-balanced property, hy-
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1 Introduction

The SWEs play a main role in the fields of hydraulic science and coastal engineering [1–3].
This article is concerned with developing high-order schemes for the SWEs over a non-
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flat bottom topography, which in the one space dimension enjoy the following form

ht+(hu)x =0, (1.1a)

(hu)t+

(
hu2+

1
2

gh2
)

x
=−ghbx, (1.1b)

where h(x,t), u(x,t), b(x) stand for the water depth, the depth-averaged flow velocity,
and the bottom topography, respectively. The notations x and t are the space and time,
while the real constant g = 9.812m/s2 denotes the gravitational constant. The original
system (1.1) can be rewritten into the following vector form

Ut+F(U)x =S(U,b), (1.2)

with U=(h,hu)T, F(U)=
(
hu,hu2+ 1

2 gh2)T
and S(U,b)=(0,−ghbx)T being the unknown

conservative variables, the physical flux and the geometrical source term, respectively.
The system (1.1) belongs to the hyperbolic conservation laws (also referred as hyper-

bolic balance laws). Hyperbolic balance laws generally possess the form like (1.2), and
have received growing consideration in the past decades. The balance laws usually allow
the existence of non-trivial steady state solutions, in which the flux gradient is non-zero
and is balanced by the geometricial source term exactly. Concerning the 1D SWEs, the
well-known equilibrium state is the so-called still water steady state solutions

u=0, h+b=constant. (1.3)

The SWEs are highly nonlinear, such that analytical treatment on them is extremely dif-
ficult. Therefore, numerical computation has become a key means in studying SWEs.
Furthermore, the above steady states and their small perturbations are of great interest
in practical applications, and can not be commonly captured by standard schemes with
direct treatment of the source term. In particular, this will lead to spurious oscillations
even with very refined mesh. Moreover, the mesh refinement strategy will not eliminate
the oscillations and only reduce the magnitude of the oscillations. Furthermore, such
strategy is impractical due to high computational cost, especially for multi-dimensional
problems.

To save the computational cost, well-balanced schemes [4, 5] have been proposed to
exactly maintain the still water steady state up to machine accuracy at the discrete level.
In comparison with the non-well-balanced counterpart, the well-balanced schemes can
also resolve small perturbations of the steady state even on relatively coarse mesh [6, 7],
and save the computational cost considerably, then improve the efficiency greatly. Fol-
lowing the pioneering works [4, 5], many researchers have attempted on this subject.
Many representative research results include: kinetic scheme [8], gas-kinetic scheme [9],
central-upwind scheme [10], finite volume evolution Galerkin method [11], WENO
schemes [12–18], Hermite WENO scheme [19], central schemes [20, 21], discontinuous
Galerkin (DG) methods [16, 22], ADER schemes [23, 24], spectral element method [25],
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weighted compact schemes [26], element-free Galerkin method [27], and so on. About
the latest progresses of this subject, we refer to the book by Gosse [28], while for a brief
historic review, we refer to [6, 29].

It is noteworthy that Audusse et al. [30,31] originally introduce the hydrostatic recon-
struction idea to build well-balanced finite volume schemes. Afterwards, finite volume
WENO scheme and DG method [32,33] have been developed following the original idea
in [30, 31].

The key objective of this article is to develop high-order well-balanced finite volume
WENO scheme for SWEs at the still water steady state. The resulting scheme enjoys the
following novel features:

• A proper decomposition strategy is introduced for the conservative variables,
which are decomposed into equilibrium part and residual part.

• Well-balanced numerical flux is constructed by means of the decomposition strat-
egy and the hydrostatic reconstruction idea.

• The decomposition strategy allows us to realize a simple source term approxima-
tion, which is compatible with the approximation to the flux gradient.

The proposed scheme possesses the following properties:

• It is well-balanced for one- and two-dimensional SWEs with still water steady state
solutions.

• It keeps high-order accuracy for smooth solutions with the aid of the high-order
WENO reconstruction.

In summary, the decomposition strategy simplifies the realization of the well-balanced
property.

This article is organized as follows: Section 2 focuses on the construction of well-
balanced finite volume WENO schemes for one- and two-dimensional SWEs. Section 3
devotes to present numerical experiments and conclusions are drawn in Section 4.

2 Construction of finite volume WENO schemes for the SWEs

We first subdivide the domain [a,b] into N cells with Ij=[xj− 1
2
,xj+ 1

2
] for j=1,··· ,N, where

a= x 1
2
< x 3

2
< ···< xN+ 1

2
= b. In addition, we denote the cell center and the uniform mesh

size by xj =
1
2 (xj− 1

2
+xj+ 1

2
) and ∆x= b−a

N , respectively. In the framework of finite volume

schemes, we look for U j(t) to approximate the cell average

U(xj,t)=
1

∆x

∫
Ij

U(x,t)dx.
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The semi-discrete conservative finite volume schemes are defined in the following form.
To achieve the well-balanced property, we propose a decomposition strategy for the

unknown variables and follow the hydrostatic reconstruction idea in the building of the
numerical flux. In this article, our semi-discrete finite volume WENO schemes for the
one-dimensional shallow water equations (1.2) enjoy the following form:

d
dt

U j(t)+
1

∆x

(
F̂l

j+ 1
2
− F̂r

j− 1
2

)
=

1
∆x

∫
Ij

S(U,b)dx. (2.1)

Here F̂l
j+ 1

2
and F̂r

j− 1
2

denote numerical fluxes and are used to approximate the physical

fluxes at cell interfaces from the left side and the right side, i.e., F(U(x−
j+ 1

2
)) as well as

F(U(x+
j− 1

2
)), respectively.

2.1 Modified WENO reconstruction at cell interfaces

Concerning the still water steady state (1.3), it is evident that h̄j+b̄j=constant. To achieve
the well-balanced WENO schemes, the reconstructed values at the cell interfaces should
satisfy the following goals

h+
j− 1

2
+b+

j− 1
2
=constant and h−

j+ 1
2
+b−

j+ 1
2
=constant,

where h± and b± are obtained by the WENO reconstruction. Herein, we adopt a similar
approach as in [32] to achieve the above goal. Firstly, with the cell averages U=(h̄,hu)T

at hands, and by the WENO reconstruction, we obtain the reconstructed values

U+
j− 1

2
=

r−1

∑
k=−r+1

ckU j+k, U−
j+ 1

2
=

r−1

∑
k=−r+1

c̃kU j+k. (2.2)

The coefficients ck and c̃k depend nonlinearly on the smoothness indicators involving
{U j} and satisfy

r−1

∑
k=−r+1

ck =1,
r−1

∑
k=−r+1

c̃k =1,

due to the compatibility of the WENO reconstruction. Then, we adopt the reconstruction
procedure with the same coefficients ck and c̃k in (2.2) on B=(b̄,0)T and get

B+
j− 1

2
=

r−1

∑
k=−r+1

ckBj+k and B−
j+ 1

2
=

r−1

∑
k=−r+1

c̃kBj+k. (2.3)
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Therefore, Eqs. (2.2) and (2.3) lead to

U+
j− 1

2
+B+

j− 1
2
=

r−1

∑
k=−r+1

ck
(
U j+k+Bj+k

)
, (2.4a)

U−
j+ 1

2
+B−

j+ 1
2
=

r−1

∑
k=−r+1

c̃k
(
U j+k+Bj+k

)
, (2.4b)

and ultimately bring about the following results

h+
j− 1

2
+b+

j− 1
2
=constant and h−

j+ 1
2
+b−

j+ 1
2
=constant (2.5)

on account of the consistence of the WENO reconstruction as well as the equality h̄j+b̄j=
constant. For more information about the WENO reconstruction, we refer to the note [34]
and the reviews [35, 36] for the more recent progress.

Then, we apply the following three steps:

1. we first decompose the reconstructed values at the cell interface into two parts, i.e.,
equilibrium part and residual part, through a decomposition strategy.

2. Secondly, we construct the well-balanced numerical fluxes based on the decompo-
sition strategy and the hydrostatic reconstruction idea [30, 31].

3. Thirdly, we propose a novel source term approximation in view of the decomposi-
tion to the Gaussian quadrature grid values.

Remark 2.1. With regard to systems of hyperbolic balance laws, the WENO reconstruc-
tion is always adopted in combination with a local characteristic decomposition, see
e.g., [34, 35]. Thanking to the local characteristic decomposition, the computational cost
will increase, however the resulting scheme is more robust and leads to better numerical
results with less oscillations, if compared to schemes only with a simple WENO recon-
struction in a component by component fashion. For two-dimensional problems, the
reconstruction procedure is based on a dimension by dimension splitting.

2.2 Decomposition technique for conservative variables at cell interfaces

By means of the WENO reconstruction, we get

U+
j− 1

2
=
(

h+
j− 1

2
,(hu)+

j− 1
2

)T
and U−

j+ 1
2
=
(

h−
j+ 1

2
,(hu)−

j+ 1
2

)T

at hands. Then, we decompose the reconstructed values at cell interfaces into an equilib-
rium part Ue and a residual part Ur as described below. On one hand, a natural choice
for the flow velocity at the equilibrium state is as follows:

ue,+
j− 1

2
=0 and ue,−

j+ 1
2
=0.
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On the other hand, we take

he,+
j− 1

2
= h̄j+ b̄j−b+

j− 1
2

and he,−
j+ 1

2
= h̄j+ b̄j−b−

j+ 1
2

as the equilibrium part of the water depth. Then, we decompose the reconstructed values
at cell interfaces as follows:

U+
j− 1

2
=Ue,+

j− 1
2
+Ur,+

j− 1
2

and U−
j+ 1

2
=Ue,−

j+ 1
2
+Ur,−

j+ 1
2

(2.6)

with

Ue,+
j− 1

2
=
(

he,+
j− 1

2
,(hu)e,+

j− 1
2

)T
=
(

he,+
j− 1

2
,0
)T

, (2.7a)

Ue,−
j+ 1

2
=
(

he,−
j+ 1

2
,(hu)e,−

j+ 1
2

)T
=
(

he,−
j+ 1

2
,0
)T

, (2.7b)

and

Ur,+
j− 1

2
=U+

j− 1
2
−Ue,+

j− 1
2

and Ur,−
j+ 1

2
=U−

j+ 1
2
−Ue,−

j+ 1
2

(2.8)

being the equilibrium part and the residual part, respectively. Moreover, at the still water
steady state, we have the following fact that Ur,+

j− 1
2
=Ur,−

j+ 1
2
= 0 due to Eq. (2.5) in Section

2.1 and Eqs. (2.6)–(2.8).

2.3 Construction of numerical flux based on hydrostatic reconstruction

Failure to achieve the well-balanced property is mainly due to two aspects: the approx-
imation to the flux gradient cannot be offset by the one to the source term; the numeri-
cal flux is not consistent with the physical flux at the cell interface. Therefore, the con-
struction of numerical fluxes F̂r

j− 1
2

and F̂l
j+ 1

2
in (2.1) is crucial to the preservation of the

well-balanced property. In this article, the numerical fluxes are required to satisfy the
following conditions

F̂r
j− 1

2
=F

(
U+

j− 1
2

)
and F̂l

j+ 1
2
=F

(
U−

j+ 1
2

)
(2.9)

at the still water steady state (1.3) and possess the following forms

F̂r
j− 1

2
= f̂
(

U∗,−
j− 1

2
, U∗,+

j− 1
2

)
+F
(

U+
j− 1

2

)
−F
(

U∗,+
j− 1

2

)
, (2.10a)

F̂l
j+ 1

2
= f̂
(

U∗,−
j+ 1

2
, U∗,+

j+ 1
2

)
+F
(

U−
j+ 1

2

)
−F
(

U∗,−
j+ 1

2

)
. (2.10b)

Here,

f̂ (a1,a2)=
1
2
(

F(a1)+F(a2)−α(a2−a1)
)

(2.11)
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denotes the simple and efficient Lax-Friedrichs flux with α=max
∣∣u+√gh

∣∣ over the whole
computational domain.

We will adopt the following procedures to realize the aim (2.9).
In addition, the notation U∗ stands for the value obtained with the hydrostatic recon-

struction. Specifically speaking, inspired by the the hydrostatic reconstruction idea [30],
we locally redefine the cell interface values as follows

U∗,+
j− 1

2
=
(

h̄j+ b̄j−b∗j− 1
2
,0
)T

+Ur,+
j− 1

2
, (2.12a)

U∗,−
j+ 1

2
=
(

h̄j+ b̄j−b∗j+ 1
2
,0
)T

+Ur,−
j+ 1

2
, (2.12b)

with
b∗j± 1

2
=max

(
b−

j± 1
2
,b+

j± 1
2

)
.

2.4 Source term approximation with decomposition technique

To realize the well-balanced schemes, the approximation to source term is required to
balance the one to the flux gradient. In view of the linearity of the source term S(U,b)
with respect to U, (i.e., S(U,b) = S(Ue,b)+S(Ur,b)), the cell intergration

∫
Ij

S(U,b)dx in
(2.1) can be decomposed into as follows∫

Ij

S(U,b)dx=
∫

Ij

S(Ue,b)dx+
∫

Ij

S(Ur,b)dx. (2.13)

At the still water steady state, the balancing F(Ue)x =S(Ue,b) with Ue as the eqilibrium
state leads to the following equality∫

Ij

S(Ue,b)dx=
∫

Ij

F(Ue)xdx=F
(

Ue,−
j+ 1

2

)
−F
(

Ue,+
j− 1

2

)
. (2.14)

For another cell integration∫
Ij

S(2)(Ur,b)dx=
∫

Ij

−ghrbxdx

in the second equation, we apply the three-point Gaussian quadrature rule. Concretely
speaking, we first get hGk , bGk , k= 1,2,3, as the Gaussian point values of h and b by the
WENO reconstruction. Next, we define the Gaussian point values of h under the steady
state as follows:

he
Gk
= h̄j+ b̄j−bGk , k=1,2,3,

then get

hr
Gk
=hGk−he

Gk
, k=1,2,3.
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To realize hGk +bGk = constant, we implement the WENO reconstruction to U = (h̄,hu)T

firstly and obtain hGk , k=1,2,3 secondly. Afterwards, we adopt the same coefficients for
U to the WENO reconstruction for B=(b̄,0)T, then get bGk , k=1,2,3 correspondingly. In
fact, the procedures to realize hGk +bGk = constant, k= 1,2,3, are similar to those in (2.2),
(2.3) and (2.4).

2.5 The temporal discretization

Now, the semi-discrete schemes (2.1) can be written out as an ordinary differential equa-
tion:

d
dt

U(t)=F (U) (2.15)

with F (U) being a spatial operator including the approximations to both the flux gradi-
ent and the source term in (2.1). For the temporal discretization, we apply the third-order
Runge-Kutta approach [37]:

U(1)
=Un

+∆tF
(

Un
)

, (2.16a)

U(2)
=

3
4

Un
+

1
4

(
U(1)

+∆tF
(

U(1)
))

, (2.16b)

Un+1
=

1
3

Un
+

2
3

(
U(2)

+∆tF
(

U(2)
))

. (2.16c)

2.6 Implementation details of the finite volume WENO schemes

The complete algorithm of the current schemes can be summarized as follows:

1. Starting from the initial data, we get the cell averages {U j} and {b̄j},

2. By means of the WENO reconstruction with modification in Section 2, we obtain
U±

j± 1
2

as well as b±
j± 1

2
at the cell interfaces. Then, we decompose U± with the follow-

ing form
U+

j− 1
2
=Ue,+

j− 1
2
+Ur,+

j− 1
2

and U−
j+ 1

2
=Ue,−

j+ 1
2
+Ur,−

j+ 1
2
,

3. Construct numerical fluxes F̂r
j− 1

2
and F̂l

j+ 1
2

as in (2.10) with the the hydrostatic re-

construction idea through (2.12),

4. Approximate the source term as in (2.13),

5. Update the numerical solutions to the next time level and get Un+1 by the aid of the
Runge-Kutta approach (2.16).
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2.7 Analysis of the well-balanced schemes

All the above treatments together result in well-balanced schemes, which maintain the
steady state at the discrete level.

Theorem 2.1. With respect to the one-dimensional SWEs (1.1), the proposed finite volume
WENO schemes (2.1), combined with the numerical fluxes (2.10) and the source term approx-
imation (2.13), are well-balanced for the still water steady state (1.3).

Proof. For the still water steady state (1.3), any consistent scheme is exact for the first
equation (hu)x =0 since u=0. Concerning the well-balanced property, we only focus on
the second equation.

In terms of Ue,+
j− 1

2
and Ue,−

j+ 1
2

in (2.7), we observe the following facts

Ue,+
j− 1

2
=U+

j− 1
2

and Ue,−
j+ 1

2
=U−

j+ 1
2
,

due to Ur,+
j− 1

2
=Ur,−

j+ 1
2
= 0 at the still water steady state. In addition, we also have hr

Gk
= 0,

k=1,2,3, which lead to ∫
Ij

−ghrbxdx=0.

Then, the source term approximation reduces to∫
Ij

S(U,b)dx=F
(

Ue,−
j+ 1

2

)
−F
(

Ue,+
j− 1

2

)
=F

(
U−

j+ 1
2

)
−F
(

U+
j− 1

2

)
in combination with (2.13) and (2.14).

Moreover, in the case of lake at rest steady state, we own the following equality

U∗,−
j± 1

2
=U∗,+

j± 1
2

due to (h+b)j≡constant and Ur,+
j− 1

2
=Ur,−

j+ 1
2
=0. Subsequently, we have

F̂r
j− 1

2
=F

(
U+

j− 1
2

)
and F̂l

j+ 1
2
=F

(
U−

j+ 1
2

)
thanks to the consistence of the Lax–Friedrichs flux in (2.11), i.e., f̂ (a,a)=F(a).

Finally, we conclude that the source term approximation in (2.14) is exactly balanced
by the one to the flux gradient, namely,∫

Ij

S(U,b)dx= F̂l
j+ 1

2
− F̂r

j− 1
2
,

which indicates the desired well-balanced property at the discrete level. This finishes the
proof.
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2.8 The two-dimensional cases

The two-dimensional SWEs take the following form

ht+(hu)x+(hv)y =0, (2.17a)

(hu)t+
(

hu2+
1
2

gh2
)

x
+(huv)y =−ghbx, (2.17b)

(hv)t+(huv)x+
(

hv2+
1
2

gh2
)

y
=−ghby, (2.17c)

where v(x,y,t) denotes the flow velocity in the y direction. The other notations are the
same as in the one-dimensional cases. Here, the still water steady state we are interested
to maintain is as follows

u=v=0, h+b=constant.

It is straightforward to generalize the proposed one-dimensional well-balanced schemes
to the above two-dimensional SWEs (2.17).

3 Numerical results

Herein, we implement extensive examples to validate the performances of the current
schemes. Throughout the article, we apply the fifth-order (i.e., r = 3) WENO recon-
struction for the spatial discretization and employ the third-order Runge-Kutta approach
(2.16) for the temporal discretization. The CFL number is taken as 0.6 to maintain the
numerical stability, except for the accuracy testing where we take smaller time step to
ensure that spatial errors dominate.

3.1 One-dimensional cases

3.1.1 Testing the well-balanced property

To testify the well-balanced property, we use an example in [14] based on two different
bottom topographies: the first one

b(x)=5e−
2
5 (x−5)2

m

is smooth, and the second one

b(x)=
{

4m, if 4≤ x≤8m,
0m, otherwise,

is discontinuous. The initial conditions are at the still water still steady state

h+b=10m and u=0m/s
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Table 1: L1 and L∞ errors over a smooth bottom topography.

Cells Precision L1error L∞ error
h hu h hu

100 Single 1.64E−07 1.65E−07 6.68E−07 4.84E−07
Double 3.17E−14 2.63E−14 1.24E−14 9.55E−14

200 Single 1.03E−07 1.12E−07 5.32E−07 3.96E−07
Double 2.55E−14 1.56E−14 1.09E−14 8.75E−14

Table 2: L1 and L∞ errors over a discontinuous bottom topography.

Cells Precision L1error L∞ error
h hu h hu

100 Single 7.63E−07 1.29E−07 7.47E−07 7.95E−07
Double 2.65E−14 2.45E−14 1.60E−14 9.07E−14

200 Single 5.19E−07 1.02E−07 5.69E−07 5.48E−07
Double 1.35E−14 1.36E−14 1.03E−14 7.58E−14

on the domain [0,10]m. To verify the well-balanced property numerically, we compute
the errors between the solution at t= 0.5s and the initial condition on meshes with 100
and 200 cells by single as well as double precisions respectively, then show them in Tables
1 and 2. The tables suggest that the errors are all at the level of machine accuracy and
well-balanced WENO scheme is achieved correspondingly.

3.1.2 Testing the accuracy order

To test the fifth-order accuracy with smooth solutions, we choose the following initial
data from [14]

h(x,0)=
(

5+ecos(2πx)
)

m, (hu)(x,0)=sin(cos(2πx))m2/s,

over a bottom topography b(x)=sin2(πx)m on [0,1]m. Periodic boundary conditions [14,
32] are imposed. Thanks to the non-existence of the exact solutions, we first apply the
same scheme on a mesh with 12,800 cells to obtain reference solutions, and compute the
L1 errors as well as accuracy orders at t=0.1s, then present them in Table 3. The Table 3
implies that the expected fifth-order of accuracy orders are obviously achieved.

3.1.3 Perturbations of a steady state water flow

Herein, we utilize this example [38] to validate the capability to resolve small and large
perturbations to a steady state. The bottom contains a bump

b(x)=
{

0.25(cos(10π(x−1.5))+1)m, if 1.4≤ x≤1.6m,
0m, otherwise,
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Table 3: L1 errors and accuracy orders for the example in Section 3.1.2.

Cells CFL h hu
L1 error Order L1 error Order

25 0.6 1.5947E−02 8.5321E−02
50 0.6 2.5406E−03 2.65 1.7205E−02 2.31

100 0.4 2.9427E−04 3.11 2.2420E−03 2.94
200 0.3 2.2643E−05 3.70 1.8235E−04 3.62
400 0.2 9.4017E−07 4.59 7.4674E−06 4.61
800 0.1 2.9584E−08 4.99 2.3661E−07 4.98

on [0,2]m. The initial data are given as follows

h(x,0)=
{

(1−b(x)+ε)m, if 1.1≤ x≤1.2m,
(1−b(x))m, otherwise,

and u(x,0)=0m/s,

with ε > 0 being a perturbation parameter. We deal with ε = 0.2m (big pulse) and ε =
0.001m (small pulse) separately.

We present the free surface level h+b and the flow discharge hu at t = 0.2s against
the reference solutions in Figs. 1 and 2. From the figures, we can obviously observe that
both the pulses are all accurately resolved. Moreover, the solutions are free of spurious
oscillations, and are comparable to those in the literature [14, 32, 38].
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Figure 1: Perturbation of a steady state water flow with a big pulse. Free surface level h+b (left) and flow
discharge hu (right) at t=0.2s.

3.1.4 Steady flow over a hump

Then, we implement three benchmarks examples [39] to further validate the current
schemes. The three examples contain transcritical, supercritical as well as subcritical
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Figure 2: Perturbation of a steady state water flow with a small pulse. Free surface level h+b (left) and flow
discharge hu (right) at t=0.2s.

flows, respectively, over the following hump

b(x)=
{ (

0.2−0.05(x−10)2)m, if 8≤ x≤12m,
0m, otherwise,

and are all coupled with the same initial data

h(x,0)=0.33m and u(x,0)=0m/s,

on [0,25]m. Subsequently, we carry out all the computations on the same mesh with 200
cells up to t=200s and compare the numerical results with the exact solutions from [40].

• Case 1: Transcritical flow without a shock. We impose a unit discharge of 1.53m2/s
and an open boundary condition (i.e., du/dx=0) at the upstream boundary and on
the downstream one, respectively. The h+b and hu are shown in Fig. 3 and a very
good agreement with the exact solutions is obviously achieved.

• Case 2: Transcritical flow with a shock. A water discharge of 0.18m2/s and a water
depth of 0.33m are imposed on the upstream boundary and on the downstream
one, respectively. The free surface level h+b and the water discharge hu against the
exact solutions are shown in Fig. 4. The numerical results agree well with the exact
ones and are free of spurious oscillations.

• Case 3: Subcritical flow. Similarly, we impose a water discharge of 4.42m2/s and a
water depth of 2m on the upstream boundary and on the downstream one, respec-
tively. We demonstrate h+b and hu in comparison with the exact solutions in Fig. 5.
It is evident that the numerical results are in good agreement with the exact ones.
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Figure 3: Transcritical flow without a shock. Free surface level h+b (left) and flow discharge hu (right) at
t=200s.
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Figure 4: Transcritical flow with a shock. Free surface level h+b (left) and flow discharge hu (right) at t=200s.

3.1.5 The dam break problem over a rectangular bump

Next, we implement a dam break test case from [12,14,32] on a rectangular shape bump:

b(x)=
{

8m, if
∣∣x−750

∣∣≤1500/8m,
0m, otherwise,

and consider the following initial data

h(x,0)=
{

(20−b(x))m, if x≤750m,
(15−b(x))m, otherwise,

and u(x,0)=0m/s,

on [0,1500]m.
The numerical results are shown in Fig. 6, and keep a good agreement with the refer-

ence ones obviously.
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Figure 5: Subcritical flow. Free surface level h+b (left) and flow discharge hu (right) at t=200s.
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Figure 6: The dam break problem over a rectangular bump. Free surface level h+b at t=15s (left) and t=60s
(right).

3.1.6 The tidal wave flow

Then, we consider an example from [41] with the following initial data

h(x,0)=(60.5−b(x))m, hu(x,0)=0m2/s,

over the following bottom topography

b(x)=
(

10+
40x

L
+10sin

(
π

(
4x
L
− 1

2

)))
m,

with L=14000m as the length of the domain. The boundary condition

h(0,t)=
(

64.5−4sin
(

π

(
4t

86400
+

1
2

)))
m, hu(L,t)=0m2/s,
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Figure 7: The tidal wave flow. Water depth h (left) and flow velocity u (right) at t=7552.13s.

is imposed at both ends of the computational domain. The exact solutions in the follow-
ing form

h(x,t)=
(

64.5−b(x)−4sin
(

π

(
4t

86400
+

1
2

)))
m,

hu(x,t)=
(x−L)π

5400
cos
(

π

(
4t

86400
+

1
2

))
m2/s,

can be obtained with the aid of the asymptotion analysis as in [41].
Numerical results at t=7552.13s against the exact solutions are shown in Fig. 7, and

are obviously consistent with the exact ones.

3.1.7 The 1-rarefaction and 2-shock problem

To further testify our schemes, we consider an example over a step shape bottom [42]

b(x)=
{

0m, if x≤0m,
1m, otherwise,

with the initial data

h(x,0)=
{

4m, if x≤0m,
1m, otherwise,

and u(x,0)=0m/s,

on [−10,10]m.
This example will produce a rarefaction moving to the left and a shock to the right

over time. Numerical results at t = 1s are shown in Fig. 8 and are evidently in good
agreement with the exact ones.
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x

h
+

b

­10 ­5 0 5 10

0

1

2

3

4

5

exact h+b

numerical h+b

bottom

x

h
u

­10 ­5 0 5 10

0

5

10

15

20 exact hu

numerical hu

Figure 9: The 1-shock and 2-shock problem. Free surface level h+b (left) and flow discharge hu (right) at
t=1s.

3.1.8 The 1-shock and 2-shock problem

This example is also over the same step shape bottom as in Section 3.1.7 on [−10,10]m,
and is accompanied by the following initial data

h(x,0)=
{

4m, if x≤0m,
1m, otherwise,

u(x,0)=
{

5m/s, if x≤0m,
−0.9m/s, otherwise.

As time goes on, this example will develop two shocks: one shock moving to the left
and another one to the right. Numerical solutions at t=1s in comparison with the exact
solutions are shown in Fig. 9 and agree well with the exact ones obviously.
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3.2 Two-dimensional cases

3.2.1 Testing the well-balanced property

To testify the well-balanced property even for the two-dimensional case, we consider an
example from [14] with the initial data

h(x,y,0)=(1−b(x,y))m, u(x,y,0)=v(x,y,0)=0m/s,

over the following bottom b(x,y) = 0.8e−50
(
(x−0.5)2+(y−0.5)2

)
m on the unity domain

[0,1]m×[0,1]m.
The L1 errors between the solutions at t=0.1s and the initial data with different pre-

cisions are demonstrated in Table 4, and are all at the level of machine accuracy even for
different precisions, then verify the expected well-balanced property correspondingly.

Table 4: L1 errors for different precisions for the still water steady state solutions.

Cells Precision L1error
h hu hv

100×100 Single 2.51E−07 3.26E−06 5.41E−07
Double 4.35E−15 2.18E−15 3.52E−15

200×200 Single 1.37E−07 2.29E−06 3.45E−07
Double 2.95E−15 1.58E−15 2.57E−15

3.2.2 Testing the accuracy order

By means of this example, we further check the orders of accuracy for the following two-
dimensional problem. The initial data and the bottom topography are given by as in [14]

h(x,y,0)=10+esin(2πx)cos(2πy)m,

hu(x,y,0)=sin(cos(2πx))sin(2πy)m2/s,

hv(x,y,0)=cos(2πx)cos(sin(2πx))m2/s,
b(x,y,)=sin(2πx)+cos(2πy)m,

on an unit square [0,1]m×[0,1]m. We impose periodic boundary conditions and compute
this example up to t=0.05s. Because the exact solution does not exist, we apply the same
fifth-order scheme on a mesh with 1600×1600 cells to obtain a reference solution, and
then take this reference solution as the exact solution to compute the numerical errors as
well as the orders of accuracy. We present the errors and orders of accuracy in Table 5
and can observe that the fifth-order accuracy is achieved even for this two-dimensional
example.
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Table 5: L1 errors and accuracy orders for the example in Section 3.2.2.

Cells CFL h hu hv
L1 error Order L1 error Order L1 error Order

25×25 0.6 7.87E−03 3.25E−02 5.79E−02
50×50 0.6 1.10E−03 2.83 4.44E−03 2.87 7.65E−03 2.92

100×100 0.6 1.74E−04 3.67 4.15E−04 3.42 5.84E−04 3.71
200×200 0.4 8.08E−06 4.43 2.54E−05 4.03 2.58E−05 4.50
400×400 0.3 2.80E−07 4.85 9.92E−07 4.68 9.08E−07 4.83
800×800 0.2 8.75E−09 5.00 3.12E−08 4.99 2.81E−08 5.01

3.2.3 A small perturbation of a two-dimensional steady state water flow

In the end, we handle an example from [14, 38] with the following initial data

h(x,y,0)=
{

(1−b(x,y)+0.01)m, if 0.05≤ x≤0.15m,
(1−b(x,y))m, otherwise,

u(x,y,0)=v(x,y,0)=0m/s,

over an elliptical bump bottom

b(x,y)=0.8e−5(x−0.9)2−50(y−0.5)2
m

on a domain [0,2]m×[0,1]m.
The contours of h+b on two meshes at different final times are shown in Fig. 10 for

comparison. The numerical results strongly imply that the current schemes enjoy the
capability to resolve complex features of the water flow very well. Furthermore, the
results here can also be compared with those in the literature [14, 32].

4 Conclusions

This article develops well-balanced finite volume WENO schemes for one- and two-
dimensional SWEs with geometrical source term. A suitable conservative variables de-
composition strategy in combination with the hydrostatic reconstruction idea help us to
construct well-balanced numerical fluxes. Moreover, this decomposition strategy also
enables us to realize a novel and simple source term approximation, which is consistent
with the approximation to the flux gradient. Rigorous theoretical analysis and extensive
numerical evidences all verify the well-balanced property. Furthermore, numerical re-
sults indicate that the current schemes keep high-order accuracy for smooth solutions,
and enjoy good resolutions for discontinuous solutions at the same time.
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Figure 10: A small perturbation of a two-dimensional steady state water flow. Thirty equally spaced contours
of h+b at different final time. From top to bottom: at t=0.12s from 0.99942m to 1.00656m; at t=0.24s from
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