Making True Amplitude Angle Domain Common Image Gathers Using Invertible Radon Transform
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Abstract. Converting subsurface offset domain common image gathers (ODCIGs) to angle domain common image gathers (ADCIGs) through a Radon Transform (RT) in either the spatial or wavenumber domain is efficient and valid except for the distortion of both frequency spectrum and amplitude versus angle (AVA) effect. This paper presents two modifications to the existing method to keep the frequency spectrum of the resultant ADCIGs the same as the input data and to preserve the relative amplitudes. The spectrum invariance is achieved by replacing the conventional RT or slant slack by an invertible RT. Amplitude preservation is obtained by applying an amplitude correction factor in the angle domain. Tests on both synthetic and field datasets validate the accuracy of these modifications.
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1 Introduction

Reverse time migration (RTM) aims to construct an image of subsurface reflectors by using recorded seismic data and migration velocity models. The images can be formed by calculating numerical solutions to the two-way wave equations based on these given conditions. While the goal of conventional migration is to produce images of subsurface structure, so-called true amplitude or amplitude preserving migration attempts to maintain relative amplitude information. As a consequence, event amplitudes in the migrated results (stacked images or gathers before stacking) become proportional to the angle-dependent reflection coefficients of subsurface reflection interfaces. Zhang and Sun (2009) showed that true amplitude RTM can provide better products for subsalt imaging and AVA analysis than those from normal migration methods.
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An alternative method to estimate reflection coefficients is through seismic inversion, such as Least Squares Migration (LSM). Inversion techniques usually need several iterations to converge, while true amplitude RTM requires only one iteration. Indeed, true amplitude migration can be considered as the first iteration of least squares migration. Because only one iteration is employed, it is critical that this iteration is properly preconditioned for recovering the reflection coefficients; such preconditioning operators have been well established in the past several decades. Another advantage of migration over inversion approaches is the resistance to noise because no data matching is performed in the migration process. Given its computational efficiency and robustness to noise, true amplitude RTM has been, and will keep playing an important role for imaging subsurface structures and estimating medium properties.

Bleistein et al. (2001) derived the true-amplitude Kirchhoff migration formula, which is a by-product of his ray-based seismic inversion theory. Other researchers further developed wave-equation-based true amplitude migration methodologies, including one-way wave equation migration (Zhang et al., 2005) and RTM (Xu et al., 2011; Zhang and Sun, 2009). To gain leverage from true amplitude migration, many researchers have developed various methods to produce ADCIGs (Biondi and Symes, 2004; Dickens and Winbow, 2011; Luo et al., 2010; Sava and Fomel, 2003, 2006; Shan and Biondi, 2008; Xie and Wu, 2002; Xu et al., 2001, 2011; Yan and Xie, 2009, 2012; Yoon et al., 2011; Zhang, et al., 2010). True amplitude ADCIGs have been used for creating better stacked images and for revealing subtle and complex geologic features.

Among the methods used for generating ADCIGs, converting the migrated images from the subsurface-offset domain to the angle domain is an easy-to-implement approach. It can be realized by performing a conventional RT in the offset-depth domain or by radial-trace mapping in the offset-depth wavenumber domain (Sava and Fomel, 2000; 2003). However, the resultant ADCIGs may have degraded accuracy in terms of preserving the true amplitude and original frequency spectrum (Jin et al., 2014; Luo et al., 2010). This paper modifies the conventional RT-based method for preserving true amplitude and frequency content. We first introduce an invertible RT, which yields better frequency spectrums than the conventional RT. Then, we derive and apply an amplitude compensation factor for better preservation of the amplitude information. The effectiveness of these techniques on improving the quality of migrated images is confirmed by synthetic and field data tests.

2 Methods

2.1 Angle domain true amplitude Kirchhoff migration

True amplitude angle-domain Kirchhoff migration (Xu et al., 2001) can be written as:

\[ \hat{R}(x, \theta) = \int_{x_1}^{x_2} \int \int i\omega \frac{\cos(\alpha_s) \cos(\alpha_r)}{v_s v_r} A_s A_r e^{i\omega(\tau_s + \tau_r)} Q d\omega dx_r dx_s. \]  (2.1)
In this equation, $\tilde{R}(x, \theta)$ is the angle dependent reflectivity, $\alpha_s$ and $\alpha_r$ are the propagation angles at the source and receiver locations between the vertical and ray trajectory directions, $\cos(\alpha_s)$ and $\cos(\alpha_r)$ are called obliquity factors from the source and receiver sides, $v_s$ and $v_r$ are the migration velocities at the source and receiver location, $A_s$ and $A_r$ are the Green’s function amplitudes from the source and receiver locations, $\tau_s$ and $\tau_r$ are the Green’s function traveltimes from the source and receiver locations to the image location, and $Q$ are the recorded seismic traces. It is important to note that the recorded traces in Eq. (2.1) are recorded data in the whole space. In reality, the data are recorded on or near the free surface of the half space and ghost waves must be taken into account. Eq. (2.1) can preserve amplitudes if the input data are recorded in a whole space, otherwise additional effort must be made to compensate the effects of free surface.

2.2 Angle domain true amplitude RTM

RTM calculates two wavefields including a forward propagated source wavefield and a backward propagated receiver wavefield. The temporal dot product of these two wavefields will generate desired images of subsurface reflectors. We adopt the true amplitude angle-domain RTM theory from Zhang and Sun (2009) for creating benchmarks for our proposed method. According to their method, Eqs. (2.2) and (2.3) (see below) are employed for calculating the source and receiver wavefields $S(x, x_s, \theta, t)$ and $R(x, x_s, \theta, t)$, respectively. In our implementation, both source function $f(t)$ and recorded data $Q(t)$ are injected into the wavefields computed by a finite-difference algorithm. To simulate the boundary conditions, a mirror source function $-f(t)$ and mirror recorded data $-Q(t)$ are also injected. We have chosen this way in order to avoid unwanted free-surface-related artifacts, and more importantly, the mirror source and receiver data are used to generate the obliquity factors in Eq. (2.1).

\[
\begin{align*}
\frac{1}{c^2} \ddot{S} &= \nabla^2 S, \\
S(x, z=0, t) &= \delta(x) \int_{-\infty}^{t} f(t') dt', \\
\frac{1}{c^2} \ddot{R} &= \nabla^2 R, \\
R(x, z=0, t) &= Q(t), \\
R(x, x_s, \theta) &= \int_{0}^{T_{\text{max}}} S(x, x_s, \theta, t) R(x, x_s, \theta, t) dt, \\
R(x, \theta_0) &= \int R(x, x_s, \theta) \delta(\theta - \theta_0) dx_s.
\end{align*}
\]  

The zero-lag cross-correlation imaging condition in Eq. (2.4) is used to generate a migrated image from every shot record. The resulting image $R(x, x_s, \theta)$ can be further converted to the angle domain according to Eq. (2.5), assuming the incidence angles are pre-computed or provided. In the simplest case, the incidence angles can be computed
using Pythagorean theory for a homogeneous medium. Indeed, this approach is used to generate benchmarks for testing our proposed method. One can prove that Eq. (2.5) is essentially the same as Eq. (2.1) (Zhang et al., 2005; Zhang and Sun, 2009).

2.3 Sub-offset domain common image gather

Sava and Fomel (2000, 2003) proposed a way to build extended migration images with a sub-surface spatial shift to compute a subsurface offset gather \( I(h,x,z) \):

\[
I(h,x,z) = \int_{0}^{T_{\text{max}}} S(x-h,z,t) R(x+h,z,t) dt. \tag{2.6}
\]

The ODCIG \( I(h,x,z) \) is then converted to an ADCIG by using the following RT:

\[
I_1(x,z,\theta) = \int_{-H}^{H} I(h,x,z-h\tan\theta) dh, \tag{2.7}
\]

where \( H \) is the maximum offset. A RT is also called a slant stack in seismic data processing.

The ODCIG in Eq. (2.6) is well known and commonly used for wave equation migration velocity analysis (WEMVA), such as in differential semblance optimization (DSO) (Shen and Symes, 2008; Sava and Biondi 2004). These methods automatically update the velocity model through measuring the focusing of the ODCIGs without any picking.

2.4 Invertible Radon transform for ADCIG

The ADCIG from Eq. (2.7) fails to preserve the amplitude and frequency spectrum (Jin et al., 2014; Luo et al., 2010). To preserve the frequency spectrum, we apply back-projection “Rho Filtering” \(|\omega|\) (Hiriyannaiah, 1997) on \( I_1 \) (Eq. (2.8)), where the convolution is based on \( z \) in \( I_1(z,\theta) \). The back-projection filter is shown in Eq. (2.9), where is the depth sampling interval. In the following section, we will use synthetic data to validate the new projection filter

\[
I_2(z,\theta) = I_1(z,\theta) * h(nZ), \tag{2.8}
\]

\[
h(nZ) = \begin{cases} 
\frac{1}{4Z^2}, & n = 0, \\
0, & n \text{ is even}, \\
-\frac{1}{n^2\pi^2Z^2}, & n \text{ is odd}. 
\end{cases} \tag{2.9}
\]

2.5 Generation of Benchmarking datasets

We know that reflection traveltimes from an imaginary flat interface can be modeled by direct arrivals (Fig. 1). Since there is no actual interface, the reflection coefficients
Figure 1: The method of generating benchmarking synthetic data containing reflections from a virtual interface. In this method, all four boundaries should be absorbing.

from the virtual interface are constant for any incidence angle. This virtual reflection is particularly useful for testing true amplitude RTM where the amplitudes in a migrated ADCIG are independent of the incidence angle. In the virtual reflector tests, we use absorbing boundary conditions to simulate wave propagation in an infinite space.

We simulate five virtual interfaces to perform ADCIG tests. Fig. 2(a) is common shot gather computed by a finite difference solution to the acoustic wave equation. The background velocity is 3000 m/s and the grid size is 10 m in both horizontal and vertical directions. A Ricker wavelet with a 10 Hz peak frequency is used as the source function and five virtual interfaces from 2 km to 6 km deep are simulated using the method. We will use this dataset to test the angle domain true amplitude RTM. Fig. 2 shows that using the true velocity, the energy focuses at the correct depths at the zero offset location in the ODCIG. Fig. 3(a) is the benchmark ADCIG generated using Eq. (2.5) and Pythagorean theory using Fig. 3(c) as input. We can compare an ADCIG converted from ODCIG using a conventional forward RT (Eq. (2.7)) and an ADCIG converted using an invertible RT according to Eqs. (2.8) and (2.9). The stacks of the ADCIGs are shown in Fig. 4(a), 4(c) and 4(e), respectively. The corresponding spectra, displayed in Fig. 4(b), 4(d) and 4(f), are quite different. The frequency spectrum of the benchmark result is nearly identical as the one made from the invertible RT. It tells us that the ADCIG generated by the invertible RT can better preserve the frequency spectrum.

### 2.6 Compensation of amplitude for ADCIG

Although the frequency spectrum of the ADCIG made from invertible RT is preserved, the true amplitude capability of the ADCIG remains to be verified. Arntsen et al. (2010) pointed out that Eqs. (2.6) and (2.7) cannot create true amplitude ADCIGs and he solved this problem by changing the source of the downgoing wavefield resulting in a true-amplitude cross-correlation type imaging condition. In this paper, to preserve the amplitude of the ADCIG, we will apply angle binning during the invertible RT. As shown in Fig. 2(b), the green line is the slant stack path for incidence angle $\theta$, and the two yellow triangles show the areas included in the given angle bin ($\delta\theta$ is the binning range).
Figure 2: The benchmarking synthetic datasets containing 5 reflections generated from virtual interface methods including (a) the recorded seismic traces, (b) the migration result of one shot using Eqs. (2.2) to (2.4), and (c) the ODCIG computed from Eq. (2.6).

To apply angle binning during RT, Eq. (2.7) is replaced by the following:

$$I_1'(z, \theta) = \int_{-H}^{H} \int_{p_1}^{p_2} I(h, z + ph) dpdh,$$

(2.10)

where $p_1 = -\tan(\theta - \delta\theta/2)$, $p_2 = -\tan(\theta + \delta\theta/2)$ and $p_1 = -\tan(\theta)$. Substituting $p$, $p_1$ and $p_2$ to Eq. (2.10), we can derive the following (see the Appendix):

$$I_1'(z, \theta) = \frac{\delta\theta}{(\cos\theta)^2} I_1(z\theta).$$

(2.11)

We name $\frac{\delta\theta}{(\cos\theta)^2}$ the amplitude compensation factor. Now we apply the amplitude compensation factor to the ADCIG $I_2$ generated by the invertible RT to the virtual interface.
Figure 3: Synthetic tests showing ADCIGs from (a) the binning result from Fig. 2(c) using Eq. (2.5), (b) a forward RT, and (c) after applying an invertible RT and amplitude compensation factor.

Figure 4: ADCIG stacks and frequency spectra. Panels (a), (c) and (e) are stacks of Fig. 3(a), 3(b) and 3(c), respectively, while (b), (d) and (f) are the corresponding frequency spectra.

synthetic tests. Fig. 5(c) shows the peak amplitude of the five virtual interfaces picked from Fig. 3(c). The amplitude is decaying with increasing incidence angle. After applying the amplitude compensation factor, the amplitude variation becomes flat with respect to varying incidence angle. This result is also consistent with the benchmark shown in Fig. 5(b).
3 Numerical examples

The first example is a two-layer model containing a flat interface. The upper layer velocity \( V_1 \) is 3.464 m/s and the lower layer velocity \( V_2 \) is 4.000 m/s. A 2D finite-difference forward modeling algorithm is used to generate the synthetic data. In this example, the analytical reflection coefficient is given by Eq. (3.1) (where \( \theta_1 \) is incidence angle and \( \theta_2 \) is refracted angle) and shown by the red line in Fig. 7.

\[
R(\theta_1) = \frac{V_2 \cos \theta_1 - V_1 \cos \theta_2}{V_2 \cos \theta_1 + V_1 \cos \theta_2},
\]

3.1 BP 2D synthetic model test

The second example uses the 2004 BP 2D synthetic dataset. Fig. 8(a) shows the stacked image using the conventional RT method whereas Fig. 8(b) is the result after the frequency and amplitude compensation. The comparison shows that after the compensation, the frequency spectrum is increased and the image quality is largely improved because of lower frequency noise is suppressed. Fig. 8(c) and 8(d) are ADCIGs extracted
Figure 6: ADCIG tests showing (a) binning result from using Eqs. (2.2) to (2.5), (b) ADCIG using invertible RT and amplitude compensation, and (c) ADCIG using forward RT without amplitude compensation.

Figure 7: Reflection coefficients versus incident angle.

from Fig. 8(a) and 8(b) at cdp = 3000, respectively. Again, the gather using an invertible RT is much cleaner because the frequency issue is correctly addressed and more accurate amplitude compensation is applied.

3.2 Real data test

The third example is an application to marine seismic data. Fig. 9(a) shows the stacked image using the conventional RT method compared to the result after frequency and
amplitude compensation shown in Fig. 9(b). If we look at a zoom in (Fig. 9(c) and 9(d)) we can see that the resolution using the new algorithm is enhanced and low frequency noise is suppressed. The same results are seen when comparing the ADCIGs (Fig. 9(e) and 9(f)). In this test, 0 to 60 degree incidence angles are used to make the stacked image from the ADCIGs and no other denoising technique is applied.

4 Conclusions

We described two modifications to the widely used RT method for converting ODCIGs to ADCIGs for preserving migration amplitudes and frequency spectra using RTM. The frequency spectra are preserved when a conventional RT (or slant slack) is replaced by an invertible RT (Rho-filtering). Moreover, an amplitude compensation factor is introduced to make the amplitudes in ADCIGs proportional to the reflection coefficients. These enhancements are verified on both synthetic and real data examples. By correctly address-
Figure 9: Real data example showing (a) a stacked image using the conventional RT method; (b) a stacked image after frequency and amplitude compensation; (c) and (d) zoom in of (a) and (b), respectively, (yellow rectangle in (a)); (e) and (f) ADCIGs using conventional and invertible RT, respectively (located at red lines in (a)).

Using amplitude and frequency spectrum information, the image quality is significantly improved.
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Appendix: Derivation of amplitude compensation factor

As shown in Fig. 2(c), the green line is the slant stack path for incidence angle $\theta$, and the two yellow triangles show the areas included into the given angle bin ($\delta\theta$ is the binning range), the ray parameters $p$, $p_1$ and $p_2$ are expressed as follows:

\begin{align*}
    p &= -\tan\theta, \quad \text{(A.1)} \\
    p_1 &= -\tan(\theta - \delta\theta/2), \quad \text{(A.2)} \\
    p_2 &= -\tan(\theta + \delta\theta/2). \quad \text{(A.3)} \\
\end{align*}

By substituting these ray parameters into Eq. (2.10), one can derive:

\begin{align*}
    I(z, \theta) &= \int_{-h}^{h} \int_{p_1}^{p_2} I(h, z + ph)dpdh \\
    &= \int_{-h}^{h} \int_{\theta - \delta\theta/2}^{\theta + \delta\theta/2} I(h, z - h\tan\theta')d(-\tan\theta')dh \\
    &= \int_{-h}^{h} \int_{\theta - \delta\theta/2}^{\theta + \delta\theta/2} \frac{1}{(\cos\theta')^2} I(h, z - h\tan\theta')d\theta'dh \\
    &= \int_{\theta - \delta\theta/2}^{\theta + \delta\theta/2} \frac{1}{(\cos\theta')^2} I_1(z, \theta')d\theta' = \frac{\delta\theta}{(\cos\theta)^2} I_1(z, \theta), \quad \text{(A.4)}
\end{align*}

$\frac{\delta\theta}{(\cos\theta)^2}$ is the amplitude compensation factor used in Eq. (3.1).
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