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Abstract. In this paper we introduce EMPIRE-PIC, a finite element method particle-
in-cell (FEM-PIC) application developed at Sandia National Laboratories. The code
has been developed in C++ using the Trilinos library and the Kokkos Performance
Portability Framework to enable running on multiple modern compute architectures
while only requiring maintenance of a single codebase. EMPIRE-PIC is capable of solv-
ing both electrostatic and electromagnetic problems in two- and three-dimensions to
second-order accuracy in space and time. In this paper we validate the code against
three benchmark problems – a simple electron orbit, an electrostatic Langmuir wave,
and a transverse electromagnetic wave propagating through a plasma. We demon-
strate the performance of EMPIRE-PIC on four different architectures: Intel Haswell
CPUs, Intel’s Xeon Phi Knights Landing, ARM Thunder-X2 CPUs, and NVIDIA Tesla
V100 GPUs attached to IBM POWER9 processors. This analysis demonstrates scala-
bility of the code up to more than two thousand GPUs, and greater than one hundred
thousand CPUs.
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1 Introduction

High Performance Computing (HPC) provides huge benefit to the scientific community
and has been especially useful within fields that require experiments that may be infeasi-
ble, and/or expensive to conduct physically. As a consequence of the continually rising
computational performance of HPC systems, scientists are able to conduct research of
ever increasing complexity. This improved capability will continue to grow with the
move towards Exascale computing (the ability to carry out at least 1018 floating point
operations per second), a major milestone in the field of HPC.

This significant improvement in performance has been accompanied by an increasing
amount of diversity in modern compute architectures. For example, heterogeneous sys-
tems that make use of Graphics Processing Unit (GPU) accelerators or many-core CPUs
are rapidly becoming more prevalent as we continue to move away from the traditional
homogeneous cluster systems that were previously the norm [9]. As of June 2020, six out
of the top ten supercomputers depend on heterogeneous architectures to achieve their
compute performance [5]. The upcoming Exascale machines Aurora and Frontier will
follow this same trend by using Intel and AMD GPUs respectively. As a result, it is
now highly desirable for scientific codes to be able to perform well across a wide variety
of systems, a concept often referred to as ‘performance portability’ [59]. However, this
increase in architectural diversity brings greater difficulty in implementing production
codes that are capable of fully exploiting the available hardware resources when com-
pared to the traditional Single Program, Multiple Data (SPMD) MPI-based approach of
the past. This problem is exacerbated by the fact that each architecture requires specific
optimizations in order to achieve peak performance. Scientific codes must be able to
adapt to this changing landscape without the difficulty of developing and maintaining
several versions of the same application.

There are various standards that have been proposed to remedy this issue by provid-
ing directives to the compiler that sections of code should be run in parallel and/or on
a given device – commonly an accelerator card. These include OpenMP [16] and Ope-
nACC [31]. Another approach being considered to aid performance portability is the
use of parallel programming frameworks or libraries. Examples include Kokkos [36],
from Sandia National Laboratories (SNL), and RAJA [47], from Lawrence Livermore Na-
tional Laboratory (LLNL), both of which make use of C++ template meta-programming
to inject hardware-specific device code, targeting a system during compilation. Other no-
table examples of parallel programming frameworks include Khronos’ OpenCL [2] and
SYCL [42], and Intel’s newly developed OneAPI [4].

HPC contributes to a variety of scientific fields, with the areas of fusion energy re-
search, and the behavior of plasmas under various conditions being notable examples.
Particle-in-Cell (PIC) [14, 32, 45, 55] codes are commonly used to carry out simulations
of charged particles under the influence of electric and magnetic fields. Examples in
fusion energy research include both Inertial Confinement Fusion (ICF) and Magnetic
Confinement Fusion (MCF) devices. Such devices include the National Ignition Facil-



M. T. Bettencourt et al. / Commun. Comput. Phys., x (20xx), pp. 1-37 3

ity (NIF), located at LLNL, and the International Thermonuclear Experimental Reactor
(ITER) located in France, which each attempt ICF and MCF respectively. Other appli-
cations include the behaviour of magnetrons in microwave generation systems, charged
particle beams, laser-plasma interaction [7], astrophysical plasmas [63], and applications
in biomedicine [38]. Traditionally, PIC employs a structured grid approach to represent
the space being simulated, storing the field values on cell edges and faces [73], mod-
elling particles as discrete objects in the problem space. The algorithm is commonly im-
plemented using a Finite Difference Time Domain (FDTD) scheme with the electromag-
netic fields represented on a staggered Yee grid, with discrete particles present within
the domain [33, 51, 73]. Notable examples of such PIC codes include the Extendable PIC
Open Collaboration (EPOCH) [7], OSIRIS [37], ICEPIC [15], the Plasma Simulation Code
(PSC) [40] and VPIC [23, 24]. Gyrokinetic PIC algorithms have also been applied to the
challenge of kinetic plasma simulation in five-dimensional phase space. Two such codes
are GTC-P, the Gyrokinetic Toroidal Code [71], and XGC, the X-point Gyrokinetic Code,
developed at Princeton University [50].

These codes are varied in their features and implementations but, with the exception
of GTC-P and XGC, each operates on a traditional structured rectilinear grid. The ap-
plication of such meshes to problems with high-fidelity geometries is challenging due
to the extreme resolution that is needed. One approach to resolve this is through the
use of Adaptive Mesh Refinement (AMR) to refine the problem only in areas of interest,
reducing the total number of cells required for simpler sections of the geometry. The
use of AMR-PIC has previously been explored for both electrostatic and electromagnetic
problems by Vay et al. in WARP [69] and Warp-X [68], respectively.

An alternative solution to the problem of representing complex geometry is to use
an unstructured computational mesh with finite elements of arbitrary shapes and sizes.
Like AMR, this provides the flexibility of refining the problem in areas of key interest, but
without the restriction that the grid cells themselves retain their structured properties.
Examples of such PIC codes include PTetra [53] and the open-source Spacecraft Plasma
Interaction Software (SPIS) [64].

As the PIC algorithm couples both grid-based and particle-based workloads, PIC
codes exhibit a unique set of performance challenges to application developers on both
current and future architectures. Such performance challenges have previously been well
studied by other authors across a variety of system architectures. The performance of the
GTC-P code at scale has been demonstrated on a number of notable HPC systems, in-
cluding Sequoia, Piz Daint, Titan and Tianhe-2 [6, 67, 72], performing well in terms of
both strong and weak scaling on a variety of compute architectures. The representative
code Mini-EPOCH has been used to explore novel optimizations to the main EPOCH
code by Bird et al. [12].

The use of GPUs to accelerate the PIC algorithm has also been documented by mul-
tiple authors, showing good speedup relative to CPU implementations [30, 34]. One ex-
ample, PIConGPU [28], consists of a CUDA [3] implementation of the structured PIC
algorithm, demonstrating scalability across multiple GPU compute nodes. Additionally,



4 M. T. Bettencourt et al. / Commun. Comput. Phys., x (20xx), pp. 1-37

the performance of the EPOCH code has also been evaluated for accelerator architec-
tures, showing promising results across GPU-based systems [11]. The XGC code has
demonstrated weak scaling on nearly the full pre-Exascale Summit machine (over 24000
GPUs) at Oak Ridge National Laboratory [65] by using the Cabana particle algorithm
library [66], which is built on top of Kokkos.

In this paper we present the ElectroMagnetic Plasma In Realistic Environments PIC
code (EMPIRE-PIC), an unstructured PIC application written in C++, developed at SNL.
The code is capable of carrying out both electrostatic and electromagnetic simulations in
two- and three-dimensional spaces using a variety of mesh topologies. These include
quadrilateral, hexahedral, triangular, and tetrahedral elements. Note that the use of
quadrilateral and hexahedral elements is limited to orthogonal quadrilaterals/hexahedra
in order to avoid nonlinear iterations for particle tracking. EMPIRE-PIC makes extensive
use of the Trilinos library [43], and uses Kokkos [36] as its parallel programming model
together with MPI, allowing the application to be deployed on a wide variety of mod-
ern compute architectures including CPUs using OpenMP, and GPUs using NVIDIA’s
CUDA while only consisting of a single codebase. Additionally, EMPIRE-PIC has the
following features:

• Support for thermal, beam, and space-charge-limited (SCL) particle injection;

• First-order absorbing boundary conditions;

• Integration with Tempus [1] for multiple time integration schemes;

• Large diagnostic suite including, but not limited to: volumetric output of charge,
current, particle moments, and fields as well as probes obtaining the same quantiles
as a function of time at a single location.

The contributions of this work are the following:

• We present EMPIRE-PIC, an unstructured PIC application that is capable of both
electrostatic and electromagnetic simulations in two- and three-dimensions, and
describe its core algorithm in detail;

• We outline the implementation of the key kernels of EMPIRE-PIC using Kokkos
to achieve portability across modern architectures employing OpenMP for CPUs
and NVIDIA’s CUDA for GPUs; and highlight the performance challenges of these
kernels;

• We analyse the convergence of the code for both electrostatics and electromagnet-
ics using representative benchmark problems, demonstrating second-order conver-
gence for both problem classes;

• We demonstrate the performance of the code at the single node level and at scale on
a diverse set of architectures including Intel Haswell CPUs, Intel Xeon Phi, ARM
Thunder-X2 CPUs, and NVIDIA Tesla V100 GPUs attached to IBM POWER9 CPUs.
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The remainder of this paper is structured as follows: Section 2 presents our Particle-
in-Cell algorithm, and the underlying formulation; Section 3 details the implementation
of the various key application kernels, and their performance challenges; Section 4 con-
sists of an analysis of the convergence of the schemes implemented in the code; Section 5
contains a performance analysis of EMPIRE-PIC on various modern compute architec-
tures and, finally, Section 6 concludes the paper.

2 Finite element method particle-in-cell

PIC algorithms are commonly used for the simulation of plasma dynamics. This is ac-
complished by numerically solving the Klimontovich equation that governs the time evo-
lution of a given plasma [58]. A collection of Np discrete particles is used to represent
the plasma, each particle has an associated position ~x, velocity ~v, charge q, and mass m.
These are used to approximate a probability distribution, f , as a series of delta functions,
δ, across all particles i

f =
Np

∑
i=1

fi =
Np

∑
i=1

δ(~x−~xi)δ(~v−~vi). (2.1)

The probability distribution for each particle is updated via Newton’s Law and the Lorentz
force equation, where ~B and ~E are the magnetic and electric fields, respectively. These can
be expressed as the updates shown in Eqs. (2.2) and (2.3)

d~xi

dt
=~vi, (2.2)

d~vi

dt
=

qi

mi

(

~E(~xi)+~vi×~B(~xi)
)

. (2.3)

These equations can then be assembled into the Klimontovich equation for collisionless
particle dynamics [35, 49]:

∂ fi

∂t
+
~vi

m
·∇ fi+

qi

mi

(

~E(~xi)+~vi×~B(~xi)
) ∂ fi

∂~v
=0. (2.4)

With given magnetic and electric fields, this system can be used to fully describe the
particle evolution, and Maxwell’s equations can be used to couple the charged particles to
the electric and magnetic fields. They consist of the following: Gauss’ Law, the magnetic
divergence constraint, Faraday’s Law, and Ampère’s Law. For clarity, these equations are
given below in the form of differential equations. Here ρ and~J are the charge and current
densities, and ǫ0 and µ0 are the permittivity and permeability of free space, respectively:

∇·~E=
ρ

ǫ0
, (2.5)

∇·~B=0, (2.6)
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∂~B

∂t
=−∇×~E, (2.7)

∂~E

∂t
=

1

µ0ǫ0
∇×~B− 1

ǫ0

~J. (2.8)

Finally, the particles can be coupled back to Maxwell’s equations via the charge and cur-
rent densities defined below.

ρ=
Np

∑
i=1

qi fi, (2.9)

~J=
Np

∑
i=1

qi~vi fi. (2.10)

2.1 The particle-in-cell method

Introduced by Birdsall and Dawson, the PIC method is a well established procedure for
modelling the behaviour of charged particles in the presence of electric and magnetic
fields [13,33]. Discrete particles are tracked in a Lagrangian frame, while the electric and
magnetic fields are stored on stationary points on a fixed Eulerian mesh. Therefore, the
algorithm can be thought of as two coupled solvers where one is responsible for updat-
ing the electric and magnetic fields, and another updates the particles via the method of
characteristics and calculates their charge/current contributions back to the grid. These
are referred to as the field solver and the particle mover (sometimes called the particle
pusher), respectively. Combining these solvers results in the main time loop of the core
PIC algorithm that is composed of four key steps, summarized in Fig. 1. In short this con-
sists of: solving for the field values on the computational mesh, weighting these values to
determine the fields at particle locations, updating the particle velocities and positions,
and depositing the particle charge/current to grid points.

Figure 1: Flow chart summarising the key components of the PIC algorithm.
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The number of physical particles (defined at the level of atoms and/or electrons) re-
quired to simulate a modern plasma system is exceedingly large. Thus, so-called super-
particles are employed to make simulation via computation feasible. These can be thought
of as ’computational particles’ that reflect the behavior of a collection of physical parti-
cles. For example, one super-particle may represent many billions of electrons within a
plasma. This allows the number of computational particles within the system to be much
lower, therefore reducing the workload required. It should be noted that as the Lorentz
force is only related to the charge-to-mass ratio of particles, these super-particles will ex-
hibit the same collective motion as their physical counterparts. However, they will affect
the fields by an amount proportional to the chosen weight.

2.1.1 Solving Maxwell’s equations

In order to obtain the values of the electric and magnetic fields it is necessary to solve
Maxwell’s equations. Maxwell’s equations hold true for all cases, but approximations
can be made if certain conditions are satisfied. Specifically, if the movement of the plasma
particles is slow in comparison to the speed of light, c, the equations can be reduced
such that only Gauss’ Law (Eq. (2.5)) must be solved, and the magnetic divergence con-
straint (Eq. (2.6)) is implicitly maintained. This is known as the electrostatic approxima-
tion, i.e., where the electric field is irrotational: ∇×~E=0. However if the current density
is large or the particles move at relativistic velocities, then the electrostatic approxima-
tion is no longer valid. In such cases we must solve the full set of Maxwell’s equations
in order to account for the changing magnetic field. We refer to this class of problems as
electromagnetic.

We now show in detail the formulation of both electrostatic and electromagnetic prob-
lems used in EMPIRE-PIC, such that they can be solved via the Finite Element Method
(FEM) [48]. While the intention is not to be overly formal, the definition of several spaces
is useful:

HGrad={v∈H1(Ω) : v=0 on ∂Ω},
HCurl ={~v∈L2(Ω) :∇×~v∈L2(Ω), ~n×~v=0 on ∂Ω},
HDiv={~v∈L2(Ω) :∇·~v∈L2(Ω), ~n·~v=0 on ∂Ω}.

Note that here we have chosen spaces with simple Dirichlet condition assumptions. This
is done for brevity of presentation, EMPIRE-PIC supports a range of electromagnetic
and electrostatic boundary conditions as discussed above. One property of these spaces
useful in proving implied involution conditions (see Eqs. (2.5) and (2.6)), is the natural
nesting obtained from application of the appropriate derivative operator. With an abuse
of notation, we have that:

∇HGrad⊂HCurl, and ∇×HCurl⊂HDiv. (2.11)

These properties are a trivial result of noting that ∇×∇= 0 and ∇·∇×= 0. Once the
problem has been formulated as described below, it can be solved using a variety of
iterative or direct methods.
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Electrostatic field solver

When conducting an electrostatic simulation we need only solve Eq. (2.5) during the field
solve. In this case, the electric field can be represented as a gradient of electric potential,
φ, as in Eq. (2.12), where ~E is defined as specified in Eq. (2.13)

∇2φ=− ρ

ǫ0
, (2.12)

~E=−∇φ. (2.13)

Rewriting in the weak form, the electrostatic potential φ∈HGrad satisfies

∫

Ω
∇φ·∇v dΩ=

∫

Ω

ρ

ǫ0
v dΩ (2.14)

for all v ∈ HGrad. Discretely, the domain Ω is decomposed into a finite element mesh
that is used to define basis Nnode functions v̂i ∈VGrad ⊂ HGrad where VGrad is the space
of piecewise linear functions (a so-called nodal discretization). Then the electrostatic
potential is approximated by the linear combination

φ≈
Nnode

∑
j=1

φjv̂j. (2.15)

Substituting this approximation into the weak form, and testing against the discrete space
VGrad yields the linear system

Si,j=
∫

Ω
∇v̂j ·∇v̂i dΩ, (2.16)

N

∑
j=0

φjSi,j=
∫

Ω

ρ

ǫ0
v̂i dΩ, (2.17)

where it remains to determine the discrete charge density.
In order to handle the right hand side of the above expression, we approximate the

charge density as

ρ(x)≈
Np

∑
k=1

qkδ(~x−~xk), (2.18)

where ~xk defines the location of Np discrete particles. Thus the right hand side can be
rewritten as

∫ L

0

ρ

ǫ0
v̂i dΩ=

NP

∑
k=1

∫ L

0

qkδ(~xk)

ǫ0
v̂i dΩ=

NP

∑
k=1

qkv̂i(~xk)

ǫ0
. (2.19)

As a result of choosing a finite element basis, Eq. (2.17) results in a sparse matrix equation
that can be solved through a variety of iterative or direct approximates when combined
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with Eq. (2.19). With the approximation of φ determined, the electric field can be com-
puted directly

~E≈−
N

∑
j=0

φj∇v̂j. (2.20)

Note that this approximation of ~E is irrotational by construction (∇×∇=0).

Electromagnetic field solver

For Maxwell’s equations we also use a finite element discretization for space, while fi-
nite difference approaches are applied to discretize in time. A unique aspect of the
transient Maxwell’s equations is the addition of involution conditions satisfied for all
time (see Eqs. (2.5) and (2.6)). There are a number of approaches to handle these condi-
tions including divergence cleaning [52,54,60]. Our approach uses compatible discretiza-
tions [17, 18, 22, 44, 62] to ensure that Eq. (2.6) is satisfied strongly to machine precision,
while satisfying Gauss’ law using the discrete weak form in Eq. (2.14). We show below
these conditions are satisfied by construction for all time under the assumption that the
discrete form is satisfied at the initial time.

To this end, in 3D we use the lowest order Nédélec [57] elements~e∈VCurl⊂HCurl (so-
called edge elements), and Raviart-Thomas [25] elements~b∈VDiv⊂HDiv (so-called face
elements) to approximate the solution of the electromagnetic fields, thus

~E≈
Nedge

∑
j=1

Ej~ej and ~B≈
N f ace

∑
j=1

Bj
~bj, (2.21)

where Nedge is the number of edges, and N f ace is the number of faces. Note that the basis
functions evaluate to a 3D vector field, while the coefficients used in the expansion are
scalars. These finite element spaces are constructed so that, along with the piecewise lin-
ear basis function approximating HGrad, they satisfy the discrete equivalent of Eq. (2.11):

∇VGrad⊂VCurl, and ∇×VCurl⊂VDiv. (2.22)

In this way the basis functions are said to be compatible with the continuous spaces.
An immediate consequence of these choices is that our discretization of Faraday’s law

(Eq. (2.7)) is implemented in the strong form as

N f ace

∑
j=1

∂Bj

∂t
~bj =−

Nedge

∑
j=1

Ej∇×~ej (2.23)

due to the relation∇×VCurl⊂VDiv. Further, taking the divergence of this expression gives

N f ace

∑
j=1

∂Bj

∂t
∇·~bj =−

Nedge

∑
j=1

Ej∇×∇·~ej =0, (2.24)
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demonstrating the time evolution of the divergence of the discrete magnetic field is zero.
Thus, if at the initial time the discrete magnetic field is divergence free, then the approx-
imation of ~B is divergence free for all time. Thus, the selected discretization satisfies
Eq. (2.6), the first of the two involutions, point-wise for all time as required (the time dis-
crete version follows directly by replacing the continuous time derivative with the finite
difference approximation and then applying an induction hypothesis on old time values).

Written in the weak form, Ampére’s Law (Eq. (2.8)) defines the time evolution of
~E∈HCurl such that

∫

Ω

∂~E

∂t
·~w dΩ=

∫

Ω

1

µoǫo

~B·∇×~w− 1

ǫ0

~J ·~w dΩ (2.25)

for all ~w∈ HCurl where ~B∈ HDiv (choosing Dirichlet conditions for the spaces has sim-
plified integration by parts for the sake of presentation. Despite this, EMPIRE-PIC does
support a broad array of boundary conditions). Substituting the discrete spaces for their
continuous analogs into Eq. (2.25) and including Eq. (2.23) leads to the semi-discrete form
of the time evolution components of Maxwell’s equations:

∂B

∂t
=−CE, (2.26)

ME
∂E

∂t
=KEB− Jvec, (2.27)

where B and E represent discrete vectors of coefficients, and

ME =
∫

Ω
êi · êj dΩ, (2.28)

KE=−
1

µ0ǫ0

∫

Ω
b̂j ·∇× êi dΩ, (2.29)

Jvec=
∫

Ω

~J ·~ei dΩ, (2.30)

MB =
∫

Ω
b̂i · b̂j dΩ, (2.31)

C=∇×~ei. (2.32)

Here the matrix C has a non-zero entry if an edge is on the boundary of a given face in
the mesh. That nonzero entry is ±1 and orients a right-handed sum about the normal
of the face – i.e. it encodes Stokes’ theorem. In addition, we note the following matrix
property arising from the compatible discretization

KE=CT MB. (2.33)

This will be useful in defining the linear solver below. How the current is specified by
the particles is discussed in Section 2.4 below, as is the enforcement of the weak form of
Gauss’ law.
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Considering the discretization of the time derivative for Faraday’s and Ampère’s
Laws, EMPIRE-PIC includes backward Euler, Crank-Nicolson (C-N), and Friedman [39]
time integration schemes. The C-N scheme is unconditionally A-stable, energy conserva-
tive, and second-order accurate. For n the discrete time level, we approximate the time
derivative via a one-sided difference, and the f expression is evaluated at both the new
and current time

∂U

∂t
= f (U)≈ Un+1−Un

∆t
=

1

2

[

f (Un+1)+ f (Un)
]

. (2.34)

It should be noted that while C-N offers second-order convergence and exact energy
conservation, it is not always an ideal integrator. The scheme is non-dissipative, so high
frequency modes once perturbed will persist throughout the simulation. This, combined
with the stochastic nature of particle simulations, can result in particle noise coupling
to the fields, creating undesirable feedback [41]. In such a situation we generally rec-
ommend the Friedman integrator as it preferentially damps high frequency modes. For
simplicity we present the C-N formulation for first-order Maxwell’s equations:

Bn+1+
∆t

2
KBEn+1=Bn−∆t

2
CEn, (2.35)

MEEn+1− c2
0∆t

2
KEBn+1=MEEn+

c2
0∆t

2
KEBn−∆t

ǫ0
Jn+1/2. (2.36)

Here, we express the current as Jn+ 1
2 , a vector form of 1

ǫ0

∫

Ω
~J · êidΩ. If we assume that

charge is represented by a point delta function with some charge q, we can define the
current as shown in Eq. (2.37)

Jvec=
1

ǫ0

∫

Ω

~J · êi dΩ=
1

ǫ0

∫ (n+1)∆t

n∆t

∫

Ω
q~u(t)δ(~x(t))· êidΩ dt

=
1

ǫ0

∫ (n+1)∆t

n∆t
q~u(t)· êi(~x(t)) dt. (2.37)

2.2 Weighting of fields to particles

After solving for the field values at the nodes of the simulation grid, we require a method
of determining the value of the fields at any specific particle position. In order to do so
we weight the field values from the grid nodes to the required location. Assuming that
we know the values of the electric and magnetic fields we can evaluate the value of the
fields at a given point as shown below by applying the basis function

~E(~xi)=
Nedge

∑
j=0

Ej êj(~xi), (2.38)

~B(~xi)=
Nface

∑
j=0

Bjb̂j(~xi). (2.39)



12 M. T. Bettencourt et al. / Commun. Comput. Phys., x (20xx), pp. 1-37

However, using the raw edge values of the electric field produces a large ’self-force’ on
the particle being pushed, as edge fields conserve energy whereas nodal fields conserve
momentum [46]. The standard structured PIC algorithm uses special averaging of the
edge fields to the nodes in order to generate the fields that are used to push the particles.
In our unstructured algorithm, we mimic the approach used in the structured method by
using projections from the edge-based electric fields to create fields that are based at the
grid nodes. These projections have the form:

∫

Ω

(

~Enodal−~Eedge

)

v̂ dΩ=
Nnode

∑
i=1

~Enodal,i

∫

Ω
v̂iv̂ dΩ−

Nedge

∑
i=1

Eedge,i

∫

Ω
~eiv̂ dΩ=0 ∀v∈VGrad. (2.40)

This is reduced to the solution of the linear system MnodalEnodal=Mnodal,edgeEedge requiring
inversion of the mass matrix for each dimension. One technique is to ‘lump’ the mass
matrices, i.e., convert them into diagonal matrices with dual area on the diagonal. This
leads to a volume-based field averaging that, when used on a uniform mesh, is identical
to the method used by structured PIC simulations. However, the usefulness of this L2

projection is mesh-dependent as the projection can introduce additional oscillations in the
fields – especially on low-quality simplex meshes [61]. As such we provide the option of
both direct interpolation of the edge and face fields and a nodal projection for the particle
push.

2.3 Particle mover

The force felt by a charged particle due to the presence of electric and magnetic fields is
described by the Lorentz force equation, shown in Eq. (2.41). The particle mover within
EMPIRE-PIC is responsible for solving for this force on each particle within the simula-
tion, and subsequently updating the particle velocities and positions. In our method we
make use of the well-known Boris algorithm to handle the acceleration due to the electric
field, and rotation about the magnetic field [21]

~F=q
(

~E+~v×~B
)

. (2.41)

To make the algorithm relativistic we define ~u=γ~v, where γ is the Lorentz factor. Then
the velocity update satisfies

~u n+1/2−~u n−1/2

∆t
=

q

m

[

~E n+
1

c

~u n−1/2+~u n+1/2

2γn
×~B n

]

. (2.42)

The Boris method separates the the electric field update from the magnetics rotation via
the following substitutions:

~u n−1/2=~u −
q~E n

m

∆t

2
, (2.43)

~u n+1/2=~u ++
q~E n

m

∆t

2
, (2.44)
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~u +−~u −
∆t

=
q

2γnmc

(
~u ++~u −

)
×~B n. (2.45)

Next we derive the expression for performing the rotation about the magnetic field. First
we find the vector bisecting the angle formed between the velocity before and after
the rotation. In a given time step, the velocity will rotate through the following angle:
tan(θ/2)=−(q~B)∆t/2γnmc. Rewriting this as a vector we obtain:~t≡−b̂tanθ/2. We can
then define ~u ′ as shown below:

~u ′=~u −+~u −×~t, (2.46)

~u +=~u −+~u ′×~s, (2.47)

~s=
2~t

1+~t 2
. (2.48)

Once we have calculated ~u +, we can obtain the new particle velocity by adding an addi-
tional half of the acceleration as per Eqs. (2.43)-(2.45).

2.4 Weighting of particles to grid

During each time step in the PIC algorithm we must weight the contributions of each
particle back onto the grid before we can commence the next field solve, though this con-
tribution depends on whether the simulation is electrostatic or electromagnetic. For elec-
trostatics, we apply Eq. (2.19) at the end of the particle move at the newly updated parti-
cle position. An electromagnetic simulation requires us to evaluate the current Eq. (2.37)
as shown in Eq. (2.49). For simplices, it is sufficient to use a midpoint rule for the inte-
gration; however, for higher-order elements we must evaluate this temporal integration
with higher-order numerical cubature. Specifically, in EMPIRE-PIC we use two-point
Gaussian quadrature with points at

(
1±1/

√
3
)
/2, each with a weight of 1/2 when us-

ing non-simplex elements. This reduces to the charge-conservation scheme for regular
hexahedral elements presented by Villasenor and Buneman [70]

∫

Ωj

~J · êi dV=
NP

∑
k=1

∫

Ωj

1

∆t

∫ (n+1)∆t

n∆t
qk~uk · êi dV=

NP

∑
k=1

∆tqk~uk

(

~x n+1/2
k

)

· êi

(

~x n+1/2
k

)

. (2.49)

Demonstrating that the discrete weak form of Gauss’ law is enforced is more involved
than for the solenoidal condition shown above. Using the relation ∇VGrad⊂VCurl, satis-
faction of Eq. (2.25) for all w∈VCurl using the discrete time derivative implies that

∫

Ω

~En+1−~En

∆t
·∇v dΩ=− 1

ǫ0

∫

Ω

~J ·∇v dΩ ∀v∈VGrad. (2.50)

The magnetic field term vanished because ∇×∇v=0. The right hand side describes the
charge evolutions through space. Given a continuity expression that relates charge evo-
lution to the divergence of current, an application of integration by parts will transform
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Eq. (2.50) to a weak expression of Gauss’ law Eq. (2.5). For more details, see for Miller
et al. [56]. To show charge conservation with particle evolution the right hand-side of
Eq. (2.50) is written using Eq. (2.49)

∫

Ω

~J ·∇v dV=
NP

∑
k=1

1

∆t

∫ (n+1)∆t

n∆t
qk~uk(t)·∇v(xk(t)) dt. (2.51)

To rewrite the right hand side, we recognize that the velocity evaluated at the midpoint
is the time derivative of the position. Thus the chain rule can be applied to give a total
time derivative:

∫

Ω

~J ·∇v dV=
NP

∑
k=1

∫ (n+1)∆t

n∆t
qk

dv(xk(t))

dt
dt

=
1

∆t

NP

∑
k=1

qk

(

v(x n+1
k )−v(x n

k )
)

=
1

∆t

NP

∑
k=1

∫

Ω
qkδ(x−x n+1

k )v dV− 1

∆t

NP

∑
k=1

∫

Ω
qkδ(x−x n

k )v dV. (2.52)

Assuming that weak Gauss’ law is satisfied at n=0, then substituting the above expres-
sion into the right hand-side of Eq. (2.50) gives

∫

Ω

~En ·∇v dV=− 1

ǫ0

NP

∑
k=1

∫

Ω
qkδ(~x−~x n

k )v dV (2.53)

by induction on n.

2.5 Stability

The stability properties of EMPIRE-PIC follow those of the more traditional structured
grid PIC algorithm. There are several Courant conditions that need to be met in order to
achieve stability and accuracy. These constraints are summarized in Table 1, which pro-
vides values for stability and guidelines for accuracy. As we are using an implicit (Crank-
Nicolson) electromagnetic field solver, EMPIRE-PIC is unconditionally stable. However,
accuracy conditions continue to apply.

Table 1: Table of stability and accuracy criteria.

CFL Definition Stability Accuracy

Speed of Light c △t
△x ∞ 2∼5

Plasma Frequency ωp△t 2 ∼0.2

Cyclotron Frequency ωc△t ∞ ∼0.5

Advection v △t
△x ∞ ∼1



M. T. Bettencourt et al. / Commun. Comput. Phys., x (20xx), pp. 1-37 15

3 Implementation

As systems continue to diversify it is crucial for modern HPC applications to be portable
to multiple compute architectures, ideally from a single codebase. To this end an MPI+X
approach has been taken for EMPIRE-PIC, using MPI for transferring data between dis-
tributed processes, and SNL’s Kokkos performance portability library [36] for shared
memory parallelism within a compute node. This enables EMPIRE-PIC to be used on
any system for which Kokkos has a compatible backend. As a result of using the parallel
constructs provided by Kokkos the application is portable across many modern architec-
tures, on both single-node machines and at scale, using either OpenMP for CPU-based
platforms or CUDA when executing on heterogeneous systems that employ NVIDIA
GPU accelerators. Kokkos backends for the future Exascale machines, Aurora and Fron-
tier, are also currently under development.

Currently within EMPIRE-PIC when running simulations across multiple MPI pro-
cesses, the mesh is statically decomposed via a simple bisection method. This allows for
an even distribution of mesh elements across all MPI processes. We use the Zoltan Trili-
nos package as a partitioner in order to perform this static decomposition [20], and the
Teuchos Trilinos package to perform any MPI communications [43]. This can include the
transfer of both mesh and particle data between neighbouring processes.

It is also important to consider the way that the data used by an application is laid
out in memory. A memory layout that performs well on a CPU-based architecture is not
guaranteed to perform well on GPUs. Kokkos abstracts the notion of memory layout
away from the application developer by storing data in so-called ‘views’. Each view
has an associated memory layout template parameter, allowing the appropriate layout
for a given architecture to be selected at compile time. CPU-based systems default to
row-major layout such that a given thread can access consecutive data entries in order to
make good use of cache. For GPUs a column-major layout is chosen as the default, such
that consecutive threads in the same warp access consecutive locations in memory; this
is known as coalesced access.

Views also have an assigned memory space that specifies where their data is stored. In
the case of EMPIRE-PIC, host memory is used for CPU systems, whereas CUDA Unified
Virtual Memory (UVM) is used for NVIDIA GPUs to allow for compatibility with CUDA
builds of Trilinos and to reduce the need for explicit data transfers between host and
device. Both the electric and magnetic field data are stored in N×3 Kokkos views, where
N is the number of degrees-of-freedom (DOF) for the specific field. The particle data
is stored in a structure-of-arrays (SoA) layout, using one-dimensional Kokkos ‘dynamic
views’ that support constant-cost runtime resizing, greatly simplifying the addition of
new particles to the data structure. The use of an SoA layout has the benefit of allowing
each dynamic view to be accessed in unit stride, facilitating both vectorization on CPUs
and coalesced access on GPUs. Efficient memory accesses are crucial for achieving high
performance PIC in general, particularly for the particle-based kernels, due to the low
arithmetic intensity relative to the amount of bytes moved to and from main memory.
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Table 2: Table of approximate cost of the particle based kernels, in terms of FLOP/s and bytes read/written.

Kernel FLOP Count Bytes Read Bytes Written

Accelerate 106NP 48NP+48NE 24NP

WeightFields 128NP 48NP+308NE 48NP

Move 313NP 84NP+236NE 172NP

Sort 4NS+29NP 4NS+200NP 4NS+110NP

This can be seen in Table 2, which shows approximate ‘best case’ counts of FLOP/s, bytes
read, and bytes written for the particle kernels of an electromagnetic problem. Note that
‘best case’ assumes no particle migration occurs, particles are sorted at the beginning of
the time-step, and that the particles are evenly distributed across an affine mesh. Here,
NP is the number of particles, NE is the number of elements, and NT is the number of
particle types. NS refers to the number of iterations carried out by a parallel scan, and is
equal to NENT log2 Nth, where Nth is the number of threads used for the scan.

3.1 Field solver

The formulation of both the electrostatic and electromagnetic problems is described in
detail in Section 2.1.1. It is relatively simple to implement a linear field solver for the
electrostatic formulation. To achieve this in EMPIRE-PIC we use the traditional Krylov
iterative methods provided by the Belos Trilinos package [8]. The MueLu Trilinos pack-
age is used in conjunction with Belos to provide an Algebraic Multigrid (AMG) precon-
ditioner [10]. The Belos and MueLu packages both make full use of MPI and Kokkos
in order to achieve performance both on a single node and at scale. Additionally, the
Trilinos packages Tpetra and Kokkos Kernels are used to provide linear algebra objects
and portable interfaces to vendor-optimised implementations of common linear algebra
operations, respectively.

The electromagnetic formulation requires a more specialized solver, detailed here.
The C-N evolution expression for the electromagnetic fields shown in Eqs. (2.36) and (2.35)
can be rewritten as a solution the linear system

[

IB
∆t
2 C

− c2
0∆t
2 KE ME

]

︸ ︷︷ ︸

A

[
Bn+1

En+1

]

=

[

Bn− ∆t
2 CEn

MEEn+
c2

0∆t
2 KEBn− ∆t

ǫ0
Jn+1/2

]

. (3.1)

The above system can then be expressed in terms of the block LU decomposition

A=

[

IB 0

− c2
0∆t
2 KE IE

][
IB

∆t
2 C

0 SE

]

, (3.2)
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where the electric field Schur complement, SE, is given by:

SE=ME+
c2

0∆t2

4
KEC. (3.3)

The Schur complement in this case is sparse, moreover the operator KEC=CT MBC cor-
responds to a curl Laplacian. While one could assemble this term directly we compute
it with matrix-matrix products as fewer quadrature evaluations are required to assem-
ble the face basis mass matrix compared to the edge basis curl-curl matrix. Using the
Schur complement we can reformulate the coupled, non-symmetric problem as a lower-
triangular solve of the form

SEEn+1=

(

ME−
c2

0∆t2

4
KEC

)

En+c2
0∆tKEBn−∆t

ǫ0
Jn+1/2, (3.4)

Bn+1=Bn−∆t

2
C
(

En+1+En
)

. (3.5)

This reformulation of the field solve produces a discrete evolution equation with many al-
gorithmic similarities to implicit vector wave formulations of Maxwell’s equations while
still offering the advantages of a single-step, first-order system formulation. For example,
the Schur complement matrix SE is symmetric positive-definite. As such the system can
be solved with a preconditioned conjugate gradient method rather than applying precon-
ditioned GMRES to the non-symmetric block system. This allows for reduced computa-
tional cost, for instance reducing the memory overhead of the field solve. In addition
to simple preconditioners such as Jacobi, EMPIRE-PIC offers the AMG preconditioner
for Maxwell’s equations proposed by Bochev et al. [19]. A Kokkos implementation of
this preconditioner is included in the Trilinos library MueLu, where it is referred to as
“RefMaxwell.”

3.2 Weighting fields to particles

As the values of the fields are only known at the points of the problem mesh, it is nec-
essary to interpolate their values to the position of the particles as shown in Section 2.2.
To accomplish this, the particle container contains both ~E and ~B arrays to store the re-
sults of gathering the fields to each particle. This also improves spatial locality during
the particle move by avoiding the repeated reading of irregular memory locations that
would result from computing the field values for each particle on the fly. As an addi-
tional optimization, we also employ loop fusion by merging the kernels that perform
the magnetic and electric field weighting. This halves the number of times each particle
must be fetched from main memory, and also eliminates redundant evaluation of the ba-
sis functions at the particle location. Furthermore, the operations of this kernel are free
from dependencies, making the code much easier to parallelize. The code also contains
a field-weighting kernel that instead makes use of the raw edge and face field values,
should this be desired.



18 M. T. Bettencourt et al. / Commun. Comput. Phys., x (20xx), pp. 1-37

3.3 Particle mover

The particle mover updates the velocity and position of each particle based on the field
values gathered during the field weighting step. This is done via the method detailed in
Section 2.3. However, the velocity calculation differs for electrostatic and electromagnetic
simulations. For electrostatics it is sufficient to determine the acceleration due to the
electric field and subsequently update the particle velocity, as the rotation due to the
magnetic field can be ignored. It is then trivial to update the particle position using the
newly calculated velocity. In the case where a particle would cross an element boundary
the move is broken up into its segments, and the move routine is applied to each segment
in turn. In electromagnetic simulations each particle also deposits current to each element
crossed during this step.

As the position update of each particle is completely independent from the movement
of the others, this kernel also lends itself well to parallelization due to the lack of depen-
dencies. This is especially apparent on GPU-based systems where an extremely large
number of threads can be executed in parallel, combined with high-bandwidth memory.
However, the additional control flow to handle particles crossing process and/or ele-
ment boundaries can lead to warp divergence on GPUs and make achieving satisfactory
vectorization challenging on CPU systems.

When crossing element boundaries it is also possible for particles to leave the do-
main handled by their current processor, therefore requiring migration to the destination
processor. Once all local particles have been moved to completion, all particles that have
been marked for communication are packed into send buffers in parallel before migration
takes place. In order to reduce the overhead of waiting for MPI communications to take
place, all migration operations are carried out using asynchronous (non-blocking) com-
munications between processes. This allows both computation and communications to
be interleaved. One such computation is compacting the particle arrays on each processor
in order to remove the ‘holes’ where sent particles previously resided. This ensures that
the particle arrays do not become fragmented in memory as the simulation progresses.
Once communication has finished, newly arrived particles are unpacked and appended
to the array held by the destination processor. Lastly, a collective reduction is used to
determine the total number of particles migrated across all processes. The particle mover
is then executed again to move the newly arrived particles. Subsequently, this process
is repeated until all particles are finished moving for the current time-step, specifically
when it is detected that no particles were migrated during an iteration of the move.

3.4 Particle sort

Once the particle move has completed for a given step the array of particles is then sorted
firstly by cell and sub-sorted by species type. While this is useful for a variety of simu-
lation diagnostics there are also performance-related benefits. Specifically, keeping par-
ticles that are near to each other in the simulation close in memory provides benefit in
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Algorithm 1 Pseudocode for the particle sort.

procedure SORT(do subsort)
par for each particle do

Increment destination bin count with atomic add
end par for each

par scan i←0 to Ntypes ·Nelem do

Find the start index for each type with prefix sum
end par scan

par for each particle do

⊲ Find the new index for each particle
Atomic fetch add bin start index

end par for each
par for each particle do

Reverse mapping to get locations after sort
end par for each

if do subsort= true then

⊲ Sort each bin in parallel
par for each i←0 to Ntypes ·Nelem do

UNROLLEDQUICKSORT(bin[i])
end par for each

end if

end procedure

terms of spatial memory locality. This allows data that would be shared across multiple
particles, such as common grid data when weighting the fields to the particles, to re-
main in registers or cache for longer, thereby reducing the total number of memory loads
and stores. This is especially beneficial due to the memory-bound nature of the particle
kernels in a PIC code.

As the particles in EMPIRE-PIC are stored in a Structure of Arrays (SoA) layout, all
of the arrays must be sorted to maintain correctness. Pseudocode for the particle sorter
is shown in Algorithm 1. A key point is that initially only the particle index is sorted to
produce a permutation vector, thus reducing the total amount of particle data that must
be read from memory. Informally, the sorting procedure can be summarized as follows.
First, a parallel for loop counts the number of each particle type within each element. A
parallel scan performing a prefix sum then determines the starting offset of each bin in
memory. This data is then used to determine the index of each particle in the new array,
which is then used to create a reverse mapping. Then, the magnitude of each particle’s
position vector is stored in temporary working memory, and each bin is then sub-sorted
by this value to generate a permutation vector. This sub-sort is done in parallel with
one thread being assigned to handle each bin, where the bins are sorted via quicksort
with unrolled recursion to reduce the stack space required on GPUs. The final generated
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Figure 2: Performance comparison between particle sorters.

permutation vector is then applied to all relevant arrays within the particle container.

The performance of the sorter was compared to a standard stable sort on the systems
shown in Table 4 for a single node. In the case of the GPU tests, a single V100 card was
used. A 16 million particle, electromagnetic problem (size small (S) in Table 5) was used
for the tests, with 100 time-steps being carried out. On the CPU systems, an OpenMP
task-based parallel stable sort was used as the base case. For the V100 GPU, the stable
sort provided by the Thrust library was chosen. The results of these tests are shown in
Fig. 2, where it is clear to see that the specialized sort performs better across all four
systems.

3.5 Weighting particles to grid

During each step of the main EMPIRE-PIC time loop, each particle must make contribu-
tions back to the grid prior to the next field solve. For electrostatic problems each particle
must deposit charge to each node of its current cell at the end of the time step as shown
in Eq. (2.19), while in electromagnetic simulations the particle must contribute current
to each element crossed during the particle move, as defined in Eq. (2.49). By default,
current is deposited to element edges and charge to element nodes, but nodal current can
be specified if this is desired.

As there can be many particles occupying the same grid cell at any one time, there is
the possibility of data hazards when executing these procedures in parallel. This occurs
in the form of a write conflict when multiple threads attempt to deposit charge or current
to the same memory location(s) simultaneously. Therefore, some method of protection
is required in order to prevent erroneous results. Possible solutions to the data hazard
problem include the use of colouring methods to ensure that threads write only to non-
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Table 3: Particle move execution time for different write conflict resolution methods.

Move Execution Time (s)

Architecture No Atomics Atomics Scatter View

Haswell 16.53 22.23 13.37

KNL 35.76 57.25 35.41

Thunder-X2 12.80 24.58 14.72

V100 3.65 3.91 3.91

conflicting locations, or keeping thread local copies of the data, only requiring an atomic
operation or reduction for the final deposit.

We evaluated the performance of particle-to-grid weighting in EMPIRE-PIC for two
different approaches, specifically atomic writes, and data replication with a follow-up re-
duction. Atomic writes were implemented through Kokkos’ built-in atomic view access
trait, while data replication was achieved via the Kokkos ScatterView construct. As the
overhead of atomics on modern GPUs is low due to hardware acceleration, ScatterView
continues to use atomic writes for CUDA builds, but switches to data replication for
OpenMP builds. As with the sorter, the performance of the weighting was tested for a
16 million particle, electromagnetic problem on a single node of all systems. Again, in
the case of the GPU tests, a single V100 card was used. Table 3 shows the time taken to
complete the particle move on all systems for each approach. It is clear to see that the
data replication approach used by ScatterView for OpenMP vastly outperforms atomic
writes, while the performance on the V100 GPU remains the same as atomics are still
used. Of particular interest is that the ScatterView implementation outperforms the
version of the code where no conflict resolution is implemented for the Haswell and
KNL systems. This is due to improved cache behaviour as a result of reduced false shar-
ing penalties, as each thread now only operates on thread-local data instead of a shared
global Kokkos view.

4 Numerical results

The following section examines both charge conservation and the convergence behaviour
of the PIC algorithm implemented within EMPIRE-PIC. To this end we consider both
electrostatic and electromagnetic simulations chosen to be representative of the problems
that can be solved using the application. Specifically, an electrostatic electron orbit, elec-
trostatic Langmuir Wave, and a Transverse Electromagnetic (TEM) wave propagating
through a plasma are used for convergence studies.

4.1 Charge conservation

In Section 2.4 we documented the expectation of charge conservation for EMPIRE-PIC. A
simple test was developed to demonstrate this property. Specifically, two metal surfaces
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Figure 3: Data showing that EMPIRE-PIC conserves charge to within round-off error throughout the simulation
space.

were separated by 11mm and were initialized with a 1MV/m electric field. The lower
surface was allowed to emit with a space charge limited (SCL) emission algorithm which
was designed to drive the electric field towards zero, thus causing a pulse of charge to
traverse the gap. We plot ∇·D−ρ at 0.2 ns in space in Fig. 3, which shows the lack of
charge conservation to be within the round-off level – as we would expect from EMPIRE-
PIC.

4.2 Electrostatic electron orbit

We now consider the behaviour of our algorithm on a very basic electrostatic problem,
consisting of a stationary H+ ion being orbited by a single electron for one period. The
particles are situated on a distorted mesh of tetrahedral elements, the ion positioned at
the centre, and the electron has an orbit radius of rorbit = 5.291 × 10−8 m. The length of
the domain in both x and y directions is equal to 1.5×rorbit . We also specify the problem
boundary conditions to an analytical value defined as the exact value of the potential at
the boundary: φ= q

2πǫ0
ln
(
r−1

)
.

The initial conditions of the problem can be derived as follows. Given the electrostatic
assumption, we can reduce the Lorentz force to ~F= q~E. Then, from centripetal force and
Gauss’ Law we can write the following to obtain an expression for the electric field:

qE(r)=mω2r, (4.1)
∫

~E·n̂ dA=
∫

V

ρ

ǫ
. (4.2)

We are using an electron that does not deposit charge to the mesh in order to simplify the
boundary conditions, due to having zero charge, but finite charge-to-mass ratio. There-
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fore, as the fields are not changed, the above can be simplified. We can now rewrite and
substitute Eqs. (4.1) and (4.2) in order to derive an expression for the angular velocity ω,
and also velocity v which can then be resolved into its x and y components

E(r)=− 1

2πr

q

ǫ0
, (4.3)

ω2=
q2

2πr2mǫ0
. (4.4)

Therefore we can define angular velocity ω=
√

q2/2πr2mǫ0. As we know x=rorbit cos(ωt)
and y=rorbit sin(ωt), it is now trivial to compare the simulated orbit to every point on the
trajectory defined by the analytical solution.

The tests were carried out using a distorted unstructured mesh consisting of 2272 tri-
angular elements in the base case. This mesh and its dimensions are shown in Fig. 4(a),
with the base orbit trajectory shown in red. At the base level of refinement the mesh has
an average ∆x value of approximately 7×10−9 m, and a time-step size of ∆t≈ 1.846×
10−10 s was used. This results in advection CFL≈ 0.48. For this test we place the hy-
drogen ion at the centre of the mesh, directly on top of an element vertex. Data was
collected for each refinement level using 100 randomized starting locations, varying the
starting position by at most ±0.5×rorbit m in each dimension. In this way we can deter-
mine the variation in the result due to the electron travelling through various levels of
mesh distortion. The experiments were also carried out on a square structured mesh of
quadrilateral elements at the same advection CFL value, with the base case consisting of
14 elements in both dimensions. Here we repeat the test placing the central particle at 100
randomized positions within the element quadrant. As a result of all cell quadrants be-
ing identical, we can obtain data that consider a representative range of possible particle
positions within an element.

We now examine the effects of increasing levels of refinement on the L1 error of the
position of the orbiting electron against the analytical solution (normalised via the orbit
radius), where we hold the ratio ∆x/∆t fixed in order to maintain a constant advection
CFL value. At each subsequent level of refinement both ∆x and ∆t are halved.

Fig. 4(b) shows the results of this convergence study, with standard deviation error
bars representing the change in the result due to the variation in the orbit location on the
mesh. Note that the structured results start out with a higher error due to the low number
of elements used in the base case. We can see that the standard deviation in the data is
smoothly reduced as refinement level is increased for both structured and unstructured
runs. This standard deviation is higher for the unstructured tests due the high level of
mesh distortion, as expected. Additionally, we observe near the expected second-order
convergence to the solution once the problem is sufficiently refined in the unstructured
case. Exact second-order convergence is not achieved due to the high level of mesh dis-
tortion causing the result to be subject to larger errors. Conversely, the structured tests
show the exact expected convergence throughout.
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(a) Mesh used for unstructured orbit tests. The or-
bit base case is shown in red.

(b) Convergence study

Figure 4: A convergence study with fixed ∆t/∆x where (a) represents the geometry being studied and (b) shows
the L1 norm of the error in the position of the orbiting electron.

4.3 Electrostatic Langmuir wave

To determine the convergence behaviour of EMPIRE-PIC for electrostatic simulations we
examine a cold one-dimensional Langmuir wave, a commonly-used benchmarking prob-
lem in the testing of PIC applications. The controlling parameters are as follows: we
choose the number density n0 = 1014 m−3, a temperature of 0 K, and we simulate a sin-
gle plasma period. The problem domain is filled with a plasma consisting of electrons
and hydrogen ions. Therefore, as the Langmuir wave is cold, we can derive the plasma
frequency ωp as below:

ωp=

√

n0q2

meǫ0
≈564146027.6 rad/s. (4.5)

As EMPIRE-PIC is a 2D/3D code it cannot simulate a 1D problem directly; we instead
set up a 2D mesh with periodic boundaries, and fixed Ny = 2 for all mesh refinement
levels. For the base case of the convergence study we set Nx =16, and an initial velocity
perturbation of vx=105 m/s. Additionally, 16 time steps are used per period, resulting in
advection CFL≈0.0217. At each level of refinement both Nx and the number of time steps
are doubled, maintaining a constant advection CFL value, while the initial perturbation
is decreased by half. Finally, results are collected for a variety of particle per cell (PPC)
counts, with one H+ ion per cell, and the number of electrons per cell specified as an
input parameter. As the simulation is refined the number of computational particles per
cell is held constant.

We first consider results for a simulation using 128 particles per cell, uniformly loaded
in the problem domain. This data is shown in Fig. 5(a), which plots the L∞ norm of the
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(a) Uniform particle layout (b) Random-in-element particle layout

Figure 5: Plots showing results of convergence analysis performed on the Langmuir wave problem as the
simulation is refined for constant ∆t/∆x, demonstrating second-order convergence.

computed result at various refinement levels. In this case it is clear that we are achieving
the second-order space and time convergence that we expect to see from the application.
Extending this analysis, we also consider the convergence in the case where particles
are randomly loaded within their respective elements. Fig. 5(b) shows the results of the
same problem with 10 different initial particle loads, and various particle per cell counts.
The variation in the result is represented by standard deviation error bars. We observe
that increasing particle per cell count results in good noise reduction in the solution;
refining the problem in space and time also has a beneficial effect. It is also evident that,
as with the uniform particle layout, EMPIRE-PIC is achieving the theoretically expected
convergence to the analytical solution.

4.4 Transverse electromagnetic wave in plasma

To test the convergence of EMPIRE-PIC for electromagnetic problems we consider an
infinite, planar TEM wave propagating through an infinite neutral plasma. The solution
to this problem is given in Chen [29], which derives the differences between a TEM wave
in a vacuum versus in a plasma.

In this problem we choose controlling parameters as follows: The plasma number
density is set as n0 = 1015 m−3, with an electric field magnitude of Emag = 100 V/m, and
the vacuum frequency of the wave fv≈1.420 GHz, and ωv =2π fv. We also assume that
the electromagnetic wave is of such a high frequency that the hydrogen ions within the
plasma remain stationary throughout the simulation, and that~J×~B forces are negligible.
This has the effect that electrons are assumed to oscillate linearly in the plane of the elec-
tric field. From the above we can derive the plasma frequency and actual wave frequency
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as follows:

ωp=

√

n0q2

meǫ0
≈1.784×109 rad/s, (4.6)

f =
ω

2π
=

1

2π

√

ω2
p+ω2

v≈1.448 GHz. (4.7)

As the wave is infinite and steady, we can derive the constant phase velocity:

vp =

√

f

fv
c≈1.02c> c. (4.8)

This gives the maximum initial electron velocity as defined below, which is then initial-
ized in phase with the electric field. The values of vx and vz are initialized to zero

vy=
qEmag

meω
≈1932.5 m/s. (4.9)

The velocity ~u of a given particle can now be calculated as follows, where p is the particle
position projection onto the wavevector (0,0,1):

~u=~v×sin
(

p+
π

2

)

m/s. (4.10)

Finally, we define the maximum magnitude of the magnetic field such that it is congruous
with the magnitude of the electric field

Bmag=
λ

2π

Emag

c2

(
n0q2

meǫ0ω
+ω

)

≈3.53×10−7 T. (4.11)

From the derivation above it is simple to formulate a computational description of the
problem. The problem is set up on a three-dimensional grid of hexahedral finite elements
with periodic boundaries, effectively creating infinite space for the TEM wave. The wave
is defined to travel in the z dimension of the computational mesh, with the majority of
grid elements also in the z dimension – 12 in the base case. The x and y dimensions are
each defined to have a constant 4 elements, and this is fixed for all simulation refinement
levels. Additionally, the base case uses 50 simulation time steps resulting in a speed of
light CFL≈ 0.4707. As the ions are assumed to be stationary in the derivation, they are
forced to remain immobile throughout the simulation. The computational particles are
placed randomly within each element and weighted in order to achieve the specified
plasma number density. We also ensure that the initial electron velocity is confined to the
transverse direction in the plane of the electric field. The refinement scheme is as follows:
at each refinement level both the number of time steps and the length of the domain is
multiplied by a factor of

√
2, with the number of computational particles per element
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(a) Convergence study using various PPC values. (b) Particle count convergence for fixed refine-
ments.

Figure 6: Plots showing results of the convergence study with fixed ∆t/∆x performed on the 3D TEM wave
problem. The error in the electric field demonstrates second-order convergence to the analytical solution when
sufficient numbers of particles are used.

held constant. Finally, we use the C-N time integration scheme discussed in Section 2.1.1
to advance the fields in this test.

Fig. 6 presents results for this problem collected at differing refinement levels and
with various particle per cell counts. Each simulation is carried out with 10 different
initial particle loads in order to examine the level of statistical noise in the solutions.
Fig. 6(a) shows the results of a convergence study, where the L1 norm of the electric field
is the metric of interest. Additionally, Fig. 6(b) shows convergence with increased PPC
counts for various fixed levels of refinement. In both cases, standard deviation error bars
are used to represent the variation in error due to the noise introduced by the randomly
loaded particles. It is clear to see that as the number of particles per cell is increased the
convergence rate approaches the theoretical rates of second-order in both space and time
that we expect from EMPIRE-PIC. We also observe that the level of noise in the solution
decreases when the problem is refined or the number of particles per cell is increased.
It is also clear that the code is achieving the expected convergence of 1/

√
NP as PPC is

increased for a given refinement level once the problem is refined enough in space/time
for the improvements to be visible.

5 Performance of EMPIRE-PIC

In order to assess the performance, scalability, and portability of EMPIRE-PIC we present
results collected from four distinct production HPC systems. The systems used in this pa-
per are: Trinity, consisting of both Intel Xeon and Many Integrated Core (MIC) Intel Xeon
Phi (KNL) partitions located at the Los Alamos National Laboratory; Astra, a Petascale
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Table 4: Details of the systems used to collect EMPIRE-PIC performance data.

Machine Nodes Processor Accelerator Compiler(s)

Trinity (Haswell) 9436 2 × Intel Xeon E5-2698v3 - Intel 18.0.5

Trinity (KNL) 9984 1 × Intel Xeon Phi 7250 - Intel 18.0.5

Astra 2592 2 × Cavium Thunder-X2 CN9975 - GCC 7.2.0

Sierra 4340 2 × IBM POWER9 22C 4 × NVIDIA V100 GCC 7.2.0 NVCC 9.2

Table 5: Details of problem sizes used to test EMPIRE-PIC.

Size # of Elements # of Nodes # of Edges # of Faces Particle Count Particles/element

S 337.0 k 60.0 k 406.0 k 683.0 k 16.0 M 47.5

M 2.7 M 462.0 k 3.2 M 5.4 M 128.0 M 47.8

L 20.7 M 3.5 M 24.4 M 41.6 M 1.0 B 49.5

XL 166.0 M 27.9 M 195.0 M 333.0 M 8.2 B 49.4

XXL 1.3 B 223.0 M 1.6 B 2.7 B 65.6 B 49.2

ARM supercomputer based at SNL; and Sierra, an IBM POWER9 and NVIDIA V100 clus-
ter installed at the LLNL. Specific details of these systems can be found in Table 4.

In this section, we use a three-dimensional electromagnetic problem on a tetrahe-
dral mesh. A cross-section of this mesh is shown in Fig. 7(a). The problem domain is
uniformly filled with equal amounts of both electrons and hydrogen ions to a number
density of 1×1016 m−3, with particles being loaded randomly within their assigned ele-
ments. The initial temperature is set to approximately 10 eV. The plasma is evolved for a
time of 6×10−10 s over 100 simulation time-steps, and the CFL ranges from 3–30.

For the experiments on Trinity (Haswell) and Astra we adopted a hybrid approach
using 1 MPI process per socket, with each process saturating all physical cores of the
socket using OpenMP threads. For the KNL partition of Trinity, the nodes were used in
quadrant mode with 1 MPI process per quadrant, and 16 OpenMP threads per process.
Hyperthreading was not used for all CPU-based systems. For Sierra 1 MPI process is
used per Tesla V100 GPU, resulting in 4 processes per node in total. A variety of problem
sizes were tested on each system, with each problem size being approximately a factor of
8× larger than the previous size in terms of both the mesh and the particle count. This
facilitates both strong and weak scaling studies. Full details of all problem sizes are given
in Table 5.

Fig. 7(b) shows the performance of EMPIRE-PIC at the single node level, running the
small problem size across all systems. For the experiments on Sierra, runs were carried
out using both a single V100 GPU, and all four V100 GPUs in the node. Along side
the total execution time, Fig. 7(b) shows the proportion of the execution time spent in
each of the kernels described in Section 3. As the problem is electromagnetic the cost of
weighting the particles back to the mesh is included in the particle move time. The cost of
migrating particles between processes is also included in the move kernel time. Finally,
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(a) (b)

Figure 7: Geometry used to test EMPIRE-PIC (left), and a breakdown of time spent in various application
kernels for the small problem size (right).

the ‘Other’ time measurement includes time spent performing I/O, and other tasks such
as filling views at the start of a time-step.

Our results show that the combined total time spent processing the particles is greater
than for the linear solve of Maxwell’s equations for all systems, with the exception Sierra
when using all four available GPUs. We also observe comparable overall results when
contrasting the performance of the ARM Thunder-X2 to the Haswell partition of Trinity,
with Astra performing better on both the linear solve and the particle sort. This difference
can be explained by the ARM system having double the number of memory channels of
the Haswell system – a total of eight channels versus four providing an advantage for
traditionally memory-bound algorithms. The traditional CPU systems also outperform
the KNL partition of Trinity that makes use of Intel’s Xeon Phi Knight’s Landing MIC ar-
chitecture. This performance disparity is most apparent when comparing the time taken
to execute the particle move step.

When examining the performance data collected from Sierra it is clear to see that
the Tesla V100 vastly outperforms CPU-based systems on particle based kernels. This is
due to the massively parallel nature of GPU architecture combined with high-bandwidth
memory allowing much greater numbers of particles to be processed simultaneously.
This continues to hold true even when only a single Tesla V100 is used out of the four
available on a single node. For the linear solver we observe similar performance on Sierra
versus the three CPU systems when using a single GPU. When using all four available
GPUs the linear solve on Sierra is slower than all other systems except the KNL. This is
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(a) Trinity Haswell (b) Trinity KNL

(c) Astra Thunder-X2 (d) Sierra P9/Volta

Figure 8: EMPIRE-PIC scaling study results for both partitions of Trinity, Astra, and Sierra. Squares, triangles,
and circles represent the main time loop, linear solve, and particle kernels respectively.

caused by the linear solve strong scaling poorly across multiple GPUs when the problem
size per GPU card is sufficiently small as the amount of work per GPU card becomes low.

Fig. 8 shows the results of both strong and weak scaling studies of EMPIRE-PIC for
all of the aforementioned systems. We present data for the total time spent processing
particles including MPI communications, the time spent solving for the updated fields,
and the total execution time of the main loop of the application. It is clear to see that
EMPIRE-PIC achieves near ideal strong scaling for the particle update on all systems
even when high levels of strong scaling are applied. The linear solve strong scales well on
both Haswell, KNL and Thunder-X2 but there is reduced strong scaling benefit observed



M. T. Bettencourt et al. / Commun. Comput. Phys., x (20xx), pp. 1-37 31

Table 6: Time taken to process a single particle or element, broken down by system. The crossover point is the
amount of particles per cell needed to spend equal time processing particles and solving for the fields.

Machine µs / Particle µs / Element PPC Crossover Point

Trinity (Haswell) 0.045 2.518 56.221

Trinity (KNL) 0.070 2.116 30.306

Astra 0.027 0.909 33.594

Sierra 0.003 0.219 83.867

for the V100 architecture. It is also evident that the solver quickly becomes the main
performance bottleneck for the CUDA version of the code when sufficient levels of strong
scaling are used.

With regards to weak scaling, EMPIRE-PIC scales well across all of the chosen sys-
tems demonstrating acceptable time-to-solution even as problem size is vastly increased
versus the base case. Of particular note is that when running EMPIRE-PIC on Sierra
we observe significantly reduced time-to-solution versus the three CPU-based systems
while using a factor of eight fewer total compute nodes – this is unsurprising given the
relative peak performance/memory bandwidth of the nodes in Sierra when compared to
the other three systems.

Finally, Table 6 shows, for each machine, the time in microseconds spent to process a
single particle and/or element, for the XL problem size after two levels of strong scaling
have been applied. Using this data we can determine the number of particles per cell
that would cause the amount of time spent processing the particles and solving for the
updated fields to be equal. This is also denoted in Table 6 as the PPC crossover point,
with the purpose of providing a view to the reader of how simulations not dominated by
particle push time might perform on each system.

6 Conclusion

As we approach the major milestone of Exascale computing, modern computational ar-
chitectures will continue to diversify. It is crucial that current and developing HPC appli-
cations can adapt to ever-increasing heterogeneity. This paper presents the development
of EMPIRE-PIC, an unstructured electrostatic/electromagnetic FEM-PIC code capable of
running simulations in both two- and three-dimensional spaces with realistic geometries.
The code is written in C++ and uses the Kokkos programming model to achieve good per-
formance from a single source across a variety of modern compute architectures, includ-
ing Intel Xeon CPUs, Intel’s Xeon Phi Knight’s Landing, ARM Thunder-X2, and NVIDIA
Tesla V100 GPUs attached to IBM POWER9 CPUs. To our knowledge, EMPIRE-PIC is the
first unstructured electrostatic/electromagnetic FEM-PIC application to be developed us-
ing the Kokkos framework.

In this paper, we have demonstrated that both the electrostatic and electromagnetic
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schemes implemented within EMPIRE-PIC achieve second-order accuracy in space and
time via a convergence study using three benchmark problems: a simple electron orbit,
an electrostatic Langmuir wave, and a transverse electromagnetic wave. In particular,
the electrostatics scheme displays near-exact second-order convergence, and the electro-
magnetics scheme shows the correct second-order convergence once a sufficient number
of particles are used.

We have also shown how such an FEM-PIC code can be implemented using the
Kokkos and Trilinos libraries, demonstrating good performance across four distinct sys-
tems using a representative unstructured problem. Specifically we have observed near-
ideal strong-scaling for the particle-based kernels. On the NVIDIA Tesla V100 platform
we have seen relatively low levels of strong scalability for the linear solver, but good weak
scaling is still achieved even up to problems consisting of more than one-hundred mil-
lion mesh elements. It is also evident that the massively parallel nature of GPUs makes
them well suited to the particle-based kernels in PIC codes, with Sierra outperforming
the CPU based systems in almost all cases.

EMPIRE-PIC has been developed as part of Sandia’s Advanced Simulation and Com-
puting, Advanced Technology, Development, and Mitigation (ASC-ATDM) program to
target next generation heterogeneous platforms. It will allow domain scientists to run
complex simulations of plasma phenomena across a wide range of the Department of
Energy’s future Exascale supercomputers at a scale far greater than existing production
codes.

6.1 Future work

There are a number of opportunities to explore improvements to both the accuracy and
the performance of EMPIRE-PIC. Firstly, the use of higher-order particle representations
has been explored within EMPIRE-PIC. Specifically, work is underway to evaluate novel
implementations of higher-order particle shape functions in the context of unstructured
FEM-PIC [26, 27].

Finally, PIC codes also experience performance degradation during long simulations
due to increased load imbalance as a result of the dynamic nature of the particle-based
parts of the simulation workload. One approach to resolve this issue is the use of Asyn-
chronous Many Tasking (AMT) libraries, enabling the use of dynamic load balancing
techniques to alleviate the performance penalty of an unbalanced simulation. The use of
AMT libraries within EMPIRE-PIC is currently being explored.
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