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Abstract. The construction of relevant initial conditions in the phase-field models for
interfacial problems is discussed. If the model is supposed to have a local equilibrium
at the interface, it must be based on a local distance function. However, since for the
Cartesian coordinates non-uniform boundaries occur, the initial conditions have to be
corrected in order to match the actual phenomena. We discuss the volume correction
method, image initialisation, non-overlapping multi component concentration, etc. The
methods presented can be used in the initial guess constructions for various phase-field
models.
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1. Introduction

The phase-field model, a mathematical model for solving interfacial problems, was in-
troduced in [24, 39]. Examples of such problems include dendritic growth [34, 58], spin-
odal decomposition [45], micro-phase pattern formation [11, 61], image inpainting [5],
image segmentation [55], vesicle dynamics [47, 53], tumor growth [13, 44], two-phase
flow [1, 38], and multi-phase fluid flow [3, 23, 59]. In the phase-field model, the bound-
ary conditions at the interface are replaced by the phase-field equation. The phase-field
function takes distinct values at each phase and has a smooth interfacial transition layer
between distinct values. We define the interface as a contour in the two-dimensional space
or an isosurface in the three-dimensional space. In the limit of an infinitesimal interfa-
cial parameter, we can have the correct interfacial dynamics. Therefore, instead of direct
treatment of the corresponding boundary conditions at the interface, the interfacial related
problems can be reduced to the solution of equations over the whole domain.
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The first example of the phase-field equations is the Allen-Cahn (AC) equation [2]which
governs the motion of anti-phase boundaries in crystalline solids

∂ φ

∂ t
(x, t) = − F ′(φ(x, t))

ε2
+∆φ(x, t), x ∈ Ω, t > 0, (1.1)

where Ω is a domain, φ the difference of concentrations, F(φ) = 0.25(φ2 − 1)2, and ε
a positive parameter related to the interfacial thickness. Fig. 1 shows the temporal evolution
of the contour and the isosurface of the numerical solutions of the AC equation (1.1) with
the initial conditions described in [42].

Next example is the dendritic growth equations with a four-fold symmetry in the two-
dimensional space [34,58]
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(1.2)

where Ω is a domain, φ(x, t) the order parameter taking values between −1 (liquid phase)
and 1 (solid phase), W0 the measure of the interface width, ε(φ) the anisotropic function,
δ4 the anisotropic strength, λ the dimensionless coupling parameter, D the diffusion rate

(a) (b) (c)

(d) (e) (f)

Figure 1: Motion by mean curvature. (a)-(c) and (d)-(f) show the results in two- and three-dimensional
spaces, respectively. Reprinted from Li et al. [42] with permission of Elsevier Science.
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Figure 2: Temporal evolution of dendritic growth (1.2) with four-fold symmetry in 2D. Reprinted from
Jeong and Kim [34] with permission from Elsevier Science.

of the temperature and U(x, t) the dimensionless temperature field. Fig. 2 illustrates the
temporal evolution of dendritic growth (1.2) in two-dimensional space.

The three-dimensional dendritic growth model is
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Fig. 3 illustrates the temporal evolution of dendritic growth (1.3) in three-dimensional
space.

Another representative example of the phase-field model is the Cahn-Hilliard (CH)
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Figure 3: Temporal evolution of dendritic growth (1.3) in 3D. Reprinted from Jeong and Kim [34] with
permission of Elsevier Science.
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equation [7,8]
∂ φ(x, t)

∂ t
=∆µ(x, t), x ∈ Ω, t > 0,

µ(x, t) = F ′
�

φ(x, t)
� − ε2

∆φ(x, t),
(1.4)

where Ω ⊂ Rd , d = 1,2,3 is a domain, F(φ) = 0.25(φ2 − 1)2 the double well potential
energy, and ε a positive parameter. The phase field φ(x, t) which ranges between −1 and
1 is defined as the difference between the mole fractions of binary mixtures. As a typical
example of the phase-field model, the CH equation has been widely studied in various
fields of scientific research. Since AC and CH equations are closely connected, various
related studies have been conducted [12,43,46]. The CH equation (1.4) with random initial
condition is widely used to simulate the spinodal decomposition. Figs. 4(a)-4(c) and 4(d)-
4(f) show the evolutions of binary and multi-component spinodal decomposition [51,56],
respectively.

Furthermore, the CH equation with the specific initial condition

φ(x, 0) = 2(x − 0.5) (1.5)

can be used to simulate the spinodal decomposition and the nucleation taking place simul-
taneously. Figs. 5(a)-5(d) show the temporal evolutions of the spinodal decomposition and
the nucleation in the unit domain [28] with the initial condition (1.5).

Many important problems in materials science and thin film technologies are related to
open curve/surface evolution problems. One such topic is the solid-state dewetting phe-
nomenon [19, 31, 35, 36]. It arises in various systems and is associated with the category

(a) (b) (c)

(d) (e) (f)

Figure 4: Temporal evolution of spinodal decomposition. (a)-(c) and (d)-(f) show the results for binary
and multi-component spinodal decomposition, respectively. Adapted from [56] and [51] with permission
of Elsevier Science.
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(a) (b) (c) (d)

Figure 5: Temporal evolutions of spinodal decomposition and nucleation. Adapted from [28] with
permission of Elsevier Science.

of capillarity-controlled interface or surface evolutions. The dewetting process is mathe-
matically modeled and studied by the sharp-interface method or the phase-field method. A
schematic evolution process of the solid-state dewetting of a thin film on a substrate is pre-
sented in Fig. 6. The initial state is shown in Fig. 6(a), the intermediate state in Fig. 6(b),
and the final profile of pinch-off state in Fig. 6(c). The evolution is modelled by the CH
equation.

Next, there is the following governing equations of diblock copolymer [11]:

∂ φ(x, t)

∂ t
=∆µ(x, t)−α�φ(x, t) − φ̄(x, t)

�

, (1.6)

µ(x, t) = F ′
�

φ(x, t)
� − ε2

∆φ(x, t), (1.7)

where

φ̄(x, t) =
1

Ω

∫

Ω

φ(x, t)dx.

Figs. 7(a) and 7(b) show the snapshots of the diblock copolymer (1.7) simulations with
random initial conditions around φ̄ = 0 and φ̄ = 0.3, respectively.

The Swift-Hohenberg (SH) equation

∂ φ(x, t)

∂ t
= εφ(x, t) − (∆+ 1)2φ(x, t) + gφ2(x, t)−φ3(x, t), x ∈ Ω, t > 0 (1.8)

with periodic boundary condition and random initial condition [49] is used in cellular ma-
terials, crystallography, metallurgy [26]. Fig. 8 shows two snapshots of numerical solutions
with random initial conditions. The phase-field model with random initial conditions are
often used since the results of shape over time by solving the differential equation (1.8) are

(a) (b) (c)

Figure 6: The solid-state dewetting of a thin film on a substrate. Reprinted from Jiang et al. [35] with
permission of Elsevier Science.
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(a) (b)

Figure 7: (a) and (b) are the snapshots of the results of diblock copolymer (1.7) simulation with random
initial condition around φ̄ = 0 and φ̄ = 0.3, respectively. Adapted from [11] with permission of Elsevier
Science.

qualitatively similar to each other for identical model parameters. Fig. 8 depicts the snap-
shots of solutions of the SH equation (1.8) with random initial conditions and different
model parameters. Furthermore, the modified phase-field crystal equation

∂ φ(x, t)

∂ t
=∆

�

φ3(x, t) + (1− ε)φ(x, t) + 2∆φ(x, t) +∆2φ(x, t)
�

, (1.9)

introduced in [48] finds applications in isotropic phase separation and crystallisation of
undercooled liquid-liquid interface. There are several theoretical papers concerning this
topic [20,21] and the related numerical methods, including the operator splitting method
[52], convex splitting method [29], and spectral method [17]. Fig. 9 shows the evolution
of phase field crystal equation (1.9) with a randomly distributed initial values in the two-
and three-dimensional spaces.

In computational fluid dynamics, the Cahn-Hilliard-Navier-Stokes (CHNS) model is
used to model various two-phase flow phenomena [30]. The most typical benchmark prob-

(a) (b)

Figure 8: Snapshots of the numerical solutions of the SH equation (1.8) with random initial conditions.
Reprinted from [16] with permission of Elsevier Science.
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(a) (b) (c)

(d) (e) (f)

Figure 9: Temporal evolution of phase field crystal equation (1.9). (a)-(c): two-dimensional space.
(d)-(f): three-dimensional space in slice view. Reprinted from [16, 48] with permissions of Elsevier
Science.

lem for the CHNS model with variable density is the Rayleigh-Taylor (RT) instability. We
can take the initial condition of the CH equation as a cosine function with a small ampli-
tude, then the interfacial instability evolves with time to form the RT instability. Fig. 10
shows the temporal evolution of the RT instability [50].

Various analytic and experimental studies on the deformation of biological vesicle mem-
branes use the phase-field approach [47, 53]. The governing equation derived from the
elastic bending energy is

∂ φ

∂ t
(x, t) = −g

�

φ(x, t)
� − 2M

�

B(φ(x, t)) − β� f
�

φ(x, t)
�

+ γ(t)F
�

φ(x, t)
�

,

where M is a large penalty constant, g(φ) = δW (φ)/δφ, and f (φ) = δB(φ)/δφ. Here,
W (φ) is the bending surface energy and B(φ) the surface area. For the volume constraints,
one uses the space-time dependent Lagrange multiplier γ(t)F(φ) with F(φ) and γ(t) de-
fined by

F(φ) =

�

φ2 − 1
�2

4
=
ε2

2
|∇φ|2,

γ(t) =

∫

Ω

�
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∫

Ω
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.

Fig. 11 illustrates the temporal evolution of the vesicle membrane in three-dimensional
space.
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Figure 10: Temporal evolution of the RT instability. Adapted from [50] with permission of Elsevier
Science.

(a) (b) (c) (d)

Figure 11: Temporal evolution of the vesicle membrane in 3D. Reprinted from Shin et al. [47] with
permission of Wiley.

The main aim of the present work is to outline constructive initial guesses for the phase-
field equations. Since many researchers have difficulties with the appropriate setting of the
initial state in experiments, we gather and explain various initial conditions. We discuss the
algorithms based on the level set approach with signed distance field [6, 9], which make
the initial guess for the phase-field models more suitable and correct.

This paper is organised as follows. Various initial conditions are described in Section 2
and conclusions are made in Section 3.

2. Various Initial Conditions

Various initial conditions introduced below are often used in works dealing with the
phase-field models treated by finite difference methods. Let us first discretise the two-
dimensional domain Ω = (a, b) × (c, d). Choose positive integers Nx and Ny such that
h= (b− a)/Nx = (d − c)/Ny and consider the corresponding uniform mesh with the set of



Initial Guess for Phase-Field Models 9

cell-centers

Ωh =
�

(x i, y j) : x i = a + (i − 0.5)h, y j = c + ( j − 0.5)h, 1≤ i ≤ Nx , 1≤ j ≤ Ny

	

.

Moreover, let tn = n∆t be the discrete time with the time step ∆t and φn
i j

a numerical
approximation ofφ(x i , y j , tn). The three-dimensional case is a simple extension of the two-
dimensional one. The phase-fieldφ has values from −0.9 to 0.9 across interfacial transition
layer over 2

p
2ε tanh−1(0.9) length [32]. Hence, if we let 2

p
2ε tanh−1(0.9) = hm, then

the interfacial length parameter ε= εm = hm/[2
p

2 tanh−1(0.9)]. Here, εm means that we
have nearly mh transition layer width and is used for our all experiments.

2.1. Random initial condition

We take the initial state as φ0
i j
= φave + A rand(x , y), where φave is average concen-

tration, A the amplitude of the perturbation and rand(x , y) uniformly distributed random
numbers between −1 and 1. In other words, random initial conditions φ0

i j
for the phase-

field model are given as random numbers located between −1 and 1. While using random
initial conditions, we can show how well the phase model like the CH equation applies.
Fig. 12 shows a random initial condition for φave = 0 with A = 0.1 on the computational
domain Ω= (0,1)× (0,1).

Figure 12: Random initial condition with φave = 0 and A= 0.1.

2.2. Initial conditions for a convergence test

To show the temporal accuracy, the authors of [62] considered the following initial
condition

φ(x , y, 0) = 0.05 sin x sin y

on Ω = (0,2π) × (0,2π), Fig. 13(a). They determined a reference numerical solution at
a certain time with ∆t = 10−4, ε = 0.1 on 400× 400 mesh. Another initial condition —
viz.
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(a) (b)

Figure 13: (a) φ(x , y, 0) = 0.05 sin x sin y. (b) Mesh plot of the initial condition given by Eq. (2.1).

φ(x , y, 0) =















1, if x >
1

12.8
sin(4πy) + 0.5+ 0.045,

1, if x <
1

12.8
sin(4πy) + 0.5− 0.045,

−1, otherwise

(2.1)

was used in [25] for numerical convergence tests on Ω= (0,1)× (0,1), cf. Fig. 13(b).

2.3. Rounded rectangle

Considering a the two-phase flow test problem — viz. 2D dam break problem, the
authors of [37] used the initial condition

φ(x , y, 0) =























tanh
�

b− yp
2ε

�

, for x ≤ a− r, y ≥ b− r,

tanh
�

a− xp
2ε

�

, for x > a− r, y < b− r,

tanh

�

r −p(x − a + r))2 + (y − b+ r))2p
2ε

�

, for x > a− r, y > b− r,

−1, otherwise.
(2.2)

The parameters a = 0.3, b = 0.5, and r = 0.04 are the width, the height, and the radius of
the curve of the rounded rectangle, respectively. Fig. 14 shows the initial condition for the
uniform mesh size h = 1/64 and ε= ε2 on the computational domain Ω= (0,1)× (0,1).

2.4. Initial conditions from a signed distance function

In this section, we discuss how to derive initial conditions from a signed distance func-
tion.
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Figure 14: Rectangle with a rounded corner: (a) mesh plot of the phase-field φ(x , y, 0) and (b) the
contour plot of φ(x , y, 0) at the zero level.

2.4.1. Circle and ellipse

Consider the ellipse

x2

a2
+

y2

b2
= 1 (2.3)

with the semi-major axis a and semi-minor axis b. For a = b = r, this is the circle of
radius r.

Circles and ellipses are used as the initial conditions for simulations of CH and AC
equations [10,15,60]. We set the initial condition of circle in the domain Ω= (−1.2,1.2)×
(−1.2,1.2) as follows:

φ(x , y, 0) = tanh

�

r −px2 + y2

p
2ε

�

. (2.4)

Fig. 15 shows the contour plot of the Eq. (2.4) at values −0.9,0 and 0.9 for a = b = 1,
h= 2.4/128, ε= ε8, and the mesh grid 128× 128 is used.

-1 -0.5 0 0.5 1

-1

-0.5

0

0.5

1

Figure 15: Contour plot of Eq. (2.4) at values −0.9, 0, and 0.9.
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To be consistent with the Eq. (2.4), for the general elliptical shape, we may consider
the following form:

φ(x , y, 0) = tanh

�p
ab−pbx2/a+ a y2/bp

2ε

�

, a = 2, b = 0.5 (2.5)

in the domain Ω = (−2.4,2.4)× (−2.4,2.4) with the mesh grid 256× 256 and the other
parameters as above. Fig. 16(a) shows the contour of the Eq. (2.5) at the levels φ =
−0.9,0,0.9. By simple calculations, we can derive the maximum and minimum of the tran-
sition width from φ = −0.9 to φ = 0.9 as

p

8a/bε tanh−1(0.9) and
p

8b/aε tanh−1(0.9),
respectively. Fig. 16(b) shows the maximum and the minimum of the transition width
against a for b = 0.5. Here, we scaled the maximum and the minimum values by the
transition width of the circular shape — i.e.

p
8ε tanh−1(0.9).

Nevertheless, such interfacial profiles do not match actual phenomena, especially in
fluid dynamics combined with the phase-field model. The reason for that is because it
assumes an equilibrium state in computing variables such as surface tension. This implies
that the corresponding formula is derived under the assumption that the interfacial length
in local coordinates follows the hyperbolic tangent profile. To confirm this numerically, the
circumference of the ellipse is measured using the Dirac-delta function [40] and compared
with the reference approximation L based on the series solution i.e.

L = π(a+ b)

�

1+
3s

10+
p

4− 3s

�

, (2.6)

where s = (a − b)2/(a + b)2. We choose the Dirac-delta function as |∇φ|. Table 1 shows
the circumference of ellipse before and after the modification.

(a)

0.5 1 1.5 2
0.5

1

1.5

2

max
min

(b)

Figure 16: (a) Contour plot of Eq. (2.5) at the levels φ = −0.9, 0, 0.9. (b) The scaled maximum (
p

a/b)

and minimum (
p

b/a) of the transition width against a with b.
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Figure 17: (a) Schematic of defining distance function. (b) An example of contour plot of general ellipse
(dashed line) and ellipse obtained from the proposed algorithm (solid line).

Now, we discuss how to make an ellipse whose contours are uniform in any direction.
Spreading n points over the ellipse, we measure the distance from a fixed point (x i, y j) to
the every chosen point and denote the minimum value by di j. If x2

i
/a2+ y2

j
/b2 > 1 (outside

the ellipse), then redefine the distance as di j := −di j. Repeat these steps for all i and j,
and we finally set φ0

i j
= tanh(di j/(

p
2ε)). See Fig. 17(a) for the schematic illustration of

defining distance function and Fig. 17(b) for the result using the proposed algorithm. As
Figs. 16(a) and 17(b) show, the ellipse used only tanh function has uneven thickness at
each level. Conversely, the ellipse applied our proposed method has uniform thickness at
each level, regardless of the horizontal or vertical direction.

Table 1: Circumference of ellipse with uniform and non-uniform interfacial thickness.

Types Uniform Non-uniform Reference

Circumference 3.4315 3.4301 3.4314

2.4.2. Multiple isolated circles with random radius

In the two-dimensional space we consider the following initial condition composed of k

isolated circles:

φ(x , y, 0) = k − 1+
k
∑

i=1

tanh

�

ri −
p

(x − x i)
2 + (y − yi)

2

p
2ε

�

, (2.7)

where (x i, yi) and ri = 0.2rand are the center of the i-th circle and its random radius.
Recall that “rand” are uniformly distributed random numbers between 0 and 1. In Fig. 18,
we present 10 isolated circles on Ω = (−1,1)× (−1,1) with arbitrary radii. Here, uniform
mesh size h = 1/64 and ε = ε2 are used. We can see the mesh plot of the phase-field
φ(x , y, 0) which has the values between −1 and 1, cf. Fig. 18(a). Furthermore, we can
observe the zero-level contours φ(x , y, 0) in Fig. 18(b).
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Figure 18: Multiple isolated circles with random radius in the two-dimensional space: (a) mesh plot of
the phase-field φ(x , y, 0) and (b) its zero-level contour.

2.4.3. Sinusoidal profile

For the initial condition of the RT instability problems [41], sinusoidal profiles are used.
Because the RT instability usually requires only a very small perturbation — i.e. a small
amplitude, an initial condition can be set by the following equation:

φ(x , y, 0) = tanh
�

y − 0.01 cos(2πx)p
2ε

�

, (2.8)

where ε is a width of interface and ε = ε8. However, if we consider large perturbations
and uniform thickness at each level, then (2.8) is not suitable for initial condition profiles.
Contour lines of (2.8) are not uniform. Nevertheless, applying the method used for the
ellipse, we arrive at uniform contour lines — cf. Fig. 19.

Figure 19: Contour lines at φ = −0.9, 0, 0.9 using Eq. (2.8) (dashed line) and the proposed algorithm
(solid line).
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2.4.4. Sphere and ellipsoid

In this section, we consider the initial conditions for a sphere [22] and an ellipsoid [18].
The initial condition for sphere

φ(x , y, z, 0) = tanh

�

r −px2 + y2 + z2

p
2ε

�

(2.9)

is defined on Ω = (−1.2,1.2)3. Fig. 20(a) shows the initial phase condition for sphere
at the levels −0.9,0, and 0.9. Here, r = 1, h = 2.4/128, ε = ε8, and the mesh grid
Nx × Ny × Nz = 128× 128× 128 are used.

To be consistent with the Eq. (2.9), for the ellipsoid, we consider the following form in
3D space Ω= (−2.4,2.4)× (−1.2,1.2)× (−1.2,1.2):

φ(x , y, z, 0) = tanh

� 3p
abc − 3p

abc
p

x2/a2 + y2/b2 + z2/c2

p
2ε

�

. (2.10)

Fig. 20(b) shows the isosurfaces of the ellipsoidal initial condition at the levels φ = −0.9,0
and 0.9 with a = 2.1, b = c = 0.7, ε= ε8, and the mesh grid Nx×Ny×Nz = 256×128×128.

Now, we also make an ellipsoid whose isosurfaces are uniform in any direction. First,
spread n points over the ellipsoid, measure the distance from a fixed point (x i, y j , zk) to
every point on the surface and denote the minimum of the distances by di jk. If x2

i
/a2 +

y2
j /b

2+z2
k
/c2 > 1 (outside the ellipsoid), redefine that value as di jk := −di jk. Repeat these

(a)

(b) (c)

Figure 20: (a) Isosurface of Eq. (2.9) at the levels φ = −0.9, 0, and 0.9. (b) Isosurface of Eq. (2.10) at
the levels φ = −0.9, 0, and 0.9. (c) Isosurface of proposed algorithm at the levels φ = −0.9, 0, and 0.9.
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steps for all i, j, and k, and set φi jk = tanh(di jk/(
p

2ε)). Fig. 20(c) shows the initial con-
dition for ellipsoid at the levels φ = −0.9,0, and 0.9 obtained by the proposed algorithm.
Similar to the ellipse case, the thickness between levels in any directions is not the same.
However, the ellipsoid obtained by our algorithm has uniform isosurfaces in any direction.

2.4.5. Torus

We now consider a torus. This is the surface of revolution generated by revolving a circle
in 3D space about an axis. The radius R of the large circle is known as the major radius
and the radius r of the small one is the minor radius. The authors of [18] consider both
ellipsoid and torus as initial conditions. There are two kinds of tori — viz. symmetric
and non-symmetric ones. An initial condition for the torus at the center (0,0,0) and on
Ω= (−1.5,1.5)× (−1.5,1.5)× (−0.75,0.75) has the form

φ(x , y, z, 0) = tanh

 

r2 − �R−px2 + y2
�2 − z2

p
2ε

!

. (2.11)

Fig. 21(a) shows the isosurface of φ at the levels −0.9,0,0.9 for the radially symmetric
torus with R= 0.6 and r = 0.3 about the z-axis. Figs. 21(b) and 21(c) show the isosurfaces
of φ at the levels −0.9,0,0.9 for the radially non-symmetric torus with R = 0.6, and r =

0.05 sin(arctan(y, x)) + 0.3 about the z-axis, the Eq. (2.11) and the proposed algorithm,
respectively. Here, we use h = 3/128, ε = ε4, and the mesh grid Nx × Ny × Nz = 128×
128× 64.

(a)

(b) (c)

Figure 21: (a) is radially symmetric torus. (b) and (c) are radially non-symmetric tori about the z-axis
with Eq. (2.11) and the proposed algorithm, respectively.
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2.4.6. Triply periodic minimal surfaces

As the next step, we consider triply periodic minimal surfaces widely used in biotechnol-
ogy. They are approximated by periodic nodal surfaces [27]. Let us present the periodic
nodal surfaces approximations of triply periodic minimal surfaces, respectively, referred to
as Schwarz primitive (P), Schwarz diamond (D), and Gyroid (G). More precisely, they are

cos(2πx) + cos(2πy) + cos(2πz) = 0, (2.12)

cos(2πx) cos(2πy) cos(2πz)− sin(2πx) sin(2πy) sin(2πz) = 0, (2.13)

sin(2πx) cos(2πy) + sin(2πz) cos(2πx) + sin(2πy) cos(2πz) = 0, (2.14)

where x , y, z ∈ [0,1]. Note that these periodic representations do not match the Euclidean
distance, which causes problems for establishing the equilibrium profile. One of possible
solutions is to use the cut-off and relaxation — cf. [57]. Figs. 22(a)-(22c) show the periodic
nodal surfaces approximations of P, D, and G surfaces, and Figs. 22(d)-22(f) demonstrate
the reconstructed approximations of P, D, and G surfaces, followed by Step 1 to 6 in [57].

(a) (b) (c)

(d) (e) (f)

Figure 22: (a)-(c) are the periodic nodal surfaces approximations of P, D, and G surfaces, respectively,
which are represented by Eqs. (2.12)-(2.14). (d)-(f) are reconstructed profile of P, D, and G surfaces
which can be employed to the initial conditions for the phase-field models. The process is followed by
Step 1 to 6 in [57].
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2.5. Periodic waves on curve and surface

Initially periodic waves on closed curves or surfaces are often provided to study mean
curvature flows and dendrite pattern formation [42]. To achieve this perturbation in incep-
tive period, one can use polar and spherical harmonics [14]. The polar harmonics in real
parts, or k-fold symmetries have the form

Wk(θ) = cos
�

k(θ − θre f )
�

,

where k is the number of symmetric tips, θ = arctan(y/x)+πI(x < 0), and θre f is a given
angle. Note that I(·) is an indicator function. Fig. 23 displays the initial states including
periodic waves on curves. We use the following equation

φ(x , y, 0) = tanh

�

r + AWk −
p

x2 + y2

p
2ε

�

,

where (x , y) ∈ [−0.9,0.9]2, r is the circle radius, and A the amplitude of the wave. Conse-
quently, the spherical harmonics in real parts are given as

Y m
l
(θ ,φ) =

√

√ (2l + 1)(l −m)!

4π(l +m)!
Pm

l
(cosθ) sin(mφ),

where l is the degree of the wave in the latitudinal coordinates with θ = arctan(y/x)I(y >
0) +πI(x < 0), i.e. θ ∈ [0,π], and m is the order of the wave in longitudinal coordinate
withφ = sgn(y)arccos(z/

p

x2 + y2 + z2)+π, i.e. φ ∈ [0,2π). Here, Pm
l
(·) is an associated

Legendre polynomial. Fig. 24 shows the initial states, including periodic waves on surfaces.
We employ the following equation:

φ(x , y, z, 0) = tanh

�

r + AY m
l
−px2 + y2 + z2

p
2ε

�

,

where (x , y, z) ∈ [−1.2,1.2]3.

-0.5 0 0.5

-0.5

0

0.5

(a) r = 0.6, A= 0.2, k = 7, θre f = 0
-0.5 0 0.5

-0.5

0

0.5

(b) r = 0.55, A= 0.4, k = 4, θre f = π/4

Figure 23: Polar harmonics on curves.
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(a) r = 0.8, A= 0.8, l = 15, m= 7 (b) r = 0.7, A= 0.5, l = 8, m= 5

Figure 24: Spherical harmonics on spheres.

2.6. Initial conditions with the same total concentration

Let us make initial conditions for circle and ellipse having the same area. For example,
if the circle radius is r and the ellipse major and minor axes are a and b, then the areas are
πr2 and πab, respectively. As a concrete example, we consider r = 1, a = 2, and b = 0.5.
For these parameters, both figures have the area π. For approximate solutions, however,
numerical areas are different. We set two conditions using tanh function in (−2.4,2.4)×
(−2.4,2.4) with the mesh grid 128 × 128, viz. the one φc

i j
meaning the circle of radius

r = 1 at the zero level, and another φe
i j

meaning the ellipse with a = 2 and b = 0.5 at the
zero level

φc
i j = tanh

�

1−px2 + y2

p
2ε

�

,

φe
i j
= tanh

�

1−px2/4+ 4y2

p
2ε

�

.

Figs. 25(a) and 25(b) show the mesh for φc
i j

with r = 1 and φe
i j

with a = 2 and b = 0.5,
respectively.

Generally, the total concentration for φc
i j

and φe
i j

is different, viz.

Nx∑

i=1

Ny
∑

j=1

φc
i j
6=

Nx∑

i=1

Ny
∑

j=1

φe
i j

.

We use the following correction in order to have the same total concentration for the ellipse
and circle:

φ
e,new
i j

= φe
i j +αF(φe

i j),
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(a) (b) (c)

-2 -1 0 1 2

-2

-1

0

1

2

(d)

Figure 25: (a) Mesh of φc
i j
. (b) Mesh of φe

i j
. (c) Total concentration corrected ellipse, φe,new

i j
. (d) Con-

tours of φe
i j

and φe,new

i j
at zero-level.

where α is a constant and F(φ) = 0.25(φ2 − 1)2. F(φ) = 0.25(φ2 − 1)2 the double well
potential energy. To find α, we set

Nx∑

i=1

Ny
∑

j=1

φc
i j =

Nx∑

i=1

Ny
∑

j=1

φ
e,new

i j
=

Nx∑

i=1

Ny
∑

j=1

�

φe
i j +αF(φe

i j)
�

.

Then

α =

∑Nx

i=1

∑Ny

j=1

�

φc
i j
−φe

i j

�

∑Nx

i=1

∑Ny

j=1 F
�

φe
i j

�
.

Using this α, we can derive a new total concentration φe,new
i j

which is closer to φc
i j

. The
advantage this algorithm has is that it is able to reduce the error without losing the concen-
tration. Fig. 25(c) shows the mesh φe,new

i j
similar to φe

i j
. However, as shown in Fig. 25(d),

two contours of φe
i j

and φe,new

i j
at the zero-level differ when viewed closely. In fact, we got

the numerical area of circle and ellipse as 3.1398 and 3.1384, respectively. The numerical
area of the corrected ellipse is 3.1394, which is close to the area of circle.
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2.7. Initial condition from an image

In this section, we use the image segmentation process in order to make initial condi-
tions from an image — cf. [33]. The image segmentation method is based on the following
equation:

∂ φ(x, t)

∂ t
= g

�

f0(x)
�

�

− F ′(φ)
ε2

+∆φ

�

+λg
�

f0(x)
�

F(φ),

where

f0(x) =
f (x)− fmin

fmax − fmin
,

g( f0(x)) is an edge stopping function aimed to stop evolution when contour approaches
an edge, and fmax and fmin are, respectively, the maximum and minimum values of a given
image f (x). In Fig. 26, we use λ = 10−4, ε = ε4, h = 1/64, ∆t = 10−5, and 64 × 64
mesh. We set φ(x, 0) as φ(x, 0) = −1 if x is inside two square contour (green line) and
φ(x, 0) = 1 otherwise (see the first column in Fig. 26). The initial data evolves until it
reaches the boundary of the image through the motion by the mean curvature and the
term λg( f0(x))F(φ).

(a) (b) (c)

Figure 26: Image segmentation process at (a) 0 iteration, (b) 300 iterations, and (c) 1200 iterations.

2.8. Random initial conditions for multi-component mixture

In this part, we consider two random initial conditions for multi-component CH equa-
tions. Such equations can be written as

∂ ci

∂ t
=∇ · �M(c)∇µi

�

,

µi = F ′(ci)− ε2
∆ci + β(c),



22 S. Yoon, J. Wang, C. Lee, J. Yang, J. Park, H. Kim and J. Kim

where ci and µi represent a specific mole fraction and the chemical potential for i =

1,2, . . . , N , F(ci) = 0.25c2
i
(1− ci)

2. Let M(c) = M = 1 be the constant mobility and

β(c) =
1

N

N
∑

i=1

F ′(ci)

a Lagrange multiplier, which maintains the summation of total mole fractions to be 1, i.e.
c1 + c2 + · · · + cN = 1 [4]. In numerical tests, we use N = 5 on Ω = (0,1) × (0,1), h =

1/128, ∆t = 0.2h, and ε = 0.0047. The first initial condition is

c1(x , y, 0) = 0.2+ 0.01rand, c2(x , y, 0) = 0.2+ 0.01rand,

c3(x , y, 0) = 0.2+ 0.01rand, c4(x , y, 0) = 0.2+ 0.01rand,

c5(x , y, 0) = 1− c1(x , y, 0)− c2(x , y, 0)− c3(x , y, 0)− c4(x , y, 0),

where rand represents a random number between −1 and 1. The second one is

c1(x , y, 0) = 1, c2(x , y, 0) = · · ·= c5(x , y, 0) = 0, if rand′ < 1/5,

c2(x , y, 0) = 1, c1(x , y, 0) = · · ·= c5(x , y, 0) = 0, else if rand′ < 2/5,

c3(x , y, 0) = 1, c1(x , y, 0) = · · ·= c5(x , y, 0) = 0, else if rand′ < 3/5,

c4(x , y, 0) = 1, c1(x , y, 0) = · · ·= c5(x , y, 0) = 0, else if rand′ < 4/5,

c5(x , y, 0) = 1, c1(x , y, 0) = · · ·= c4(x , y, 0) = 0, otherwise,

where rand′ represents the random number between 0 and 1. For convenience, the Case 1
and Case 2 are used to indicate the first and second initial conditions, respectively.

Figs. 27(a) and 27(c) show the initial condition of c1 for Case 1 and Case 2, whereas
Figs. 27(b) and 27(d) demonstrate corresponding evolutional results for c1 at t = 1.4063.
We can observe that the initial perturbation of Case 1 becomes flat with time. On the
other hand, in Case 2 the phase separation evolves. Therefore, Case 2 is preferable for
the simulation of the multi-component phase separation with randomly distributed initial
conditions.

2.9. Initial condition using Voronoi diagram

The Voronoi diagram splits a given domain with seed points into disjoint polygons.
There is one polygon consisting of all points closer to that seed point than any others for
each seed point. Fig. 28 shows the result of evolution with a certain initial condition [54].

This suggests that the use of the Voronoi diagram as an initial condition can be more
efficient and natural in order to obtain the local equilibrium solution in multi-component
phase-field models. This is because the final shape of separation is the union of Voronoi
polygons. Let us consider N -component phase-field system, i.e. c1, c2, . . . , cN . Let (X l , Yl),
l = 1, . . . , M be the seed points. For all l = 1, . . . , M , we assign 1 to a randomly chosen con-
centration field and 0 to the other concentration fields for the polygon including a seeding
point. For example, let M = 4, then for some grid point (x i, y j) we compute the distances
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(a) (b)

(c) (d)

Figure 27: Temporal evolutions with two different initial conditions. (a) and (c) are the initial conditions
of c1 for Case 1 and Case 2. (b) and (d) are the corresponding evolutional results of c1 at t = 1.4063.

dl between the grid point and the seed points, (X l , Yl), for l = 1,2,3,4. Find the index l

which makes the minimum distance and assign one to the index l-associated concentration
field and zero to the other concentration fields — cf. Fig. 29(a). We loop over all grid
points to define values of the phase-fields. Figs. 29(b) and 29(c) show 30 seed points and
the resulting Voronoi diagram using the above procedure.

Figs. 30(a)-30(d) show mesh plots with four phase-fields for a simplicity.

(a) t = 0 (b) t = 0.0009 (c) t = 0.009

Figure 28: Result of evolution to morphologies during a spinodal phase separation of 5-component system
with average composition. Reprinted from [54] with permission of Elsevier Science. For interpretation
of the colors in the figures, the reader is referred to the web version of this article.
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Figure 29: (a) Schematic illustration of assigning a concentration value to a grid point in 2D. (b) 30
seed points. (c) Voronoi diagram.

(a) (b)

(c) (d)

Figure 30: (a), (b), (c), and (d) are mesh plots for concentrations c1, c2, c3, and c4, respectively.



Initial Guess for Phase-Field Models 25

(a)

1

0
0.5

0.2

0

0.4

0.6

0.5

0.8

1

01

(b) (c)

Figure 31: (a) Schematic illustration of assigning a concentration value to a grid point in 3D. (b) 30
random seed points in 3D space. (c) Resulting 3D Voronoi diagram.

Three-dimensional Voronoi tessellations have been used in the grain growth simulation.
The 2D procedure can be directly extended to 3D procedure for generating 3D Voronoi
diagram. Fig. 31 schematically illustrates the assignment of the concentration value to
a grid point, 30 random seed points, and the resulting Voronoi diagram.

Fig. 32 shows the isosurfaces at the 1/2 level for the concentrations c1, c2, c3, and c4,
respectively.

3. Conclusions

In order to correctly calculate interfacial dynamics numerically and physically, it is im-
portant to choose adequate initial guesses. In this work, we discuss how to chose proper
initial conditions in simulations of phase-field models. In particular, defining a level set
via a signed distance field is essential for phase-field models on curved surfaces. If various
basic physics laws such as preserving the mass and decreasing energy should be satisfied,
the constraints can be employed by reflecting the initial conditions.
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(a) (b)

(c) (d)

Figure 32: (a), (b), (c), and (d) are isosurfaces at the 1/2 level for concentrations c1, c2, c3, and c4,
respectively.
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