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Abstract. In this article, a new compact difference scheme is proposed in exponential form to solve two-dimensional unsteady nonlinear Burgers’ and Navier-Stokes equations of motion in polar cylindrical coordinates by using half-step discretization. At each time level by using only nine grid points in space, the proposed scheme gives accuracy of order four in space and two in time. The method is directly applicable to the equations having singularities at boundary points. Stability analysis is explained in detail and many benchmark problems like Burgers’, Navier-Stokes and Taylor-vortex problems in polar cylindrical coordinates are solved to verify the accuracy and efficiency of the scheme.
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1. Introduction

Nonlinear parabolic partial differential equations (PDEs) arise in various branches of physical and engineering sciences and play a significant role in computational fluid dynamics (CFD). Two of the most important examples of nonlinear PDEs are the Burg-
ers’ and Navier-Stokes (N-S) equations [3] which have a large variety of applications in studying viscous flow and turbulence and in modeling weather [24]. The Burgers’ equation is a special type of nonlinear partial differential equation which is very similar to the N-S equations and could serve as a prototype of the N-S equations. N–S equations are very famous and primordial governing equations in fluid mechanics. Many physical incompressible fluid flow problems are modeled by viscous incompressible N–S equations and numerical computation of these equations is a crucial tool.

During past few decades, tremendous efforts have been made for the development of computational schemes of different numerical approaches to find better approximations of these nonlinear partial differential equations. Finite Difference Method (FDM) [10,14,25] is a very popular numerical approach and many important numerical techniques based on FDM have been developed to solve 2D unsteady nonlinear Burgers’ [7] and N-S equations in the polar cylindrical coordinate system. In [2, 4, 9, 12, 16] several high order finite difference schemes are proposed to solve 2D unsteady linear parabolic equations numerically depending on alternating direction implicit (ADI) technique. Later, Mohanty and Setia [20] solved the system of quasi-linear parabolic PDEs by using half-step discretization. In order to solve the Navier-Stokes equations for very small Reynolds number, Eren [5] applied the Crank-Nicolson implicit method for the solution of 2D time dependent flow field for interaction of jets. Mohanty et al. [15] have developed an operator compact implicit scheme for 1D viscous Burgers-Huxley equation by using three spatial uniform grids and two levels of time. The method has order of accuracy two in time and four in space. Bai et al. [1] presented and analyzed approximated ILU and UGS preconditioning methods for the linearized discretized steady incompressible N-S equations. Shah et al. [23] proposed a third order upwind compact scheme for the incompressible N-S equations in the artificial compressibility method in general curvilinear coordinates. Finite volume method (FVM) is one of the well-known attractive approaches to tackle with PDEs in complex domain. Pereira et al. [22] constructed a fourth order accurate compact scheme based on finite volume method for the incompressible N-S equations in primitive variable formulation.

In the field of computational fluid dynamics, high order compact (HOC) formulations are becoming more popular because they provide more accurate solutions in a compact stencil. A class of implicit HOC finite difference schemes have been developed by Kalita et al. [11] with weighted time discretization to solve the unsteady 2D variable coefficient convection-diffusion equation. Their methods were tested on problems with both Dirichlet and Neumann boundary conditions. Erturk and Gokcol [6] introduced a new compact formulation of order four in order to solve steady 2D incompressible Navier-Stokes equations. Recently, Mohanty et al. [17–19,21] proposed compact HOC method in exponential form in order to solve nonlinear boundary value problems (BVPs).

To our best knowledge no method in exponential form having order accuracy two in time and four in space for the solution of 2D nonlinear parabolic PDEs in cylindrical polar coordinates has been discussed in the literature so far. In this article, we discuss a new half-step discretization in exponential form for the solution of 2D unsteady nonlinear Burgers’ and N-S equations in polar cylindrical coordinates. The proposed
method is second order accurate in time and fourth order accurate in space, and on each time level only nine grid points are used for a single compact cell. The prominent advantage of developing the method is that the problems having singularities in the domain can be solved directly.

The paper is arranged as follows. In Section 2 we present the new off step discretization schemes and its derivation for the solution of the nonlinear 2D parabolic equations in \( r, z \)-plane. In Section 3 we discuss the application to the Burgers’ and N-S equations. In Section 4, brief discussion of unconditionally stable character of the proposed method is given and several numerical experiments to test the accuracy and efficiency of the proposed method are given in Section 5. Section 6 contains concluding remarks.

2. Discretization procedure

We consider the 2D nonlinear parabolic equation in the \( r, z \)-plane.

\[
\nu \left( \frac{\partial^2 \omega}{\partial r^2} + \frac{\partial^2 \omega}{\partial z^2} \right) = \frac{\partial \omega}{\partial t} + \phi \left( r, z, t, \omega, \frac{\partial \omega}{\partial r}, \frac{\partial \omega}{\partial z} \right), \quad 0 < r, z < 1, \quad t > 0
\]  

(2.1)

defined in the semi-infinite region \( \Omega = \{(r, z, t) \mid 0 < r, z < 1, t > 0\} \), where \( \nu > 0 \).

The initial and Dirichlet boundary conditions are given by

\[
\begin{align*}
\omega(r, z, 0) &= f(r, z), & 0 \leq r, z \leq 1, \\
\omega(r, 0, t) &= a_0(r, t), & \omega(r, 1, t) = a_1(r, t), & 0 \leq r \leq 1, & t > 0, \\
\omega(0, z, t) &= b_0(z, t), & \omega(1, z, t) = b_1(z, t), & 0 \leq z \leq 1, & t > 0,
\end{align*}
\]

(2.2)\text{–}(2.4)

where \( \omega(r, z, t) \in C^2(\Omega), \phi \geq 0 \), and \( f(r, z), a_0(r, t), a_1(r, t), b_0(z, t) \) and \( b_1(z, t) \) are smooth functions on the boundary of \( \Omega \). Further, we assume that the solution is unique and the solution domain under consideration is regular, that is, there is no discontinuities in the solution domain.

We discretized the domain \( \Omega \) into rectangular grids. \( h > 0 \) is mesh size in \( r \)- and \( z \)-directions, \( \tau > 0 \) is mesh size in \( t \)-direction. Each internal grid point is denoted by \((r_l, z_m, t_j)\), where \( r_l = lh, z_m = mh \), and \( t_j = j\tau \), with \( l, m = 0, \ldots, N + 1 \) and \( j = 0, 1, \ldots, \) where \( N \) be a positive integer defined by \((N + 1)h = 1\). Right half step point of \( r_l \) is defined as \( r_{l+\frac{1}{2}} = r_l + \frac{h}{2} \) and left half step point of \( r_l \) is defined as \( r_{l-\frac{1}{2}} = r_l - \frac{h}{2} \). The mesh ratio parameter is given by \( \lambda = \frac{\tau}{h} \). Let \( W_{l,m}^j \) be the exact solution value of \( \omega(r, z, t) \) at the grid point \((r_l, z_m, t_j)\) and is approximated by \( \omega_{l,m}^j \).

At the grid point \((r_l, z_m, t_j)\) the differential equation (2.1) may be written as

\[
\nu \left( \frac{\partial^2 \omega_{l,m}^j}{\partial r^2} + \frac{\partial^2 \omega_{l,m}^j}{\partial z^2} \right) - \frac{\partial \omega_{l,m}^j}{\partial t} = \phi \left( r_l, z_m, t_j, \omega_{l,m}^j, \frac{\partial \omega_{l,m}^j}{\partial r}, \frac{\partial \omega_{l,m}^j}{\partial z} \right) \equiv \phi_{l,m}^j.
\]

(2.5)

Let

\[
\bar{t}_j = t_j + \frac{\tau}{2}.
\]

(2.6)
\[
\begin{align*}
\varpi_{l,m}^j &= \frac{1}{2} \left( \omega_{l,m}^{j+1} + \omega_{l,m}^j \right), \\
\varpi_{l,m+1}^j &= \frac{1}{2} \left( \omega_{l,m+1}^{j+1} + \omega_{l,m}^j \right), \\
\varpi_{l,m-1}^j &= \frac{1}{2} \left( \omega_{l,m-1}^{j+1} + \omega_{l,m}^j \right), \\
\varpi_{l,m+\frac{1}{2}}^j &= \frac{1}{2} \left( \omega_{l,m+1}^{j+1} + \omega_{l,m}^j \right), \\
\varpi_{l,m-\frac{1}{2}}^j &= \frac{1}{2} \left( \omega_{l,m-1}^{j+1} + \omega_{l,m}^j \right), \\
\varpi_{l+1,m}^j &= \frac{1}{h} \left( \omega_{l+1,m}^j - \omega_{l,m}^j \right), \\
\varpi_{l-1,m}^j &= \frac{1}{h} \left( \omega_{l-1,m}^j - \omega_{l,m}^j \right), \\
\varpi_{l+\frac{1}{2},m}^j &= \frac{1}{2h} \left( \omega_{l+1,m}^j - \omega_{l,m}^j \right), \\
\varpi_{l-\frac{1}{2},m}^j &= \frac{1}{2h} \left( \omega_{l-1,m}^j - \omega_{l,m}^j \right), \\
\varpi_{l+1,m+1}^j &= \frac{1}{4h} \left( \omega_{l+1,m+1}^j - \omega_{l-1,m+1}^j + \omega_{l+1,m}^j - \omega_{l-1,m}^j \right), \\
\varpi_{l+1,m-1}^j &= \frac{1}{4h} \left( \omega_{l+1,m-1}^j - \omega_{l-1,m-1}^j + \omega_{l+1,m}^j - \omega_{l-1,m}^j \right), \\
\varpi_{l-1,m+1}^j &= \frac{1}{4h} \left( \omega_{l-1,m+1}^j - \omega_{l+1,m+1}^j + \omega_{l+1,m}^j - \omega_{l-1,m}^j \right), \\
\varpi_{l-1,m-1}^j &= \frac{1}{4h} \left( \omega_{l-1,m-1}^j - \omega_{l+1,m-1}^j + \omega_{l+1,m}^j - \omega_{l-1,m}^j \right), \\
\varpi_{l+\frac{1}{2},m+1}^j &= \frac{1}{2\tau} \left( \omega_{l+1,m+1}^j - \omega_{l,m+1}^j \right), \\
\varpi_{l+\frac{1}{2},m-1}^j &= \frac{1}{2\tau} \left( \omega_{l+1,m-1}^j - \omega_{l,m-1}^j \right), \\
\varpi_{l\pm 1,m}^j &= \frac{1}{\tau} \left( \omega_{l\pm 1,m}^j - \omega_{l,m}^j \right), \\
\varpi_{l,m\pm 1}^j &= \frac{1}{\tau} \left( \omega_{l,m\pm 1}^j - \omega_{l,m}^j \right), \\
\varpi_{l\pm \frac{1}{2},m}^j &= \frac{1}{2\tau} \left( \omega_{l\pm 1,m}^j + \omega_{l,m\pm 1}^j - \omega_{l,m}^j \right), \\
\varpi_{l,m\pm \frac{1}{2}}^j &= \frac{1}{2\tau} \left( \omega_{l,m\pm 1}^j + \omega_{l,m\pm 1}^j - \omega_{l,m}^j \right), \\
\varpi_{l\pm 1,m\pm 1}^j &= \frac{1}{\tau^2} \left( \omega_{l\pm 1,m\pm 1}^j - \omega_{l,m}^j \right), \\
\varpi_{l\pm 1,m\pm \frac{1}{2}}^j &= \frac{1}{\tau^2} \left( \omega_{l\pm 1,m\pm 1}^j - \omega_{l,m}^j \right), \\
\varpi_{l\pm \frac{1}{2},m\pm 1}^j &= \frac{1}{\tau^2} \left( \omega_{l\pm 1,m\pm 1}^j - \omega_{l,m}^j \right), \\
\varpi_{l\pm 1,m\pm 1}^j &= \frac{1}{\tau^2} \left( \omega_{l\pm 1,m\pm 1}^j - \omega_{l,m}^j \right).
\end{align*}
\]
simplifying (2.37) and (2.38), we obtain
\[ \omega_{rr}(l,m_{\pm 1}) = \frac{1}{h^2} \left( \omega_{l+1,m_{\pm 1}} - 2\omega_{l,m_{\pm 1}} + \omega_{l-1,m_{\pm 1}} \right), \] (2.29)
\[ \omega_{zz}(l,m_{\pm 1}) = \frac{1}{h^2} \left( \omega_{l+1,m_{\pm 1}} - 2\omega_{l,m_{\pm 1}} + \omega_{l-1,m_{\pm 1}} \right), \] (2.30)
\[ \omega_{rr}(l,m) = \frac{1}{h^2} \left( \omega_{l+1,m} - 2\omega_{l,m} + \omega_{l-1,m} \right), \] (2.31)
\[ \omega_{zz}(l,m) = \frac{1}{h^2} \left( \omega_{l+1,m} - 2\omega_{l,m} + \omega_{l-1,m} \right). \] (2.32)

The central and averaging operators are defined by
\[ \delta_r \omega_{l,m} = \left( \omega_{l+\frac{1}{2},m} - \omega_{l-\frac{1}{2},m} \right), \]
\[ \mu_r \omega_{l,m} = \frac{1}{2} \left( \omega_{l+\frac{3}{2},m} + \omega_{l-\frac{3}{2},m} \right), \ldots, \text{ etc.} \]

Expanding exponential function and Taylor series, we can write
\[ \nu \left( \delta_r^2 + \delta_z^2 + \frac{1}{6} \delta_r^2 \delta_z^2 \right) \omega_{l,m} \]
\[ = h^2 \omega_{l,m} \exp \left\{ \frac{1}{3\omega_{l,m}} \left( \omega_{l+\frac{1}{2},m} + \omega_{l-\frac{1}{2},m} + \omega_{l,m+\frac{1}{2}} + \omega_{l,m-\frac{1}{2}} - 4\omega_{l,m} \right) \right\} 
+ h^2 \phi_{l,m} \exp \left\{ \frac{1}{3\phi_{l,m}} \left( \phi_{l+\frac{1}{2},m} + \phi_{l-\frac{1}{2},m} + \phi_{l,m+\frac{1}{2}} + \phi_{l,m-\frac{1}{2}} - 4\phi_{l,m} \right) \right\} + O(h^6). \]

At the grid point \((r_l, z_m, t_j)\), we denote
\[ \omega_{abc} = \frac{\partial^{a+b+c} \omega_{l,m}}{\partial r^a \partial z^b \partial t^c}, \quad a, b, c = 0, 1, \ldots, \] (2.34)
\[ \alpha = (\phi_{l,m})_l, \quad \beta = (\phi_{l,m})_z, \quad \gamma = (\phi_{l,m})_m, \quad \eta = \phi_{l,m}. \] (2.35)

Differentiating Eq. (2.1) with respect to \(t\) and by the help of (2.34) and (2.35), we obtain a relation
\[ \nu(\omega_{201} + \omega_{021}) = \omega_{002} + \alpha + \beta \omega_{001} + \gamma \omega_{101} + \eta \omega_{011}. \] (2.36)

Next, we define the approximations
\[ \phi_{l+\frac{1}{2},m} = \phi \left( r_{l+\frac{1}{2}}, z_m, t_j, \omega_{l+\frac{1}{2},m}, \omega_{l-\frac{1}{2},m}, \omega_{l,m} \right), \] (2.37)
\[ \phi_{l,m+\frac{1}{2}} = \phi \left( r_l, z_{m+\frac{1}{2}}, t_j, \omega_{l,m+\frac{1}{2}}, \omega_{l,m-\frac{1}{2}}, \omega_{l,m} \right). \] (2.38)

By the help of the approximations (2.6)-(2.21) and the notations (2.34) and (2.35), simplifying (2.37) and (2.38), we obtain
\[ \phi_{l+\frac{1}{2},m} = \phi_{l+\frac{1}{2},m} + \frac{\tau}{2} \left( \alpha + \beta \omega_{001} + \gamma \omega_{101} + \eta \omega_{011} \right) + \frac{h^2}{24} T_1 \pm O(\tau h + h^3), \] (2.39)
\[ \phi_{l,m+\frac{1}{2}} = \phi_{l,m+\frac{1}{2}} + \frac{\tau}{2} \left( \alpha + \beta \omega_{001} + \gamma \omega_{101} + \eta \omega_{011} \right) + \frac{h^2}{24} T_2 \pm O(\tau h + h^3), \] (2.40)
where

\[ T_1 = 3\beta \omega_{200} + \gamma \omega_{300} + 3\eta \omega_{210} + 4\eta \omega_{030}, \]
\[ T_2 = 3\beta \omega_{020} + 3\gamma \omega_{120} + 4\gamma \omega_{300} + \eta \omega_{030}. \]

Next we define

\[
\overline{\omega}_{rl,m}^j = \omega_{rl,m}^j + a_1 h \left( \left( \omega_{rl,m+\frac{1}{2},m}^j - \omega_{rl,m-\frac{1}{2},m}^j \right) + \left( \phi_{rl,m+\frac{1}{2},m}^j - \phi_{rl,m-\frac{1}{2},m}^j \right) \right) + a_2 h \left( \omega_{zzl+1,m}^j - \omega_{zzl-1,m}^j \right),
\]

(2.41)

\[
\overline{\omega}_{zl,m}^j = \omega_{zl,m}^j + b_1 h \left( \left( \omega_{zl,m+\frac{1}{2},m}^j - \omega_{zl,m-\frac{1}{2},m}^j \right) + \left( \phi_{zl,m+\frac{1}{2},m}^j - \phi_{zl,m-\frac{1}{2},m}^j \right) \right) + b_2 h \left( \omega_{zzl+1,m}^j - \omega_{zzl-1,m}^j \right),
\]

(2.42)

where \(a_1, a_2, b_1\) and \(b_2\) are parameters to be determined.

By the help of the approximations (2.6)-(2.26), (2.39) and (2.40), the approximations (2.41) and (2.2) simplify to

\[
\overline{\omega}_{rl,m}^j = \omega_{rl,m}^j + \frac{\tau}{2} \omega_{101} + \frac{h^2}{6} \left( 1 + 6\nu a_1 \right) \omega_{300} + h^2 \left( 2 a_1 + 2 a_2 \right) \omega_{120} + O(\tau^2 + \tau h^2 + h^4),
\]

(2.43)

\[
\overline{\omega}_{zl,m}^j = \omega_{zl,m}^j + \frac{\tau}{2} \omega_{101} + \frac{h^2}{6} \left( 1 + 6\nu b_1 \right) \omega_{030} + h^2 \left( 2 b_1 + 2 b_2 \right) \omega_{210} + O(\tau^2 + \tau h^2 + h^4).
\]

(2.44)

For the values \(a_1 = b_1 = -\frac{1}{6\nu}, a_2 = b_2 = \frac{1}{12}\) from (2.43) and (2.44), it is easy to verify that

\[
\overline{\phi}_{rl,m}^j = \phi_{rl,m}^j + \frac{\tau}{2} \omega_{101} + O(\tau^2 + \tau h^2 + h^4),
\]

(2.45)

\[
\overline{\phi}_{zl,m}^j = \phi_{zl,m}^j + \frac{\tau}{2} \omega_{101} + O(\tau^2 + \tau h^2 + h^4).
\]

(2.46)

Next we define,

\[
\bar{\phi}_{l,m}^j = \phi \left( t_1, z_m, \overline{\omega}_{rl,m}^j, \overline{\omega}_{zl,m}^j \right).
\]

(2.47)

Using the previous approximations (2.6), (2.7), (2.45), (2.46), Eq. (2.47) reduces to

\[
\bar{\phi}_{l,m}^j = \phi_{l,m}^j + \frac{\tau}{2} \left( \alpha \omega_{001} + \beta \omega_{101} + \gamma \omega_{011} + \eta \omega_{111} \right) + O(\tau^2 + \tau h^2 + h^4).
\]

(2.48)

Let

\[
\hat{\omega}_{rl,m}^j = \omega_{rl,m}^j + a_3 h \left( \left( \omega_{rl,m+\frac{1}{2},m}^j - \omega_{rl,m-\frac{1}{2},m}^j \right) + \left( \phi_{rl,m+\frac{1}{2},m}^j - \phi_{rl,m-\frac{1}{2},m}^j \right) \right) + a_4 h \left( \omega_{zzl+1,m}^j - \omega_{zzl-1,m}^j \right),
\]

(2.49)
\[\widehat{\omega}^{j}_{l,m} = \widetilde{\omega}^{j}_{l,m} + b_3 h \left[ \left( \widehat{\omega}^{j}_{l,m+\frac{1}{2},m} - \dot{\omega}^{j}_{l,m-\frac{1}{2},m} \right) + \left( \ddot{\omega}^{j}_{l,m+\frac{1}{2},m} - \dddot{\omega}^{j}_{l,m-\frac{1}{2},m} \right) \right] + b_4 h \left( \varphi^{j}_{r\ell,m+1} - \varphi^{j}_{r\ell,m-1} \right)\]
\[= \omega^{j}_{l,m} + c_3 h^2 \omega^{j}_{r\ell,m} + c_4 h^2 \dot{\omega}^{j}_{z\ell,m},\]
\[\ddot{\omega}^{j}_{l,t,m} = \ddot{\omega}^{j}_{l,m} + d_3 h^2 \ddot{\omega}^{j}_{z\ell,m} + d_4 h^2 \dddot{\omega}^{j}_{z\ell,m}\]

where \(a_3, a_4, b_1, b_2, c_3, c_4, d_3\) and \(d_4\) are parameters to be estimated.

On simplifying (2.49)-(2.52), we get
\[\ddot{\omega}^{j}_{r\ell,m} = \omega^{j}_{r\ell,m} + \tau \omega^{j}_{011} + \frac{h^2}{6} T_3 + O(\tau^2 + \tau h^2 + h^4),\]
\[\ddot{\omega}^{j}_{z\ell,m} = \omega^{j}_{z\ell,m} + \tau \omega^{j}_{001} + \frac{h^2}{6} T_4 + O(\tau^2 + \tau h^2 + h^4),\]
\[\ddot{\omega}^{j}_{t\ell,m} = \omega^{j}_{t\ell,m} + \tau \omega^{j}_{002} + \frac{h^2}{6} T_5 + O(\tau^2 + \tau h^2 + h^4),\]
\[\ddot{\omega}^{j}_{l\ell,m} = \omega^{j}_{l\ell,m} + \frac{\tau}{2} \omega^{j}_{002} + \frac{h^2}{6} T_6 + O(\tau^2 + \tau h^2 + h^4),\]

where
\[T_3 = (1 + 6\nu a_3)\omega_{300} + 6(\nu a_3 + 2a_4)\omega_{120},\]
\[T_4 = (1 + 6\nu b_3)\omega_{300} + 6(\nu b_3 + 2b_4)\omega_{210},\]
\[T_5 = 6c_3 \omega_{200} + 6c_4 \omega_{200},\]
\[T_6 = 6d_3 \omega_{201} + 6d_4 \omega_{201}.\]

Now, we define a new approximation
\[\ddot{\phi}^{j}_{l,m} = \phi \left( r, z, T, \ddot{\omega}^{j}_{r\ell,m}, \ddot{\omega}^{j}_{z\ell,m}, \ddot{\omega}^{j}_{t\ell,m}, \ddot{\omega}^{j}_{l\ell,m} \right).\]

Simplifying (2.57) by the help of (2.6), (2.53)-(2.55), we get
\[\ddot{\phi}^{j}_{l,m} = \phi^{j}_{l,m} + \frac{\tau}{2} (\alpha + \beta \omega^{j}_{001} + \gamma \omega^{j}_{101} + \eta \omega^{j}_{011}) + \frac{h^2}{6} (\beta T_5 + \gamma T_3 + \eta T_4) + O(\tau^2 + \tau h^2 + h^4).\]

Note that,
\[\delta_r^2 \ddot{\omega}^{j}_{r\ell,m} = \delta_r^2 \ddot{\omega}^{j}_{l\ell,m} + \tau \frac{h^2}{2} \omega_{201} + O(\tau^2 h^2 + \tau h^4),\]
\[\delta_z^2 \ddot{\omega}^{j}_{z\ell,m} = \delta_z^2 \ddot{\omega}^{j}_{l\ell,m} + \tau \frac{h^2}{2} \omega_{201} + O(\tau^2 h^2 + \tau h^4),\]
\[\delta_r^2 \delta_z^2 \ddot{\omega}^{j}_{l\ell,m} = \delta_r^2 \delta_z^2 \ddot{\omega}^{j}_{l\ell,m} + O(\tau h^4).\]
Then at each internal node \((r_l, z_m, t_j)\), the given differential equation (2.1) is discretized by

\[
\nu \left( \delta_r^2 + \delta_z^2 + \frac{1}{6} \delta_r^2 \delta_z^2 \right) \overline{\omega}_{t,m}^j = h^2 \left[ \frac{1}{2h^2} \left( \overline{\omega}_{l+\frac{1}{2},m}^j - 4 \overline{\omega}_{l,m-\frac{1}{2}}^j + \overline{\omega}_{l,m+\frac{1}{2}}^j - 4 \overline{\omega}_{l,m}^j \right) \right]
\]

(2.62)

\[
\overline{\omega}_{t,m}^j = \nu \sum_{l,m} \overline{\omega}_{l,m}^j \exp \left[ \frac{3}{2} \left( \omega_{002} + \alpha + \beta \omega_{001} + \gamma \omega_{101} + \eta \omega_{011} \right) \right]
\]

(2.63)

where

\[
\overline{T}_{l,m}^j = \text{O}(\tau^2 h^2 + \tau h^4 + h^6).
\]

Now by the help of (2.22)-(2.26), (2.39), (2.40), (2.48), (2.56), (2.58)-(2.61), from (2.33) and (2.62), we obtain

\[
\frac{\nu \tau h^2}{2} (\omega_{021} + \omega_{201}) = \frac{h^2}{3} \left[ \left( \omega_{002} + \alpha + \beta \omega_{001} + \gamma \omega_{101} + \eta \omega_{011} \right) \right]
\]

(2.64)

Finally, by the help of the relation (2.36), from (2.63), we get the local truncation error

\[
\overline{T}_{l,m}^j = \frac{-h^4}{12} \left[ (1 - 16 \nu a_3) \beta \omega_{000} + (1 - 16 \nu a_4) \beta \omega_{020} - (1 + 16 \nu a_3) \gamma \omega_{300} \right]
\]

(2.65)

On solving the system of equations (2.65), we obtain the values of parameters

\[
a_3 = b_3 = -\frac{1}{16 \nu}, \quad a_4 = b_4 = c_3 = c_4 = d_3 = d_4 = \frac{1}{16},
\]

and the local truncation error becomes \(\overline{T}_{l,m}^j = \text{O}(\tau^2 h^2 + \tau h^4 + h^6)\).

Similarly, we can discretize the system of nonlinear parabolic PDEs with more than one dependent variables.
3. Two-level implicit schemes for time-dependent Burgers’ and N-S equations in polar cylindrical coordinates

Consider the Burgers’ equation in cylindrical polar coordinates with a forcing function

\[
\frac{1}{\text{Re}} \left( u_{rr} + \frac{1}{r} u_r - \frac{1}{r^2} u + u_{zz} \right) = u_t + u (u_r + u_z) + f(r, z, t),
\]

\[0 < r, z < 1, \quad t > 0,
\]

(3.1)

or, equivalently,

\[
\nu (u_{rr} + u_{zz}) = u_t + D(r) u_r + E(r) u + u (u_r + u_z) + f(r, z, t),
\]

\[0 < r, z < 1, \quad t > 0,
\]

(3.2)

where \( \nu = \text{Re}^{-1} \) is the coefficient of viscosity, \( D(r) = -\frac{\nu}{r} \), \( E(r) = \frac{\nu}{r} \) and \( \text{Re} > 0 \) is the Reynolds number. Proposed method (2.62) for Eq. (3.2), results into the following scheme:

\[
\nu \left( \delta_r^2 + \delta_z^2 + \frac{1}{6} \delta_r^2 \delta_z^2 \right) \overline{u}_{l,m} \\
= \frac{h^2}{3} \overline{u}_{l+\frac{1}{2},m} + D_l \overline{u}_{l+\frac{1}{2},m} + E_l \overline{u}_{l+\frac{1}{2},m} + \overline{u}_{l+\frac{1}{2},m} \left( \overline{u}_{l+\frac{1}{2},m} + \overline{u}_{l-\frac{1}{2},m} \right)
\]

\[
+ \overline{f}_{l+\frac{1}{2},m} + \overline{u}_{l-\frac{1}{2},m} \left( \overline{u}_{l-\frac{1}{2},m} + \overline{u}_{l+m+\frac{1}{2},m} \right) - \overline{f}_{l+m+\frac{1}{2},m} \left( \overline{u}_{l+m+\frac{1}{2},m} + \overline{u}_{l-m-\frac{1}{2},m} \right)
\]

\[
+ \overline{f}_{l+m+\frac{1}{2},m} \left( \overline{u}_{l+m+\frac{1}{2},m} + \overline{u}_{l-m-\frac{1}{2},m} \right) - \overline{f}_{l+m-\frac{1}{2},m} \left( \overline{u}_{l+m-\frac{1}{2},m} + \overline{u}_{l-m+\frac{1}{2},m} \right) - 4 \left\{ \hat{u}_{l,m} + D_l \hat{u}_{l,m} + E_l \hat{u}_{l,m} + \hat{u}_{l,m} \left( \hat{u}_{l,m} + \hat{u}_{l,m} \right) + \overline{f}_{l,m} \right\},
\]

(3.3)

where the required approximations for the scheme (3.3) are already defined in Section 2 in terms of \( \omega \).

Next, we consider the model N-S equations in cylindrical polar coordinates

\[
\text{Re}^{-1} \left( u_{rr} + \frac{1}{r} u_r + u_{zz} - \frac{1}{r^2} u \right) = u_t + u u_r + v u_z + f(r, z, t),
\]

\[0 < r, z < 1, \quad t > 0,
\]

(3.4)

\[
\text{Re}^{-1} \left( v_{rr} + \frac{1}{r} v_r + v_{zz} \right) = v_t + u v_r + v v_z + g(r, z, t),
\]

\[0 < r, z < 1, \quad t > 0,
\]

(3.5)
or, equivalently
\[
\nu (u_{rr} + u_{zz}) = u_t + D (r) u_r + E (r) u + w u_r + v u_z + f (r, z, t),
\]
\[
0 < r, z < 1, \quad t > 0,
\]
(3.6)
\[
\nu (v_{rr} + v_{zz}) = v_t + D (r) v_r + u v_r + v v_z + g (r, z, t),
\]
\[
0 < r, z < 1, \quad t > 0,
\]
(3.7)
where \( u, v \) are the velocity components, \( Re > 0 \) represents the Reynolds number, \( \nu = Re^{-1} \) is the coefficient of viscosity, \( D(r) = -\frac{\nu}{\nu}, E(r) = \frac{\nu}{\nu}. \)

The continuity equation for incompressible flow in cylindrical polar coordinates is given by
\[
\frac{\partial u}{\partial r} + \frac{u}{r} + \frac{\partial v}{\partial z} = 0.
\]
(3.8)
The continuity equation (3.8) is a first order PDE without a time derivative term. The maximum order of accuracy of numerical method (in compact form) for continuity equation is two, thus cannot be fitted in our method (2.62). Hence for computation, we have chosen exact solutions in such a manner which satisfied the continuity equation. Assume that the pressure gradient functions \( f(r, z, t), g(r, z, t) \) are known so that the system of equations (3.4)-(3.5) or (3.6)-(3.7) can be solved uniquely for the velocity components \( u \) and \( v \).

Applying the method (2.62) in coupled form to the Eqs. (3.6)-(3.7), we get
\[
\nu \left( \delta_r^2 + \delta_z^2 + \frac{1}{6} \delta_r^2 \delta_z^2 \right) \mathbf{\Pi}_{l,m}^j
\]
\[
= \frac{h^2}{3} \left[ \tilde{u}_{l+\frac{1}{2},m}^j + D_{l+\frac{1}{2}} \tilde{u}_{l+\frac{1}{2},m}^j + E_{l+\frac{1}{2}} \tilde{u}_{l+\frac{1}{2},m}^j + \tilde{u}_{l+\frac{1}{2},m}^j \tilde{u}_{l+\frac{1}{2},m}^j \right.
\]
\[
+ \tilde{v}_{l+\frac{1}{2},m} \tilde{u}_{l+\frac{1}{2},m}^j + \tilde{f}_{l+\frac{1}{2},m}^j + \tilde{u}_{l-\frac{1}{2},m} \tilde{u}_{l-\frac{1}{2},m}^j + \tilde{u}_{l-\frac{1}{2},m} \tilde{u}_{l-\frac{1}{2},m}^j + \tilde{f}_{l-\frac{1}{2},m}^j
\]
\[
+ E_{l-\frac{1}{2}} \tilde{u}_{l-\frac{1}{2},m}^j + \tilde{v}_{l-\frac{1}{2},m} \tilde{u}_{l-\frac{1}{2},m}^j + \tilde{v}_{l-\frac{1}{2},m} \tilde{u}_{l-\frac{1}{2},m}^j + \tilde{f}_{l-\frac{1}{2},m}^j + \tilde{f}_{l-\frac{1}{2},m}^j
\]
\[
+ \tilde{u}_{l,m+\frac{1}{2}} \tilde{u}_{l,m+\frac{1}{2}}^j + \tilde{f}_{l,m+\frac{1}{2}} + \tilde{u}_{l,m-\frac{1}{2}} \tilde{u}_{l,m-\frac{1}{2}}^j + \tilde{f}_{l,m-\frac{1}{2}} + \tilde{f}_{l,m-\frac{1}{2}}
\]
\[
+ E_{l,m} \tilde{u}_{l,m}^j + \tilde{u}_{l,m-\frac{1}{2}} \tilde{u}_{l,m-\frac{1}{2}}^j + \tilde{u}_{l,m-\frac{1}{2}} \tilde{u}_{l,m-\frac{1}{2}}^j + \tilde{f}_{l,m-\frac{1}{2}} + \tilde{f}_{l,m-\frac{1}{2}}
\]
\[
+ 3 \left( \tilde{u}_{l,m} \tilde{u}_{l,m} + \tilde{D} \tilde{u}_{l,m} + \tilde{E} \tilde{u}_{l,m} + \tilde{u}_{l,m} \tilde{u}_{l,m}^j + \tilde{u}_{l,m} \tilde{u}_{l,m}^j + \tilde{f}_{l,m} \tilde{f}_{l,m} \right)
\]
\[
- 4 \left( \tilde{u}_{l,m} \tilde{u}_{l,m} + \tilde{D} \tilde{u}_{l,m} + \tilde{E} \tilde{u}_{l,m} + \tilde{D} \tilde{u}_{l,m} + \tilde{E} \tilde{u}_{l,m} + \tilde{D} \tilde{u}_{l,m} + \tilde{E} \tilde{u}_{l,m} + \tilde{f}_{l,m} \tilde{f}_{l,m} \right)
\]
(3.9)
\[
\nu \left( \delta_r^2 + \delta_z^2 + \frac{1}{6} \delta_r^2 \delta_z^2 \right) \mathbf{\Pi}_{l,m}^j
\]
An Exponential Compact Scheme for Nonlinear Burgers' and NS Equations

where the approximations for \( u \) and \( v \) associated with (3.8) and (3.9) are defined in Section 2 in terms of \( \omega \).

4. Stability consideration

For stability consider the following singular equation, which is a linearized form of the Burgers’ equation (3.2) and is given by

\[
v(\omega_{rr} + \omega_{zz}) = \omega_t + D(r)\omega_r, \quad 0 < r, z < 1, \quad t > 0,
\]

where \( D(r) = \frac{1}{r} \). Applying the proposed method (2.62) to the Eq (4.1), we get the scheme in difference operator form

\[
\begin{align*}
\left[ 1 + \frac{1}{12} (1 - 6v\lambda + \lambda P_1) \delta_r^2 + \frac{1}{12} (1 - 6v\lambda) \delta_z^2 - \frac{1}{12} \left( \frac{hD_l}{2v} - \lambda P_2 \right) (2\mu_r\delta_r) \\
+ \frac{h\lambda D_l}{24} (2\delta_z^2\mu_r\delta_r) - \frac{v\lambda^2\delta_z^2\delta_r^2}{12} \right] \omega_{l,m}^{i+1}
\end{align*}
\]

\[
= \left[ 1 + \frac{1}{12} (1 + 6v\lambda - \lambda P_1) \delta_r^2 + \frac{1}{12} (1 + 6v\lambda) \delta_z^2 - \frac{1}{12} \left( \frac{hD_l}{2v} + \lambda P_2 \right) (2\mu_r\delta_r) \\
- \frac{h\lambda D_l}{24} (2\delta_z^2\mu_r\delta_r) + \frac{v\lambda^2\delta_z^2\delta_r^2}{12} \right] \omega_{l,m}^{i},
\]

where

- \( D_l = D(r_l) = \frac{1}{r_l} \), \( (D_r)_l = D_r(r_l) = -\frac{1}{(r_l)^2} \), \( (D_{rr})_l = D_{rr}(r_l) = \frac{2}{(r_l)^3} \),
- \( P_1 = h^2 \left( \frac{(D_r)_l - (D_r)^2}{2v} \right) \), \( P_2 = h \left( 3D_l + \frac{h^2}{4} \left\{ \frac{(D_{rr})_l}{v} - \frac{D_l(D_r)_l}{v^2} \right\} \right) \),
- \( \delta_r^2 \omega_{l,m}^{i+1} = \omega_{l,m+1}^{i+1} - 2\omega_{l,m}^{i+1} + \omega_{l,m-1}^{i+1} \), \( \delta_z^2 \omega_{l,m}^{i+1} = \omega_{l,m+1}^{i+1} - 2\omega_{l,m}^{i+1} + \omega_{l,m-1}^{i+1} \),
- \( (2\mu_r\delta_r) \omega_{l,m}^{i+1} = \omega_{l+1,m}^{i+1} - \omega_{l-1,m}^{i+1} \), \( (2\mu_r\delta_r) \omega_{l,m}^{i} = \omega_{l+1,m}^{i} - \omega_{l-1,m}^{i} \).
From the above notations, it is clear that the left-hand and right-hand sides of (4.2) depend upon compact 9-spatial grid points at \((j + 1)\)-th and \(j\)-th time levels. Thus scheme (4.2) is a two-level implicit scheme, and each advanced time-level contains 9-spatial grid points. The scheme (4.2) can be written as a 9-diagonal sparse matrix form, which can be solved using a suitable iterative method at each advanced time-level. In order to ease the computation, we use the alternating direction implicit (ADI) [20] method (direct method) described as follows:

We can write Eq. (4.2) in product form as

\[
[R_1][Z_1]\omega^{j+1}_{l,m} = [R_2][Z_2]\omega^{j}_{l,m},
\]

(4.3)

where

\[
R_1 = \left[1 + \frac{1}{12}(1 - 6v\lambda + \lambda P_1)\delta^2_r - \frac{1}{12}\left(\frac{hD_1}{2v} - \lambda P_2\right)(2\mu_r\delta_r)\right],
\]

\[
R_2 = \left[1 + \frac{1}{12}(1 + 6v\lambda - \lambda P_1)\delta^2_r - \frac{1}{12}\left(\frac{hD_1}{2v} + \lambda P_2\right)(2\mu_r\delta_r)\right],
\]

\[
Z_1 = \left[1 + \frac{1}{12}(1 - 6v\lambda)\delta^2_r\right], \quad Z_2 = \left[1 + \frac{1}{12}(1 + 6v\lambda)\delta^2_r\right].
\]

The additional term \(\omega^{j+1}_{l,m}\) is any mock variable and the required boundary conditions of mock variable for solving (4.4) can be obtained from (4.5). The left-hand sides of (4.4) and (4.5) are tri-diagonal matrices, thus can be solved using a tri-diagonal solver.

For stability of (4.3), we assume that an error \(\xi^{j}_{l,m} = \xi^{r}e^{i\theta_1}e^{i\theta_2}h_{1}^{th}e^{i\theta_{2}m}\) exists at each internal mesh point \((r_{l}, z_{m}, t_{j})\), where \(i = \sqrt{-1}\), \(\theta_1\) and \(\theta_2\) are phase angles, then the
characteristic equation of (4.3) may be written as

\[
\xi = \left[ 1 - \frac{1}{3} (1 + 6v\lambda - \lambda P) \sin^2 \left( \frac{\theta_1}{2} \right) - \frac{i}{6} \left( \frac{hD_l}{2v} + \lambda P \right) \sin (\theta_1) \right]
\times \left[ 1 - \frac{1}{3} (1 + 6v\lambda) \sin^2 \left( \frac{\theta_2}{2} \right) \right]
\times \left( 1 - \frac{1}{3} (1 - 6v\lambda) \sin^2 \left( \frac{\theta_1}{2} \right) - \frac{i}{6} \left( \frac{hD_l}{2v} - \lambda P \right) \sin (\theta_1) \right)
\times \left[ 1 - \frac{1}{3} (1 - 6v\lambda) \sin^2 \left( \frac{\theta_2}{2} \right) \right]^{-1}
\]

where

\[
\xi_1 = \left[ 1 - \frac{1}{3} (1 + 6v\lambda - \lambda P) \sin^2 \left( \frac{\theta_1}{2} \right) - \frac{i}{6} \left( \frac{hD_l}{2v} + \lambda P \right) \sin (\theta_1) \right]
\times \left[ 1 - \frac{1}{3} (1 - 6v\lambda + \lambda P) \sin^2 \left( \frac{\theta_1}{2} \right) - \frac{i}{6} \left( \frac{hD_l}{2v} - \lambda P \right) \sin (\theta_1) \right]^{-1},
\]

\[
\xi_2 = \left[ 1 - \frac{1}{3} (1 + 6v\lambda) \sin^2 \left( \frac{\theta_2}{2} \right) \right]\left[ 1 - \frac{1}{3} (1 - 6v\lambda) \sin^2 \left( \frac{\theta_2}{2} \right) \right]^{-1}.
\]

For stability, we require that \(\xi\) should be bounded by 1. It is observed from [20] that \(\lvert \xi_1 \rvert^2 \leq 1\). In a similar way, we can show that \(\lvert \xi_2 \rvert^2 \leq 1\). Therefore \(\lvert \xi \rvert^2 \leq 1\) and the linear scheme for the singular problem presented by (4.3), is unconditionally stable.

5. Numerical results

In order to verify the efficiency and accuracy of the proposed method, we solve the following one linear and three nonlinear problems in the \(r-z\) plane, whose exact solutions are given as a test procedure. The right-hand side homogeneous functions, initial and boundary values can be obtained from the exact solutions. ADI method is used to solve linear difference equation, and Newton’s nonlinear block iteration method [8,13] is used to solve the system of nonlinear difference equations. Absolute error tolerance for the termination of iterations is kept \(\leq 10^{-15}\) and the initial guess is assumed trivial i.e. \(u = 0\). The present results are compared with those computed by using the method discussed in [20]. All the computations are performed by using MATLAB code.

**Problem 1:** (Heat equation in cylindrical polar coordinates)

\[
\frac{\partial^2 u}{\partial r^2} + \frac{\alpha}{r} \frac{\partial u}{\partial r} + \frac{\partial^2 u}{\partial z^2} = \frac{\partial u}{\partial t} + f(r,t), \quad 0 < r, z < 1, \quad t > 0.
\]

(5.1)

For \(\alpha = 1\), the Eq. (5.1) is called heat equation in cylindrical polar coordinates. The exact solution is given by \(u(r, z, t) = \exp(-\alpha t) \cosh r \cosh z\). For a fixed value of \(\lambda = 3.2\),
the maximum absolute errors (MAE) for $u$ are tabulated in Table 1 at $t = 1$ for $\alpha = 1$ and $\alpha = 2$. The graphical illustration for initial solution (at $t = 0$) is shown in Fig. 1(a), and log-log error plot is shown in Fig. 1(b).

**Problem 2:** (Viscous unsteady Burgers’ equation in $r$-$z$ plane)

We solve the nonlinear differential equation (3.1) in the $r$-$z$ plane ($0 < r < 1, 0 < z < 1, t > 0$), whose exact solution is given by $u(r, z, t) = \exp\left(-2\nu^2 t\right)\pi^2 r^2 \sin(\pi z)$. For a fixed value of $\lambda = 3.2$, the MAEs for are tabulated in Table 2 at $t = 5$ for $Re = \nu^{-1} = 10$ and $Re = \nu^{-1} = 100$. The graphical illustration for initial solution is portrayed in Fig. 2(a), and log-log error plot is portrayed in Fig. 2(b).

**Problem 3:** (Time-dependent Navier-Stokes equations of motion in $r$-$z$ plane)

We solve the N-S equations of motion (3.4)-(3.5) in $r$-$z$ plane ($0 < r < 1, 0 < z < 1, t > 0$), whose exact solutions are given by

$$u(r, z, t) = \exp\left(-\frac{t}{Re}\right) r^3 \sinh(z), \quad v(r, z, t) = -4\exp\left(-\frac{t}{Re}\right) r^2 \cosh(z).$$
Figure 2: Problem 2: a) The initial solution for \( u \) (at \( t = 0 \)), \( h = 1/32 \); b) Log-Log error plot for \( u \).

Table 2: Problem 2: The maximum absolute errors at \( t = 5 \).

<table>
<thead>
<tr>
<th>( h )</th>
<th>Proposed Method (2.62)</th>
<th>Results using the method [20]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( Re = 10 )</td>
<td>( Re = 100 )</td>
</tr>
<tr>
<td></td>
<td>( Re = 10 )</td>
<td>( Re = 100 )</td>
</tr>
<tr>
<td>( \frac{1}{16} )</td>
<td>7.1003e-07</td>
<td>4.2667e-04</td>
</tr>
<tr>
<td>CPU time in secs</td>
<td>(0.717)</td>
<td>(0.856)</td>
</tr>
<tr>
<td>( \frac{1}{32} )</td>
<td>4.3354e-08</td>
<td>2.6484e-05</td>
</tr>
<tr>
<td>CPU time in secs</td>
<td>(10.554)</td>
<td>(12.638)</td>
</tr>
<tr>
<td>( \frac{1}{64} )</td>
<td>2.6984e-09</td>
<td>1.6542e-06</td>
</tr>
<tr>
<td>CPU time in secs</td>
<td>(88.129)</td>
<td>(98.672)</td>
</tr>
</tbody>
</table>

Table 3: Problem 3: The maximum absolute errors at \( t = 1 \).

<table>
<thead>
<tr>
<th>( h )</th>
<th>Proposed Method (2.62)</th>
<th>Results using the method [20]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( Re = 10 )</td>
<td>( Re = 100 )</td>
</tr>
<tr>
<td></td>
<td>( Re = 10 )</td>
<td>( Re = 100 )</td>
</tr>
<tr>
<td>( \frac{1}{16} )</td>
<td>5.1123e-07</td>
<td>4.6032e-04</td>
</tr>
<tr>
<td>( u )</td>
<td>4.2570e-07</td>
<td>3.8555e-04</td>
</tr>
<tr>
<td>CPU time in secs</td>
<td>(3.982)</td>
<td>(5.926)</td>
</tr>
<tr>
<td>( v )</td>
<td>2.6600e-08</td>
<td>2.3989e-05</td>
</tr>
<tr>
<td>CPU time in secs</td>
<td>(66.138)</td>
<td>(71.660)</td>
</tr>
<tr>
<td>( \frac{1}{32} )</td>
<td>3.1815e-08</td>
<td>2.8586e-05</td>
</tr>
<tr>
<td>( u )</td>
<td>2.6000e-08</td>
<td>2.3989e-05</td>
</tr>
<tr>
<td>CPU time in secs</td>
<td>(66.138)</td>
<td>(71.660)</td>
</tr>
<tr>
<td>( v )</td>
<td>1.9884e-09</td>
<td>1.7946e-06</td>
</tr>
<tr>
<td>CPU time in secs</td>
<td>(466.198)</td>
<td>(496.164)</td>
</tr>
</tbody>
</table>

For several values of \( Re \) and fixed value of \( \lambda = 3.2 \), the MAEs corresponding to unknowns \( u \) and \( v \) are tabulated in Table 3 at \( t = 1 \). The initial solutions for \( u, v \) are plotted in Figs. 3(a) and 3(b), and log-log error plots are shown in Figs. 3(c) and 3(d).
Figure 3: Problem 3: a) The initial solution for $u$ (at $t = 0$), $h = 1/32$; b) The initial solution for $v$ (at $t = 0$), $h = 1/32$; c) Log-Log error plot for $u$; d) Log-Log error plot for $v$.

Problem 4: (Taylor-Vortex Problem in $r$-$z$ plane)

We solve the N-S equations of motion (3.4)-(3.5) in $r$-$z$ plane ($0 < r < 1, 0 < z < 1, t > 0$), whose exact solutions are given by

$$u(r, z, t) = \exp\left(-\frac{\pi^2 N^2 t}{Re}\right) \pi N^3 r^3 \sin(\pi N z),$$

$$v(r, z, t) = 4\exp\left(-\frac{\pi^2 N^2 t}{Re}\right) N^2 r^2 \cos(\pi N z),$$

where $N$ is the number of vortices.

For several values of $Re$ and fixed value of $\lambda = 3.2$ and $N = 4$, the MAEs corresponding to $u$ and $v$ are tabulated in Table 4 at $t = 1$. The initial solutions for $u, v$ are graphed in Figs. 4(a) and 4(b), and log-log error plots are given in Figs. 4(c) and 4(d).

The number of errors $= N^2 =$ Number of internal grid points at $j$-th time level.

The order of convergence is computed as

$$C_R = \log\left(\frac{e_{h1}}{e_{h2}}\right) \left(\log \left(\frac{h_1}{h_2}\right)\right)^{-1},$$
Figure 4: Problem 4: a) The initial solution for \( u \) (at \( t = 0 \)), \( h = \frac{1}{32} \); b) The initial solution for \( v \) (at \( t = 0 \)), \( h = \frac{1}{32} \); c) Log-Log error plot for \( u \); d) Log-Log error plot for \( v \).

Table 4: Problem 4: The maximum absolute errors at \( t = 1 \) for \( N = 4 \).

<table>
<thead>
<tr>
<th>( h )</th>
<th>Proposed Method (2.62)</th>
<th>Results using the method [20]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( Re = 10 )</td>
<td>( Re = 100 )</td>
</tr>
<tr>
<td>( \frac{1}{16} )</td>
<td>CPU time in secs</td>
<td>( u )</td>
</tr>
<tr>
<td></td>
<td>( u )</td>
<td>7.7278e-06</td>
</tr>
<tr>
<td></td>
<td>( v )</td>
<td>(5.549)</td>
</tr>
<tr>
<td>( \frac{1}{32} )</td>
<td>CPU time in secs</td>
<td>( u )</td>
</tr>
<tr>
<td></td>
<td>( u )</td>
<td>4.8562e-07</td>
</tr>
<tr>
<td></td>
<td>( v )</td>
<td>(86.728)</td>
</tr>
<tr>
<td>( \frac{1}{64} )</td>
<td>CPU time in secs</td>
<td>( u )</td>
</tr>
<tr>
<td></td>
<td>( u )</td>
<td>3.0445e-08</td>
</tr>
<tr>
<td></td>
<td>( v )</td>
<td>(544.841)</td>
</tr>
</tbody>
</table>

where \( e_{h_1} \) and \( e_{h_2} \) are maximum absolute errors for two different uniform mesh sizes \( h_1 \) and \( h_2 \) respectively. For the order of convergence, we have chosen two small values of \( h \), that is, \( h_1 = \frac{1}{32}, h_2 = \frac{1}{64} \) and the corresponding maximum absolute errors \( e_{h_1} \) and \( e_{h_2} \) and computed the order of convergence in Table 5. It is automatically understood that for \( h_1 = \frac{1}{32} \) and \( h_2 = \frac{1}{64} \), the number of errors are \( 31^2 \) and \( 63^2 \), respectively. Hence,
Table 5: The rate of convergence: $h_1 = 1/32, h_2 = 1/64$.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Parameters, if any</th>
<th>Order of convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\alpha = 1$</td>
<td>3.99</td>
</tr>
<tr>
<td></td>
<td>$\alpha = 2$</td>
<td>4.00</td>
</tr>
<tr>
<td>2</td>
<td>$Re = 10$</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td>$Re = 100$</td>
<td>4.00</td>
</tr>
<tr>
<td>3</td>
<td>$Re = 10$</td>
<td>4.00 for $u$, 4.00 for $v$</td>
</tr>
<tr>
<td></td>
<td>$Re = 100$</td>
<td>3.99 for $u$, 3.99 for $v$</td>
</tr>
<tr>
<td>4</td>
<td>$Re = 10$</td>
<td>3.99 for $u$, 3.99 for $v$</td>
</tr>
<tr>
<td></td>
<td>$Re = 100$</td>
<td>3.99 for $u$, 3.99 for $v$</td>
</tr>
</tbody>
</table>

there is no need of mentioning number of errors in Table 5. This formula is widely used by the researchers for the computation of order of convergence. Different values of $C_R$ for all the problems are reported in Table 5.

6. Summary

The existing two-level compact implicit method [20] is temporally order two and spatially order four accurate for the numerical solution of nonlinear 2D parabolic equations in polar coordinates. While the method [20] is directly applicable to solve 2D parabolic equations irrespective of coordinates, it suffers from a drawback that it involves a lot of algebra for computation. In this paper, using less algebra, we formulated a new implicit scheme in exponential form for 2D nonlinear parabolic equations in polar cylindrical $r$-$z$ plane, and hence for the solution of Burgers’ and N-S equations of motion in the $r$-$z$ plane. The proposed scheme is of order two in time and four in space and the computational stencil requires only nine points at the advanced time level. The stability analysis for the heat equation in polar cylindrical coordinates was discussed and found to be unconditionally stable. Accurate and efficient computation of four benchmark problems illustrated the effectiveness of the proposed method. The accuracy and efficiency of the numerical solutions can be judged by the results obtained in all the three cases on relatively coarser grids, which are in transcendent agreement with analytical and available numerical results. Construction of high order method is possible, only when the solution is sufficiently smooth and the solution domain is regular, that is, no discontinuities in the solution domain. The current scheme is not applicable to the problems with discontinuities. The proposed method has the potential to be extended to 3D problems on which, we are presently working.
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